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1
Introduction

The semi-conductor industry is driven by a demand for smaller devices and increasing yield in production.
However, as the critical size of patterning on a chip decreases, the margin for error decreases as well. Inac-
curacies in the pattern may lead to malfunctioning devices, which cause a decreasing yield of the fabrica-
tion facility (‘fab’). Overlay between layers in the patterning is an important factor in production errors, and
therefore maintaining a high yield depends on the ability to control and limit these errors. Typically a feed-
back loop is in place to correct any overlay errors as they appear in the process. To provide this feedback,
additional costs are introduced to the system by time-consuming and costly overlay measurements.

There is increasing attention for data-driven solutions to reduce the amount of errors and streamline
the process. Not only is the wafer scanner, produced by ASML, the driving force behind decreasing pattern
sizes, it also offers unique possibilities for data analysis due to the multitude of sensors involved with precise
lithography. Wafers going through multiple layers of processing will visit the scanner repeatedly and generate
a wealth of data each time. Recent projects show that this data can offer great insight when analyzed using
machine learning techniques [10] [11][15] [16].

This research is inspired by the demand to predict and understand overlay results through scanner data.
Scanner data typically contains an abundance of measurements and this results in a high-dimensional prob-
lem. As high-dimensional problems typically require large amounts of data, many overlay measurements are
required to train the regression parameters that describe this problem. These measurements are costly to
obtain and therefore more effective models are needed to limit the amount of measurements required for
an effective prediction. This thesis focuses on one specific way to achieve this, which is to make informed
choices in the measurement strategy, also called ‘active learning’ [21].

The term active learning applies to a range of techniques where a sampling and labeling strategy is em-
ployed to improve the learning rate of a learning machine. Typically, there is a relatively large set of instances
where the label is unknown, but acquiring these labels is possible at a cost. The active learning strategy can
select one or more instances based on the current model, with the goal of achieving the largest possible gain
in performance with a single measurement. An additional goal of this thesis is to use the predictive model for
an informative visualization to an expert.

Active learning speaks to the imagination as it makes sense to choose costly measurements in an intelli-
gent way, but doing so we take a risk of skewing the sample distribution in a way that is not representative
of the true distribution. There can be real benefit in doing so, but the sampling bias can also be detrimental
to performance. As sampling strategies are designed for a specific problem setting and learning model, and
results may even differ between datasets, it is difficult to say whether these results generalize well.

In the next chapter the motivation and context of this thesis is refined in the form of a problem statement,
and the research questions are defined. Chapter three introduces the context in terms of the regression and
evaluation methods, which together form the framework for any active learning strategy. Chapter four gives
an overview of active learning literature and discusses a number of general methods that are implemented
and evaluated in chapter five. Finally, a comparison is made to a different regression model in chapter six,
before drawing general conclusions and discussing opportunities for future research.
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2
Problem Statement

This chapter describes the context and goals of this thesis. First, the source and shape of overlay errors is dis-
cussed in order to understand the regression targets. Next, the available data generated by the wafer scanner
is described. The broader context of this research into active learning is discussed and finally the research
goal and questions are defined.

2.1. Overlay
Overlay is a measure of the local displacement between two layers on a chip. It is impossible to completely
avoid any displacement, but the ability to limit overlay is essential to produce semiconductor circuits on a
nanometer scale. In a fab (fabrication facility), the overlay is measured on a regular basis during produc-
tion and corrections are made in a continuous feedback loop. The actual policy for this overlay control is a
company secret of the fab and therefore not known in this analysis.

Measurements for overlay are not performed in the scanner, but in a separate metrology tool. They are
difficult and relatively time-consuming, and they induce an additional cost and potential delay into the pro-
duction process. Therefore measurements are only performed for a fraction of the produced wafers.

In order to measure the overlay, a number of structures are printed with each layer, especially designed
to enable an accurate measurement. The raw result of an overlay measurement is presented in a ’wafer map’,
which contains vectors (local displacement in 2D) for each location (see figure 2.1). To perform overlay con-
trol, the local overlay measurements must be translated to parameters that correspond to possible corrections
in the process of alignment and exposure in the scanner. Alignment refers to the wafer positioning in the ma-
chine. During exposure the actual pattern, which is recorded on a mask called a ‘reticle’, is printed on each
field of the wafer. If there are inaccuracies in the exposure, such as a rotated reticle, these will lead to an
overlay pattern that is repeated for each field.

A global polynomial fit is performed that approximates the measurements through correctable param-

Figure 2.1: Wafer map showing sparsely measured local overlay errors. Image by Cepheiden (Own work) CC BY-SA 3.0 , via Wikimedia
Commons
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4 2. Problem Statement

Figure 2.2: Illustration of error due to wafer rotation (left) and field rotation (right). A notch is used to indicate wafer orientation. Image
by Cepheiden (Own work) CC BY-SA 3.0 , via Wikimedia Commons

eters such as linear displacement, rotation and magnification. These parameters contain global wafer pa-
rameters, which may be corrected during alignment, and field terms corresponding to corrections during
exposure. The difference between the wafer terms and field terms is illustrated for rotation in Figure 2.2. The
ten overlay parameters used in this project are:

1. Translation in X (‘Tx’)
2. Translation in Y (‘Ty’)
3. Wafer rotation in X (‘WRotX’)
4. Wafer rotation in Y (‘WRotY’)
5. Wafer expansion in X (‘WExpX’)
6. Wafer expansion in Y (‘WExpY’)
7. Field rotation in X (‘FRotX’)
8. Field rotation in Y (‘FRotY’)
9. Field magnification in X (‘FMagX’)

10. Field magnification in Y (‘FMagY’)
There is a desire in the semiconductor industry to partially replace metrology by prediction. If the amount

of metrology could be reduced, it would decrease production time and therefore increase the yield in a fab.
The input parameters for such a prediction can be found in the abundance of measurements performed
during alignment and exposure in the lithography scanner.

2.2. Available data
To develop an overlay prediction model, we have access to a dataset containing overlay measurements for
just over a thousand processed wafers over the course of three weeks. The wafers have been processed with
several different layers, using four different scanners. Overlay measurements can be performed after each
layer, and in total there are just over two thousand measurements. For each processing step, scanner data is
recorded about alignment and exposure.

Data is generated during alignment of the wafer and during exposure. The same data is available for the
bottom layer, and because overlay is measured with respect to the bottom layer this data is also used for
prediction. Additionally, the corrections applied to the scanner due to the overlay feedback loop are also
considered.

This particular dataset was generated with non-overlapping layers. The fact that layers are non-overlapping
means that overlay of each layer is measured with respect to the same bottom layer. The overlay is therefore
not expected to be influenced by the previous layer, but rather by the bottom layer.

Wafers are grouped into lots, which are batches of wafers that are entered into the machine together and
may follow the same processing path. An illustration of the full process can be found in figure 2.3.

The wafers can be processed with different machines, using different reticles. Inside the machine, the
wafers are processed one by one through alignment and exposure. To speed up this process, the machine
contains two chucks. While one wafer is exposed on chuck one, the alignment procedure can already be
performed on chuck two. The combination of machine ID, chuck ID, reticle ID and the same conditions
used for the bottom layer are considered as context data. The bottom layer is relevant because the overlay is
defined with respect to the bottom layer.
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Figure 2.3: Illustration of the process in which scanner data and overlay measurements are generated.

Context parameters contain valuable information, but they are categorical variables. To use these vari-
ables in a regression model they are translated to numerical values using one-hot encoding1, leading to a
multitude of binary variables. Arguably, there could be more effective ways to include the context in the
regression model, but optimally handling context parameters is outside the scope of this thesis.

2.3. Interactive visualization
Active learning is only one part of a multitude of methods available to the data scientist, which aim to use
sparsely available data in an optimal way. It can be considered as a small part in a broader activity to, generally
spoken, provide more insight with fewer measurements. Insight in this case is a combination of predictive
performance and informativeness of visualizations, which is difficult to quantify. The ultimate goal is to assist
an expert in the exploration of a dataset. Adding a measurement is one of the actions the expert could perform
to add information to the model. Additionally, he or she could provide knowledge directly to the model or
interact directly with a visualization.

The aspect of interaction with an expert, and the aim to provide an ‘informative’ visualization are not
central to this thesis. However, in order to be useful for the broader scope it is important that a regression
method and active learning strategy fit into such an interactive system. Therefore, certain design decisions
are influenced by the context of interactive visualizations.

Also, interactive visualization is not limited to regression problems such as this overlay prediction setting.
The idea for the current project was inspired by an imbalanced classification problem of a rare error occurring
in a complex process. Some initial research was done for this problem specifically, which is summarized in
appendix A, but it is not immediately relevant for this thesis. For practical reasons, specifically the availability
of a suitable dataset, this research path was ended before any active learning was investigated.

1One-hot encoding is a transformation from a categorical variable with n categories to n binary variables.
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2.4. Research goal and questions
The general goal of this thesis is to design an overlay measurement selection strategy for faster improvement
of the visualization and predictive performance in the case of few measurements. The selection strategy
should be able to select a wafer based on the data received from the scanner and the context variables. To
achieve this goal, a number of research questions need to be answered:

• Which active learning strategies are available in research, and how can they be adapted to a regression
model that enables both prediction and visualization?

This question will be answered in chapters three to five, describing first the model for prediction and
visualization, then the active learning frameworks available in literature and finally the specific im-
plementations. It is impossible to discuss all known methods and solutions, so the aim is to give an
overview of the most common frameworks that are relevant to this specific problem. The implementa-
tions serve as examples for how a general framework can be adapted to different models.

The predictive model is essential to the question of which active learning methods are applicable, but
the model itself is not the main interest of this thesis. Therefore it is discussed in chapter three and
assumed as the basis for the rest of the thesis. A literature review of active learning frameworks is pre-
sented after the predictive model has been established and the active learning methods are adapted to
the model. The adaptation leads to a number of challenges, for which different solutions are discussed
and implemented to evaluate the effect on performance.

• Do the active learning strategies lead to an improved predictive performance for this specific dataset?

This question is answered in chapter five, where the specific implementations are evaluated through
experiments. The performance measure is discussed in chapter three and the result of an experiment is
a learning curve, which shows the progression of performance over time. If active learning is beneficial,
the learning curve is steeper leading to improved performance at some point. The learning curves
provide insight in terms of if and when the strategy works better or worse. It is possible that a strategy
works well in some part of the curve, but worse later on, so this is not a yes or no question.

• Can we expect these results to generalize to a different dataset?

If the active learning strategy were to be used in practice, there has to be some confidence that the
results in this thesis can be reproduced for different data. To get an idea of generalization, the same
experiments are performed on a synthetic dataset. The synthetic data has a Gaussian distribution, but
it is designed to have the same covariance matrix as the original data. The conclusions drawn from a
synthetic dataset do not necessarily generalize to any other dataset, but it will give some insight in the
specifics of the overlay dataset with respect to a Gaussian distribution.

• Can we expect these results to generalize to a different model?

In practice, and especially in this field, labeled data is valuable. It is therefore very possible that the data
sampled with one model in mind will also be used to train a different model in the future. Therefore, it
is important to know the impact of active sampling on a different model. This question is answered by
looking at the impact of model complexity on the active learning results in chapter five, but also by eval-
uating the selected samples on a different model in chapter six. By increasing the model complexity the
active learning method can be evaluated under different conditions, but it is not the same as generaliz-
ing to a different model. Another regression model is considered by using the samples selected through
the best performing active learning method, and evaluating the performance of a different regression
model on these samples.



3
Regression methodology and baseline

results

This chapter describes the methods used for preprocessing, prediction and evaluation. These methods can
be seen as a framework in which active learning strategies can be developed and tested. Note that the ac-
tive learning strategy is tightly coupled to the specific regression model and evaluation method, so results
achieved in this context can not be easily translated to other regression methodologies.

3.1. Preprocessing
Features are scaled and centered to zero mean and unit variance. Often, only a small part of the data is
available during training of the regression. The variances within a subset of the data, used for training, are
compared to the rest of the data. If the variance in the data is very large compared to the training set for a
specific feature, this feature is temporarily removed from the data. Without this correction, a linear regression
is likely to wrongly estimate the contribution of this feature. This can be the case for one-hot encoded context
variables, when a specific context is not present in the training set. The result is a set of approximately 300
features.

3.2. Partial Least Squares Regression
Partial Least Squares Regression (PLS) is a supervised feature extraction method for multivariate regression
problems, which is especially effective when the number of predictors is large and there is collinearity among
the independent variables. This makes it a good candidate for this dataset, where we do expect collinearity
and redundant features. The goal of PLS is to extract a number of latent variables from both the predictors (X)
and the targets (Y) that have a large predictive power. It combines aspects of PCA1 and multiple linear regres-
sion [1] [29]. The extracted features can be used for regression, but also to generate a supervised visualization
of the data as shown in Section 3.4.

Provided a set of training data consisting of n pairs of predictors (X ) and targets (Y ), the first result of PLS
regression is a decomposition of the (n ×d) matrix of independent variables X into p components:

X = T W +Ex ,

where W is a (p ×d) weight matrix containing the components or latent variables and the (n ×p) matrix
T contains the scores for each of the instances in X . Ex is a residual that contains the information that could
not be encoded in T W , and it decreases as the amount of components p increases. The component matrix
W can be used to project any new sample to the PLS space of reduced dimension p. The difference between
the PLS decomposition and a PCA decomposition is that components in PCA describe covariance within the
predictors, while the components in T describe the covariance between predictors and response variables.
PLS can extract as many components as the rank of X , so the dimensionality of the projected space is one
parameter that should be optimized empirically.

1Principal Component Analysis, an unsupervised linear feature extraction method [24].
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8 3. Regression methodology and baseline results

Once the latent variables are found, the next step is to predict the targets. The prediction model for Y is:

Y = TQ +Ey ,

where Q contains the linear regression coefficients for the targets in Y and extracted features in W , and
Ey is the residual. The residual Ey is minimized in a least squares sense.

The optimal projection W is found through simultaneous decomposition of both X and Y . For a more
thorough explanation of the PLS technique, including an implementation through the NIPALS algorithm, see
the article by Abdi [1].

A prediction Ŷ can now be made for samples X by first projecting the samples to p dimensions using W
and then estimating the targets using Q:

Ŷ = X W Q

Figures 3.1 shows the first two extracted features for scanner data (X ) predicting overlay targets (Y ),
coloured by the dominant context which is the machine ID. In this linear projection there is no clear sep-
aration of all four machines, though some machine-dependent structure is already visible.
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Figure 3.1: PLS projection of only relevant layers with all target variables. Colored by scanner ID’s.

3.3. Evaluation
To compare and interpret prediction models, it is important to consider the method and measure of evalu-
ation. To this end, the performance is measured through randomized cross-validation with R2 as a perfor-
mance measure.

3.3.1. Cross-validation
Evaluation of the performance of a prediction model should aim to give a reliable estimate of performance
for unseen data. It is therefore essential that performance is measured on data that was not used to train
the model. Closest to a realistic scenario would be to order the measurements chronologically and assert
that all training data should precede the test set. Although this is realistic, it limits the amount of scenarios
available for evaluation with a limited dataset. The choice of train and test set can have a large influence on
the measured performance, especially in the case of (groups of) outliers. A reliable estimate therefore requires
a number of different splits of the data, and letting go of the chronological ordering increases the amount
and the diversity of all possible selections, therefore potentially improving the performance estimate. The
performance will therefore be evaluated through randomized cross-validation where the data is randomly
divided into k folds. In k iterations, each fold is used once as a test set while the other folds are used to train
the model, as illustrated in Figure 3.2. The resulting performance is an average across these k folds.



3.3. Evaluation 9

Figure 3.2: Illustration of k-fold cross-validation, with k = 5.

3.3.2. R-squared performance
A common way to evaluate performance in a regression model is to report the mean squared error (MSE) of
n predicted targets (ŷi ∈ Ŷ , for i = 1, ...,n) and the true values (yi ∈ Y ), which is defined as:

MSE(Y , Ŷ ) = 1

n

n∑
i=1

(yi − ŷi )2

The R-squared performance is a normalized MSE, with the advantage that it can be easily interpreted and
compared to performances in other problems. It is defined as:

R2(Y , Ŷ ) = 1− MSE(Y , Ŷ )

MSE(Y , ȳ)

where ȳ is the mean of Y . A perfect prediction yields an R2 of one, and when R2 is zero it means that
the model performs equally well as a constant prediction of the mean. Anywhere between zero and one the
R2 can be interpreted as the fraction of variance in the results that is explained by the model. Although the
performance cannot exceed one, it can become negative for biased models. A negative R2 means that the
prediction is worse than a constant estimate of the mean target value ȳ , so ŷi = ȳ for i = 1, ...,n. Note that ȳ is
unknown during prediction.

3.3.3. Performance with all data
Table 3.1 lists R2 performance results for each of the ten overlay parameters, achieved through ten-fold cross-
validation. The mean and standard deviation over the ten folds are listed. The PLS regression model allows
the choice of dimensionality of the projected space, for which three options were tested: p = 2,10 and 50
dimensions. With these results it is clear that a two-dimensional projection does not capture the full potential
of the original high-dimensional data.

2D 10D 50D
Target Mean Std dev Mean Std dev Mean Std dev
Tx 0.098 0.057 0.189 0.101 0.230 0.127
Ty 0.150 0.086 0.320 0.071 0.433 0.067
WRotX 0.400 0.035 0.512 0.027 0.545 0.013
WRotY 0.425 0.047 0.600 0.061 0.726 0.024
WExpX 0.081 0.042 0.179 0.042 0.323 0.092
WExpY 0.265 0.056 0.439 0.056 0.680 0.031
FRotX 0.252 0.044 0.312 0.073 0.338 0.092
FRotY 0.248 0.042 0.325 0.069 0.334 0.101
FMagX 0.105 0.043 0.260 0.049 0.337 0.120
FMagY 0.081 0.087 0.254 0.103 0.325 0.108

Table 3.1: Cross-validated R2 performance results for PLS regression using 2D, 10D and 50D projections.
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Although PLS can be performed on all target values together, this would also require a performance mea-
sure that takes all targets into account. This may be interesting for the sake of overlay prediction, as collinear-
ity between the targets can be considered, but it complicates the analysis of active learning methods in gen-
eral. For the sake of simplicity one target is selected to predict and evaluate the performance. Unless stated
otherwise, the target is ‘WRotY’. For this target the PLS regression achieves the highest performance with all
data, offering most potential for active learning strategies.

3.3.4. Learning curves
The effectiveness of an active learning strategy can be expressed through the learning curve, when compared
to a baseline of random selection. The learning curve is generated by labeling points and evaluating the per-
formance with the available data so far. The performance is expected to increase with an increasing amount
of data, though this is not guaranteed. A typical learning curve starts steep and gradually decreases in slope,
eventually approaching a limit. An active learning strategy is considered effective if it generates a steeper
learning curve than random selection, as illustrated in Figure 3.3.

Figure 3.3: Illustration of a typical learning curve, with potential improvement due to active learning.

3.4. Visualization
Visualization has an important role in the broader scope of active learning and visualization. Although look-
ing at visualizations offers no quantifiable performance measure, it can provide important insights. The aim
of active sampling is not only to improve performance, but also to improve the visualization in 2D for a hu-
man expert. What constitutes a good visualization is subjective in general and dependent on the user and
purpose of the visualization. In this thesis we aim only for performance increase and assume that it is directly
linked to an improved visualization. Additionally, the visualization is used to visualize the effect of active
sampling strategies in Section 3.4.

When PLS makes use of more than two components a t-SNE [18] space can be extracted to visualize the
more complex relations in this high-dimensional space. T-SNE is a non-linear feature extraction method that
aims to represent the high-dimensional structure of data in a lower-dimensional space and it tends to gener-
ate meaningful clusters, making it a powerful technique for visualization. Note, however, that t-SNE may also
show artificial structures, especially when no inherent structure is present in the data. For an investigation
into the behavior of t-SNE, see the interactive article by Wattenberg et al. [28]. Figure 3.4 contains an overview
of visualizations for two and ten PLS components, where the regression was applied to a single target variable
(‘WRotY’).

The visualizations are shown in three variants, which can be used to illustrate three relevant aspects to
evaluate the data as projected to 2D. First of all, it is colored by the most relevant context, which is in this
case the machine ID. By doing this, a user can recognize the structures shown in the visualization. Secondly,
the samples are colored by target value, so that the expert can see how the structure is related to the target
that he or she is interested in, and potentially evaluate how well the visualization relates to the target. A third
visualization is included that shows the density of samples, as it is difficult to estimate the relative amount
of samples in different clusters from the original scatterplot. The target value is well represented in both
visualizations and it is clear that the machine context is an important feature for prediction.
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Figure 3.4: Visualizations using PLS Regression. Left: Projection by first two PLS components. Right: Projection by first ten PLS compo-
nents followed by t-SNE to two dimensions. Top row: Colored by machine ID. Middle row: Colored by target value. Bottom row: density
extracted using gaussian kernel density estimation.





4
Active Learning

This chapter contains an introduction of active learning theory and common frameworks for sample selec-
tion. Note that this is in no way a definitive overview of methodologies available in literature, but rather a
description of frameworks that are relevant to this problem. After shortly discussing the types of active learn-
ing in terms of problem definition and a short introduction to bootstrapping, four general frameworks for
active learning are discussed: uncertainty sampling, optimizing model impact, optimizing the expectation
on unlabelled samples and optimizing distribution. This chapter concludes with a discussion of caveats to
active learning.

Although bootstrapping is not strictly related to active learning, it will be used extensively in the active
learning strategies described in the following chapters. Therefore, the bootstrapping method is described
before discussing actual active learning strategies.

4.1. Definition of Active Learning
Active learning, in a broad sense, is the act of making intelligent decisions while collecting data. In this the-
sis, an active learning strategy is defined as a strategy for selecting the next sample to measure, to obtain a
target value, in order to achieve an increase in performance on the test set that is as large as possible. In the
description of these methods, the terms ‘measurement’, ‘label’ and ‘target value’ mean the same thing.

Although there may be varying definitions and modes of active learning across literature, there are gen-
erally two types: pool-based and stream-based learning (as defined by Settles [21]). In the former, the full set
of unlabelled data is available from the beginning and the algorithm can sample these until all instances are
labelled. This research assumes a different type which is stream-based active learning. In this case, the data
is presented to the algorithm consecutively, possibly in batches of k samples. It is only allowed to select a
certain number of instances from the batch to be labelled, and an entirely new batch is generated for the next
iteration.

The choice of experimental method should depend on the intended application, which in this case is
the situation in a fab. We assume that data analysis should not interfere with production by delaying wafers
and that means that they are available for measurement in a stream-like way. A limited amount of wafers is
available at any time and if a wafer is not selected, it will never be available for measurement again. Therefore,
in this thesis, stream-based active learning is the more realistic approach and this is modeled using batches
of k samples of which only one may be selected.

4.2. Bootstrapping
The term bootstrapping refers to random (re-)sampling with replacement. If a set of n values is sampled
n times with replacement, this bootstrapped set will contain, on average, 63% of all unique values in the
original set [14]. Bootstrapping has been known to be effective in estimating model performance [14], but
also to create ensemble methods for prediction [7]. Many active learning frameworks require some estimate
of uncertainty or variation in predictions, and PLS regression as a deterministic method, where the result is a
single estimate of the optimal model, has no natural answer to this. Bootstrapping can provide a randomized
variation in the model which enable the estimation of uncertainty and variation in prediction. This solution
has been demonstrated to be effective for expected model change maximization in Cai et al.[4].

13



14 4. Active Learning

4.3. Uncertainty Sampling
Uncertainty Sampling can be used if the model provides some measure of uncertainty in the prediction, either
explicitly or implicitly. Explicit uncertainty can be found in the posterior probability distributions of Bayesian
models, while implicit uncertainty could be found in the distance to a decision boundary in classification
problems, or the variation between nearest neighbours in a k-nn model. The strategy is to sample those
points with large uncertainty, with the aim to improve performance in those areas where the model is least
effective.

A slight variation on uncertainty sampling is ’Query by Committee’ [23], which selects the samples on
which a committee of models has most disagreement. The difference with uncertainty sampling is subtle,
and depending on the model one might be more easily derived than the other. The algorithm requires a set
of hypotheses (a committee) that are equally likely with the given data.

The original formulation of Query by Committee (QBC) [23] considered a binary classification problem
with a committee of consistent and randomly drawn models. Querying a point where models disagree then
decreases the version space of hypotheses that are consistent with the data.

In some problem settings with other prediction models, it is impossible to draw multiple consistent mod-
els and so the committee of models has different forms in literature. For a Bayesian model, drawing model
parameters from their posterior distribution leads to equally likely hypotheses, which are used as a commit-
tee in Dagan et al. [6]. If the model offers no such possibility for random generation of different models,
bootstrapping offers another solution to generating random and equally likely models [2].

Although all methods mentioned before apply to a classification problem, it may also be applied to regres-
sion. In this case the disagreement between models translates to the variance in prediction between models,
as suggested by Cohn et al. [5], and QBC sampling is known to reduce prediction variance. If the model is
unbiased this works well, but for biased models or noisy target values the benefit is not guaranteed [3].

In chapter five, the QBC method is applied to PLS regression by creating an ensemble of predictors using
bootstrapping, but also by randomly excluding features from the analysis. The disagreement between models
in the committee is defined as the variance in their predictions.

4.4. Optimizing model impact
To achieve fast improvement of the model, one approach is to elicit maximal impact on the model with one
sample. The effect that a sample has on the model is very much dependent on the model shape, but also on
the label. Since the latter is not known, deriving a formulation of the impact requires some prediction of the
label. Implementation of this framework can be found in the expected gradient length for models trained by
gradient descent [22]. Another maximal impact model has been derived for the case of rank learning using
an SVM and a boosting method [8].

The common theme in these methods is that the current model is used to achieve some posterior prob-
ability for the label in a candidate sample. These probabilities are used as weights to value the impact of
labelling the sample on the current model. In the expected model change maximization method [4], which
was derived for regression problems, no such posterior probabilities are needed. Instead, an ensemble of
bootstrapped predictors is used to estimate the error in a candidate sample, and the local gradient of model
parameters is maximized.

A caveat to methods that maximize model change is that model change does not equate to positive model
change, let alone a reduced error on the test set. Often, outliers are samples with large impact while they are
not representative for the true distribution.

4.4.1. Expected Model Change Maximization
In this thesis, the Expected Model Change Maximization method [4] is implemented. This method is inspired
by gradient descent optimization, but instead of optimizing the parameters of a model, this method optimizes
the selection of a new point x+ to add to the model. It is one specific example of an active learning strategy
that optimizes model impact. The selection criterion C (x+) is the local gradient of the loss l with respect to
the model parameters θ:

C (x+) = δl (x+,θ)

δθ
.

Expected Model Change Maximization is easily derived for linear regression models and will likely sample
in an exploratory way in this case. Therefore, it is a promising candidate for this active learning problem.
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For linear regression, where the prediction models is ŷ = θx, EMCM has a simple solution. The least
squares loss for points~x = (x1, ..., xn) with labels~y is quadratic and additive:

l (~x,θ) = 1

2

n∑
i=1

(θxi − yi )2.

The change in loss due to a newly selected point x+ therefore does not depend on the current loss:

l (~x, x+,θ) = 1

2

n∑
i=1

(θxi − yi )2 + 1

2
(θx+− y+)2,

= l (~x,θ)+ l (x+,θ),

and the EMCM criterion with respect to point x+ can be simplified to:

δl (x+,θ)

δθ
= (θx+− y+)

δθx+
δθ

= (θx+− y+)x+.

The true value of y+ is unknown, so this must be estimated in some way. In the original design of EMCM ([4])
the criterion was averaged over predictions made by a bootstrapped ensemble of k predictors Θ̂= (θ̂1, ..., θ̂k ).
These predictors are trained with only a part of the current training set, and relying on their estimate of y+
could be dangerous when the model is in an early stage of training. Therefore, in chapter five, multiple ways
to estimate y+ are implemented. The final criterion C (x+) for a bootstrapped model is:

C (x+) =
k∑

j=1
|(θx+− θ̂ j x+)x+|.

4.5. Optimizing expectation on unlabelled samples
More sophisticated active learning models go one step further by formulating some expectation of future
performance based on the pool of unlabelled samples or the test set. The goal is to reduce the error on these
samples, of which the label is unknown, so a proxy for the true error is used in the form of an expected risk [20]
[32]. Not only do these methods require a prediction of the sample label, but when an expected loss is com-
puted this also requires some prediction of the rest of the labels before and after labeling the candidate sam-
ples. This make them computationally expensive, and they also rely heavily on probabilities generated by the
current model, which are questionable if there are few labels available. Compared to uncertainty sampling
and model impact, the greatest potential benefit is that the true distribution is considered and, if available,
knowledge of the test set can be used.

4.5.1. Expected Error Reduction
In this thesis, the optimization with respect to unlabelled samples is implemented based on Expected Error
Reduction, which means that the error is optimized directly. It is impossible to know the true error reduction,
so these methods rely on estimations of this error. In the method by Roy & McCallum [20], the current error
is estimated by assuming a loss function on the current model posteriors for each possible label for each
element in a pool of unlabeled samples. When assuming a log loss function, the error E is estimated as:

E(D) = 1

n
Σx∈XΣy∈Y PD (y |x) log(PD (y |x))

Where x refers to the elements in an unlabeled pool X of size n, and Y contains all possible labels. The
probabilities PD are estimated using the current model with the set of labeled samples D .

When considering a new sample, it is again considered with each possible label y and a new error E(D +
(x, y)) is computed. The weighted sum of expected errors is the new expected error and the sample xnew that
minimizes this error is selected to be measured.

This method assumes a classification problem with pool-based active learning, where the posterior prob-
abilities can be estimated. It is computationally expensive, though depending on the method it could be
optimized as discussed in [20]. For the regression methods in this research there is neither a discrete set
of possible labels nor an explicit description of posterior probabilities, so implementation of expected error
reduction is not straightforward and is discussed in Section 5.5.
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4.6. Optimizing distribution
The most important caveat to active learning is that it imposes a sampling bias, meaning that the distribution
sampled through active learning is not the same original distribution of the data. Although the bias may
improve the model at first, it may skew the distribution over time causing eventual deterioration of the model
predictions. This inspires active learning models that aim to optimize the distribution, so that the sampled
distribution is a good representative of the true distribution. In many cases random sampling is already
a straightforward way to achieve this, but this is not the case if the distribution changes over time. Active
learning methods to deal with changing distributions are found in the field of transfer learning or covariate
shift [27].

In this research we assume i.i.d. sampling for simplicity, which is enforced by randomly sampling the full
dataset. In the actual implementation of an active learning strategy it is not guaranteed that the distribution
of data is constant over time, but this future distribution of scanner data is most likely not known at the time
of training. Together this is an argument to not consider methods that optimize distribution, for the scope of
this thesis.

4.7. Caveats
Again, the sampling bias induced by active sampling is an important caveat to consider. Especially those
method that sample where the model is most uncertain, or where samples have a large impact, are likely to
sample outliers. Outliers are often poor representations for the underlying model, and unlikely to re-appear
in the future, so a predictive model may not benefit from outliers at all.

Active sampling methods introduce a sampling bias that may (or may not) be beneficial to performance.
Loog et al. [17] investigated the effect of this bias empirically and concluded that none of the state-of-the-art
methods are guaranteed to improve performance for all datasets. Sugiyama [26] showed that specifically for
misspecified linear regression models the sampling bias can have a detrimental effect on performance. Apart
from performance, it must be noted that any further analysis such as estimation of posterior probabilities
would be compromised by a sampling bias [17].

Another caveat to active learning is that the sampling methods are usually derived for a specific model
and domain, and the conclusions with respect to performance results are only applicable to those models. In
practice the dataset may be analysed with different models as new insights in the field arise. The sampling
bias induced by active learning may have been effective for the original model, but no such guarantees exist
for the future. This aspect of active sampling is also considered in the research questions of this thesis, and
discussed further in chapter six.

Most methods are model-specific and converting them to other methods requires alterations. Combined
with a different application domain, it is highly questionable whether similar results can be achieved. In the
research questions the focus is on generalization of performance results to different models, and therefore
the active learning strategies are evaluated with different model complexities and datasets in chapter five.
The effect of sampling bias is shown by looking at visualizations of the sampled data in Section 5.6, but also
by evaluating the data with a different model in chapter six.



5
Implementations and results

The frameworks for active selection described in chapter four can all be applied to the method of partial least
squares regression, though some alterations may be required. In this chapter the specific implementation of
three frameworks - Query by Committee, Expected Model Change and Expected Error - are described. Often,
multiple interpretations are possible and each framework has slight variations in the implementation which
may lead to vastly different results. The implementations are evaluated using active learning simulations
applied to both the original data and synthetic data from a Gaussian model.

All experiments are executed according to the same general setup, which is described first. To put the
results in perspective a set of baseline performance curves are discussed including the potential optimal
sampling.

The methods and experiments in this thesis were executed using Python 3 and the scikit-learn library [19].

5.1. General experimental setup
Unless stated otherwise, experiments to generate learning curves with different selection strategies are exe-
cuted in the following way:

1. A single target parameter is selected. Unless stated otherwise this is ‘WRotY’.
2. The data is randomly split in five folds of train and test data, where each sample is selected for the test

set at least once.
3. From the training set, an initial set of nst ar t samples is randomly selected.
4. The rest of the training set is ordered randomly and split into batches of size nb . If not otherwise stated,

nb = 10.
5. For k consecutive steps, a single sample is selected from a new batch, according to the selection crite-

rion.
6. After each step, a PLS regression model is trained using the initial set and all samples added so far. The

R2 performance is measured using the test set.
7. The learning curve represents the mean performance across the folds. Results in this chapter contain

ten iterations, which is two sets of five cross-validation folds.

5.2. Baseline results
The goal of active sample selection is to improve the performance faster with the same amount of samples.
This means that the aim is a steeper learning curve than the baseline, which is a curve generated through
random selection. Figure 5.1 shows the learning curves generated by PLS regression with 2-, 10- and 50-
dimensional projections when applying random selection. For the full amount of labelled samples it is bene-
ficial to increase the model complexity, but in these learning curves it is clear that this is not the case for very
few samples. The 50D PLS regression goes through a stage of severe overfitting before finally improving upon
the 10D model after 400 samples.

Active learning strategies are expected to be effective when the model has not reached its full potential
yet. Figure 5.1 suggests that this is below approximately 600 samples. The region of interest for this thesis
is below approximately 200 measurements. For random selection we see that the low-dimensional models
go through the steepest part of the learning curve in this region and the performance quickly converges to a

17
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Figure 5.1: Full learning curves for random selection, using PLS regression models with 2D, 10D and 50D projections.

maximum afterwards. This also corresponds to the intended use case of the active sampling strategy, which
is to train efficiently with very few available labels.

5.2.1. Optimal selection
To set an upper bound for the benefit of an active learning strategy, figure 5.2 contains the performance for an
optimal selection strategy in the region of 10 to 200 samples. This optimal selection was simulated according
to the method described in Section 5.1 and optimality is defined as highest R2 performance on the test set
after selection. It is optimal in a greedy sense, so it does not consider future selections. Note that both 2D
and 10D optimal performance after 210 samples are higher than the limit of performance with all data. This
means that there is also a benefit in leaving out certain measurements.
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Figure 5.2: Full learning curves for random selection, and optimal results for active learning up to 210 samples. Using PLS regression
models with 2D, 10D and 50D projections.
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5.2.2. Synthetic Gaussian data
As a reference, a synthetic dataset was generated with exactly the same covariance structure as the original
data, but with a Gaussian distribution. This means that each feature in the original data is represented in the
synthetic data, and the covariances with other features and the target value is maintained. Figure 5.3 contains
the baseline and optimal results for the Gaussian data. Although the model converges slower on this data, the
same general behaviour emerges.
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Figure 5.3: Full learning curves for random selection, and optimal results for active learning up to 210 samples. Using PLS regression
models with 2D, 10D and 50D projections.

5.3. Query By Committee
The first active learning strategy to be implemented is Query by Committee. As PLS regression is a determinis-
tic model it offers no natural variation or version space for application of the Query by Committee framework,
so some randomness needs to be introduced. In this application we follow the method of Abe and Mamitsuka
[2] and establish an ensemble of models through bootstrapping. Additionally, a method is tested where the
committee is established by re-sampling the features rather than the samples. The two selection criteria are
computed as follows:

1. Create an ensemble of five regression models f̂ using bootstrapped versions of the training set
(’Committee’)
or
Create an ensemble of five regression models f̂ using randomly drawn subsets of the features
(’CommitteeFeatures’)

2. For each sample xi in the batch (i = 1, ...,10), and for each model f̂ j in the ensemble ( j = 1, ...,5), predict

the label ŷi j = f̂ j (xi )
3. Compute the variance of predictions yi for each sample xi , across the ensemble of predictors. Select

the sample with largest variance.
Figure 5.4 contains the learning curves for the active sampling strategies mentioned above, comparing to
random sampling. The synthetic data, generated using the same covariance matrix as the original set, shows
approximately the same general trend as the original data but with a smaller standard deviation in the perfor-
mance between iterations. The active sampling strategies show mostly the same performance as the random
sampling within one standard deviation.

For the 2D projection there is some discrepancy between datasets, as random sampling performs better
for the synthetic data and the ’Committee’ method performs better for the original data. Note however that
the differences are in the order of one standard deviation. At the end of the curve all methods converge to
approximately the same performance. For a more complex PLS model with 10D projection there is also no
significant difference between sampling strategies.
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From these results we can not conclude either an improvement or deterioration of performance by the
QBC sampling strategy. If any of the two methods provides benefit it would be the committee established
through sample boostrapping.

5.4. Expected Model Change Maximization
As a second active learning method, the Expected Model Change Maximization (EMCM) by Cai et al. [4] is
implemented. For PLS regression the parameters are contained in the decomposition W of the predictors
and the regression coefficients in Q (see section 3.2). The prediction model can be described as:

Ŷ = X W Q = XβPLS .

In essence, PLS is therefore a regularized linear model and the expected model change for the combina-
tion of interdependent variables W and Q can be expressed in the same way as for the simple linear model:

C (x+) = (θx+− y+)x+.

Where θx+ is the current model prediction, y+ is some imputed value for the actual label and x+ repre-
sents the independent variables. As x+ is a vector, it must be replaced by the a vector norm. For PLS, a choice
can be made between the original high-dimensional data or the projected value x+W . If the latter is used, the
EMCM criterion measures only model change in terms of the regression step Q. If the original value is used,
the criterion combines and simplifies the projection and regression step. The actual result of this simplified
model is analysed empirically.

The EMCM criterion is evaluated through experiments according to the method described in 5.1, where
different choices for y+ and x+ are compared to each other and to the baseline of random sampling. The
following criteria are included:

1. The current mean target value is chosen as a prediction of the true y+. The value for x+ is the norm of
the original high-dimensional vector. (‘EMCMMean’)

2. A randomly selected ensemble of k previous target values is chosen as a prediction of the true y+. The
value for x+ is the norm of the original high-dimensional vector. (‘EMCMRandom’)

3. Bootstrapping is used to generate an ensemble of k target values as proxies of the true y+. The value for
x+ is the norm of the original high-dimensional vector. (‘EMCMBootstrap’)

4. Bootstrapping is used to generate an ensemble of k target values is chosen as a proxy of the true y+.
The value for x+ is the norm of the projected value X W . (‘EMCMBootstrapPLS’)

5.4.1. Results
Figure 5.5 contains the average learning curves for the methods described above, for both the original data
and a synthetic dataset. Again, there is some discrepancy between synthetic and real data. The distance
between curves is larger for original data, but so is the standard deviation. For the 2D PLS model random
sampling is among the best performing methods, although ‘EMCMBootstrapPLS’ has a slightly better mean
performance - within one standard deviation - when analysing the original data. The EMCM criteria without
boostrapping, using mean and random imputation of y+, perform worse than random selection.

In the case of 10D PLS the results are different, as the random sampling is consistently among the worst
performers. The best performing strategy is again ‘EMCMBootstrapPLS’ and with a significant distance to
random sampling for the synthetic data. In this case all EMCM methods appear to learn faster while the
randomly sampled model lingers at low R2 performance, even the models that were clearly performing worse
in the 2D setting.

From these results it appears that there is some benefit to the EMCM sampling criteria. However, it is im-
portant that the true value of y+ is estimated properly through bootstrapping, as less careful estimations like
the mean or random imputation may lead to worse performance than random sampling. The ‘EMCMBoot-
strapPLS’ model provides a performance that is consistently among the best models and often better than
random sampling. These results do show that the complexity of the model influences the relative benefit of
active learning methods, especially when looking at the performance of the ‘EMCMRandom’ and ‘EMCM-
Mean’ models.
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5.5. Expected Error for PLS regression
As the PLS regression model does not have an explicit estimate of posterior probabilities, the algorithm pre-
sented in Roy et al. [20] can not be applied without alterations. To translate the intention of error reduction an
alternative definition of expected loss is required. The log loss for classification problems can be interpreted
as a measure of entropy, or uncertainty in the predictions. If the model is certain of a prediction the loss is
small, and it increases as posterior probabilities for different predictions become more similar.

A proxy for expected error can be found in the variance of prediction. Geman et al. [9] pointed out that
the error can be decomposed into three factors: noise, bias and variance of prediction. If we assume that
the model is unbiased, or at least that we cannot optimize for bias directly, the prediction variance is the only
factor of the error that we can optimize based on unlabeled data. The PLS regression model is deterministic by
nature and therefore has no natural variance in predictions, but bootstrapping offers a possibility to introduce
and measure variance.

5.5.1. Algorithm for Expected Error Reduction
The algorithm for expected error reduction using the PLS regression model is as follows:

1. Consider each unlabeled example, x, in the batch as a candidate for next labeling request
2. Generate an ensemble of possible labels, ŷ = (ŷ1, ..., ŷk ), for x, using bootstrapped PLS models and add

the pair (x, ŷi ) for i = 1, ...,k to the training set
(a) re-train the classifier with the enlarged training set, D + (x, ŷi )
(b) estimate the resulting criterion on the test set
(c) assign to x the average value for the criterion on the test set for the ensemble of possible labels, ŷi

for i = 1, ...,k
3. Select the sample that optimizes the criterion by choosing the min- or maximum depending on the

objective
The variation between implementations is found in the criterion that is used as a proxy for expected error.

As suggested above, minimizing the variance is expected to improve prediction accuracy. As a comparison,
the opposite target is also implemented which is to maximize the variance in prediction. Finally, one criterion
is implemented where the covariance between target and PLS components is optimized as this bears a direct
relation to the PLS regression model, where the components of projection have a maximal covariance to the
target values. The following criteria are used:

1. The minimal mean variance between predictions on the test set, made by a bootstrapped ensemble of
predictors (‘ExpErrMinVar’).

2. The maximal mean variance between predictions on the test set, made by a bootstrapped ensemble of
predictors (‘ExpErrMaxVar’).

3. The maximal covariance between the predicted target value of the test set and the first PLS component
(‘ExpErrMaxCovar’).

5.5.2. Results
Figure 5.6 contains the average learning curves for the selection methods mentioned above. There is no
method that clearly performs better than others, as most curves are within one standard deviation of random
selection. However, there is one clear method to avoid, which is the ’ExpErrMaxVar’ in the case of a 10D PLS
projection. The performance for this method remains so low that most of the curve is outside the scope of
the figure.

Although these results, again, show no benefit of the expected error framework with respect to random
sampling, they do show the negative influence that sampling may have. This negative impact of maximizing
the expected variance in prediction (’ExpErrMaxVar’) is especially prevalent in the original dataset, while the
synthetic data does not suffer at all. This is likely due to the fact that each sample in the synthetic data is
generated according to the same model, and no outliers or inconsistent samples exist. The original data
clearly does have a number of samples that confuse the regression model and this sampling strategy is very
effective in finding those points.
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5.6. Visualization of selections
To gain insight in the results of the different selection strategies, the selections can be visualized. Figure 5.7
contains a 2D projection of the selections, generated by applying a 10D PLS projection followed by a t-SNE
transformation to the full dataset. Only the 200 samples selected by the active learning algorithm over the
course of a simulation are shown in the figure, for each of the ten iterations, resulting in a distribution of 2000
samples which may contain duplicates.

Looking at visualizations of the selected samples gives a general idea of the reason that some sampling
strategies do not work well. The random sampling serves as the original distribution in this Figure 5.7. The
worst performing strategies clearly undersample certain clusters (see ‘ExpErrMaxVar’ and ‘EMCMRandom’).
The best performing model (‘EMCMBootstrapPLS’) seems to sample each cluster evenly, slightly undersam-
pling the high-density regions and selecting more from the low-density regions. One can imagine that this
works well, because it provides the model with enough data to estimate the overlay for each cluster. For
models that show similar performance to the baseline there is also no clear difference in the visualized distri-
butions.

The same visualizations for synthetic data are shown in Figure 5.8, but here the differences are less ob-
vious. This is not surprising, as the differences in performance are also less clear in the learning curves for
the synthetic data. Again, however, the ‘EMCMBootstrapPLS’ model does not sample any region with high
density, but rather seems to create a more constant density across the input space.
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Figure 5.7: Selected points in t-sne space with different active learning strategies. Density using Gaussian KDE.
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6
Comparison to probabilistic model

The question to be answered in this chapter is whether the selected samples that would benefit a PLS re-
gression model, would have a similar effect on another model. One hypothesis would be that if a sample is
informative to one model, it will also be informative to a different model so the effect on the learning curve
should be similar. Another hypothesis, however, is that an active learning method that is tailored to a specific
model leads to a specific sampling bias, that is more likely to have a negative effect when analysing the data
with a different model. This chapter is an attempt to analyse the impact of actively sampling for a specific
model (PLS regression) and using these samples to train a different model.

The model of choice is the probabilistic ‘Spike and Slab’ (SnS) model, which is also a linear model. An
advantage of the SnS model for user interaction is that it estimates the probability that a feature is relevant,
which enables further understanding of the problem. This makes it an interesting model in the context of
informative visualizations, and therefore relevant in the broader scope of this thesis.

6.1. Spike and slab model
The ‘Spike and Slab’ (SnS) model [13] assumes a linear regression model where many of the variables are
irrelevant to the actual prediction. The name refers to a prior on the model parameters which is composed
of a Dirac δ-function at zero (‘spike’) and a Gaussian centered around zero (‘slab’). This means that with a
probability p, a variable does not contribute at all to the model. With a probability 1−p the contribution is
still limited by the Gaussian distribution. The prior expectation for any regression coefficient βi for i ∈ 1, ...,d
is:

β= γN (0,σ)+ (1−γ)δ(0),

where N (µ,σ) is the normal distribution with mean µ and variance σ and δ(0) is the Dirac delta function
centered at 0. The parameter γ is a Bernoulli random variable depending on the probability p:

γ= B(p).

The parameters p is also learned by the model, but is set with a prior expectation ρ. This prior expec-
tation is combined with evidence provided by the samples, to generate a posterior distribution for β. This
estimation is performed through expectation propagation [13]. The computation is mathematically complex
and computationally expensive, and the actual implementation is not within the scope of this thesis. The
posterior of the model parameter p is a direct estimate of the probability that a variable is relevant, as this is
equal to the probability that the regression coefficient is inside the ‘slab’, so non-zero.

6.2. Comparison of performance
In order to compare performance, the selected samples for simulations with PLS regression are transferred
directly to the spike and slab model, including the same test set and initial set. With these exact same datasets,
for each step in the simulation, the spike and slab model is fitted and evaluated by R2 performance. The
resulting curves can be compared in Figure 6.1. In this analysis the prior ρ is set to ρ = 0.5.
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Figure 6.1: Mean performances with same datasets and selections for spike and slab (top) and the original PLS model (bottom).

First of all, the SnS model is more effective than PLS regression with few samples. This means that the
regularization that SnS applies by feature selection is more effective than the regularization through feature
extraction in PLS. The differences in performance shown in the PLS model, as a result of specific sample
selections, are not apparent for the SnS model. In fact, the performance for each model is approximately the
same and not significant when considering the standard deviation. The optimal strategy for PLS regression
has no benefit for the SnS model, but also the strategy ‘ExpErrMaxVar’ that has a negative effect on the PLS
model does not negatively effect the SnS model.

It is striking that the different samples that influence the PLS model have very little effect on the SnS
model, even though they are both linear regressors. At least for this comparison, neither of the hypotheses
stated in the beginning of this chapter has been confirmed. These results indicate that the SnS model is very
robust to changing sampling distributions.



7
Conclusion and discussion

An empirical evaluation was done for a number of active sampling frameworks, with both the original overlay
prediction data and randomly generated data from a Gaussian distribution. Although all methods are rooted
in literature they require some interpretation and translation to the PLS regression model or even to a regres-
sion problem in general, which is not always straightforward. Many of the tools commonly used in active
learning, such as uncertainty and variation in predictions, are not naturally available to a linear regression
model like PLS regression. Random re-sampling, or bootstrapping, offers a solution to these questions as it
adds a source of variation to the model.

Active sampling is a promising technique and speaks to the imagination of data scientists. Research in
this field is as abundant as it is specific, to a specific problem definition or machine learning model, which
makes it difficult to draw general conclusions. One conclusion we can draw from the results of this thesis is
that active learning is more difficult than it may sound. From a broad set of established sampling techniques
only the Expected Model Change Maximization seems to increase performance, in some cases, with respect
to random sampling (Figure 5.5). Others are very much similar in both performance and perceivable distri-
bution of samples (see ’committee’ results in Figures 5.4 and 5.7) and some are almost guaranteed to lead to
deteriorating performance (see ’ExpErrMaxVar’ in Figure 5.4).

The EMCM strategy, estimated in the reduced PLS space, is relatively effective as it chooses samples where
prediction is extreme in terms of value and sensitivity to model variation. This is where the model is likely to
be overfitted and the learning curves also show that the benefit is mainly in the region of low performance
(see figure 5.5, top right). The selected samples for the bootstrapped EMCM strategy seem to be more evenly
distributed across the input space than the original distribution (see Figure 5.7).

In the comparison between the original data and a Gaussian model with the same covariance matrix, it
seems that active sampling has less impact on performance when it stems from a perfect Gaussian distribu-
tion. Especially when active sampling has a large negative impact on the performance it affects the original
dataset more than the synthetic data (see Figure 5.5). This makes sense, because in the real world samples
may be messy, the true model is likely to be non-linear and sampling the wrong points may confuse a linear
model. When the underlying model is truly linear then the fitted model will likely not deviate too much as a
result of the sampling strategy.

When fitting a different model, in this case the probabilistic and sparse Spike and Slab model, to the data
sampled by active learning on the PLS model, there seems to be no benefit or loss to the performance. Even
an optimal sampling on the PLS model does not improve the SnS model much (Figure 6.1). Note however that
these are both linear models and the feature selection makes it a relatively robust model. These conclusions
do not extend to other models, especially if they are non-linear.

One benefit of the PLS model, with respect to other regression models such as the Spike and Slab model,
is in the visualization, as the combination of a PLS projection and t-SNE mapping generates visualizations
that convey the underlying structure of the data in a way that relates to the target parameter. The t-SNE
mapping also clearly separates the relevant contexts, in this case the different scanners, and therefore relates
to a structure that an expert could recognize (see Figure 3.4). This would be a useful feature in the broader
context of this thesis, where the goal is also to provide informative visualizations to an expert.
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In general, this thesis does not show much benefit from active learning. This could be due to the nature of
the linear regression model. If the underlying model is truly linear, and the expected noise in each sample is
the same, then each sample contains approximately the same information. It makes sense to choose samples
that show some variation in features, but random sampling is likely to achieve this already. This in contrast
to, for example, a linear classifier where samples close to the decision boundary are clearly more informative
than samples in an area where one class is already dominant.

So for a linear regression model random sampling is already an intelligent choice. If the regression model
would be non-linear, such as a random forest regression or a locally linear regression, an active learning
strategy could be tailored directly to the structure of the regression and use unlabeled samples to see where
most benefit can be achieved.

7.1. Future research
With the conclusion and discussion in mind, this thesis leaves a number of problems for future research.
The PLS model specifically does not seem to benefit much from active learning, and the likely cause is that
the problem is too simple. Adding complexities to the problem might also introduces ways in which active
learning can be beneficial. One way to introduce complexity is to consider a non-linear model and active
learning strategies tailored to the specific workings of that model.

Also, this thesis considers a simplified version of the general problem of overlay prediction, in the sense
that the samples are drawn i.i.d. from a known dataset. The data therefore contains no drift or sudden
changes, no sampling bias with respect to the test set or even the introduction of new machines to the fab.
These are only some of the challenges that a data scientist could face when implementing active sampling
in practice. For the simplified problem no clear benefit can be seen from the active learning methods con-
sidered in this thesis, but if the distribution of train and test set are not equal there could be some benefit to
active learning, as applied in the field of transfer learning.

A third way to adapt the problem is to consider a different performance measure. The R2 performance
assigns the same importance to each sample, but in practice it might be more interesting to find large overlay
values. If this is represented in the performance measure, an active learning strategy can be tailored to predict
these more interesting results. One way to adapt the problem is to consider a classification problem like in
Appendix A.

With respect to the active learning methods evaluated in this thesis, the best performing active learning
strategy, Expected Model Change, is rooted in the idea that new samples achieve maximal impact. However
from the visualization it seems that this strategy is especially effective in sampling the input space evenly,
even though that is not its explicit goal. It would be interesting to see why these things are apparently related
and whether a different sampling strategy based on exploration of the full input space achieves similar results.

7.2. Recommendations for ASML
In this thesis a single use case, that of overlay prediction with few measurements, is considered and the prob-
lem was simplified by assuming that samples were independent and identically distributed across initial
training set, batches and test set. In practice the i.i.d. assumption might be broken by, for example, the
introduction of a new machine during training, machine events like the replacement of parts and adaptation
of the production process. The sampling scheme could be adapted to deal with such events and that would
be a specific use case of active learning, where it might be more beneficial than in the simplified experiments
of this thesis. The user would likely be able to identify when the distribution of samples is likely to change,
due to specific events, and user input could be used to adapt the sampling scheme. To develop an active
sampling strategy that meets customer needs and is applicable in practice, ASML would have to collaborate
closely with a customer fab.

Also, in the context of the fab, it is important to note that overlay measurements are used in overlay con-
trol through feedback. Choosing different measurements therefore would not only impact prediction, but
also correction and therefore future overlay values. Before implementing any active sampling the impact on
overlay control must be studied. Additionally, the sampling strategy could work in close collaboration with
the overlay control by aiming for detection of slow drifts or outliers. Again, to develop this one would need
input from the fab where these control loops are implemented, to find out which specific use cases are inter-
esting and what the practical demands are.
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A
Error Classification using Biased

Discriminant Analysis

The main body of this thesis considers a prediction of the overlay in magnitude, resulting in a regression
problem. However, initially, the active learning activity was aimed at predicting errors in a binary way. These
binary errors could be related to a specific phenomenon or could simply be an error that exceeds a threshold
value. In any case, the problem at hand in this chapter is a binary classification problem, and specifically the
data is assumed to be imbalanced towards the non-error (’positive’) class and errors are sparse.

Classification for highly imbalanced datasets is a difficult problem in itself, so before active learning is
applied this problem requires an effective method. As visualization needs to be an integral part of the method,
and the problem is high-dimensional with few labels, the first goal of the research is to find an effective feature
extraction method to project the data to two dimensions.

In this appendix Biased Discriminant Analysis is used as a feature extraction method, and it is extended to
a semi-supervised method by incorporating unlabeled data. This extended method is evaluated with respect
to the tuning of parameters and general performance for an increasing number of labels.

A.1. Biased Discriminant Analysis
Biased discriminant analysis (BDA) was first introduced in the context of relevance feedback (RF) for content-
based image retrieval [31]. In this setting, there is a positive class that shares some common theme, and a
negative class consisting of images that do not contain this theme. It is a (1+k)-class problem, where k is an
unknown number of classes grouped under one label.

Like Fisher’s Discriminant Analysis (FDA), BDA finds a linear projection of the high-dimensional features
space that is supervised and separates two classes of instances by looking at the intra- and inter-class scatter
matrices. BDA is unique in the sense that it does not attempt to describe the negative class, but only distances
the negative instances from the positive class. The assumption is that the negative instances do not have a
common theme beyond the fact that they are not positive.

For BDA and for the rest of this analysis, two scatter matrices are considered. First, the between scatter Sb

is the scatter between the two classes (+,−) with number of samples n+ and n−:

Sb = α

n+n−

∑
yi 6=y j

(xi −x j )(xi −x j )T ,

where yi and y j are class labels and xi and x j are the feature vectors. Furthermore, the within scatter
matrix of the positive class, which is the dominant class, is considered:

Sw+ = β

n2
+

∑
yi=y j =+

(xi −x j )(xi −x j )T .

The optimal BDA projection T is then achieved by minimizing Sw+ and maximizing Sb , formulated as a
the following optimization:

35



36 A. Error Classification using Biased Discriminant Analysis

TOPT = argmax
T

[
tr (T >SbT )

tr (T >Sw+T )

]
,

s.t .T >T = I ,

where I is the identity matrix. In contrast to the FDA projection, which can only be used to extract a
one-dimensional projection, the BDA projection has an effective dimension of min(n+,n−) [31].

A.1.1. Generalized BDA
Like Fisher’s Discriminant Analysis (FDA), BDA works under the strong assumption of gaussian distribution,
albeit only for the positive class. When the number of positive samples is low compared to the dimensionality,
which is often the case in image retrieval, BDA also suffers from a singular positive within-scatter matrix so
that it requires regularization. Zhang et al. [30] extended the original BDA method to deal with both of these
drawbacks. First of all, to avoid the singular problem, the optimization criterion was changed to a difference
rather than a fraction of between and positive within scatter.

Secondly, a localized approach was adopted to allow for non-linearity of the sample distribution. This
adaptation is in line with the concept of local FDA introduced by Sugiyama [25]. It considers only the local
scatter matrix where locality is defined in the high-dimensional space, in a nearest-neighbor sense. Each
sample has k nearest neighbors and in the scatter matrices, only those distances are included that are be-
tween nearest neighbors.

Finally a regularization term of locality preserving projection (LPP) was included that aims to retain local
structure in general, which is a local scatter matrix including unlabeled instances.

A.1.2. Application to system failures
The RF problem is similar to the problem setting described in this research. It assumes a user in the loop
who gives feedback in the form of labels, and there is an expected class imbalance towards positive examples.
However, the assumption of a (l +k)-problem, where the negative class is highly diverse, is not necessarily
true for this analysis.

A.2. Method
Both the original inverse formulation of BDA and the adaptation to a difference as suggested by Zhang et al.
[30] have been evaluated. In order to make use of unlabeled data, a term is included that maximizes scatter
within the unlabeled data. This is analogous to the unsupervised PCA projection.

A.2.1. Difference model
Here, Sb is the scatter between the two classes, Sw+ is the scatter within the positive class and Su is the
scatter within the unlabeled data. The objective is to maximize Sb , minimize Sw+ and Su can be considered
a regularization term.

TOPT = argmax
T

[tr (T >BT )]

s.t .T >T = I

B =αSb −βSw++γSu (A.1)

= α

n+n−

∑
yi 6=y j

(xi −x j )(xi −x j )T − β

n2
+

∑
yi=y j =+

(xi −x j )(xi −x j )T

+ γ

n2
u

∑
yi=y j =0

(xi −x j )(xi −x j )T

The parameters α, β and γ can be tuned to define the type of mapping being learned. For experimental
purposes, each parameter can be set to zero. The solution is found by solving the eigenvalue problem

Bψ=λψ

where the eigenvectors ψ corresponding to the largest eigenvalues form TOPT .
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A.2.2. Inverse model
The inverse model is formulated with only two free parameters α and γ, as scaling Sw+ would result in a total
scaling factor. As the method suffers from a singular Sw+, a regularization term needs to be added of εI , which
is set to ε= 0.001 in all experiments.

TOPT = argmax
T

[tr (T >BT )(T >C T )−1]

B =αSb +γSu (A.2)

C =βSw++εI (A.3)

Due to the regularization term, each of the parameters α, β and γ can be tuned and set to zero. The
solution TOPT is computed by solving the eigenvalue problem, analogous to the difference model.

A.3. Datasets
To analyse methods related to these settings in a controlled manner, the well known NIST handwritten digits
dataset [12] was adapted to mimic the scenario of an imbalanced binary dataset with a complex structure.

This dataset consist of 8x8 pixel images of digits 0-9. It was adapted in the following way:
Two digits (’2’ and ’3’) are sampled 250 times each to form the positive class and the rest of the digits make

up the negative class with 10 samples each. Of these samples, a fraction p is labeled and the rest is provided
as unlabeled examples.

A.4. Evaluation
The goal of this research is to design and evaluate a visualization, not a classifier. However, to quantify the
effectiveness of a visualization, the assumption is made that the effectiveness of the visualization is directly
related to the performance of a classifier trained in the 2D space. The classifier that is used must be simple,
but it need not be linear. For the evaluation the parzen classifier is used, which is based on the local sam-
ple density. The amount of labels available to the projection should not influence the performance of the
classifier, so the same (larger) number of labels is always available to the Parzen classifier. The classifier per-
formance is measured by the area under the ROC, as this is a robust performance measure for problems with
class imbalance. The complete experiment and evaluation is done in the following way:

1. Select a fraction p of the original dataset.
2. Compute the optimal 2D projection T using the selected data.
3. Project the full dataset using T .
4. Split the projected data in two equal sets: training and test.
5. Use the training set to train a parzen classifier.
6. Use the test set to evaluate the classifier, measuring the area under the ROC.

A.5. Parameter optimization
Both methods have free parameters to set the relative importance of the three scatter matrices Sw+, Sb and
Su . As literature offers no guidance in how to set these parameters, they will be tuned experimentally in this
section.

A.5.1. Difference model parameters
To evaluate the influence of each term in (A.1), the projection was evaluated over all combinations of param-
eters for values from 0 to 100 on a logarithmic scale. The results are shown in figure A.1. From these figures it
is clear that Sb (weighted by α) is essential for good performance. Removing either Sw+ or the unlabeled data
has little effect on the performance. Best results are achieved when β= 10α, though it quickly drops when β

becomes even larger. When the unlabeled data receives a larger weight than the labeled terms, performance
drops towards the minimal value of 0.5.
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Figure A.1: Performance as surfaces in (α,β)-space, for different values of γ (0 - 100). Performance averaged over 30 samples of 580
images, with a factor p = 0.1 labeled. Images ’2’ and ’3’ make up the positive class (500 samples) and the rest is negative (80 samples).
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A.5.2. Inverse model parameters
In the same way, the parameters α and γ in A.2 were evaluated (figure A.2). Here we can see again that the
performance drops to nearly 0.5 when unlabeled data is dominating. As long as α > γ, the performance is
quite constant and similar to the performance of the difference model. Removing unlabeled data completely
has no significant effect on the performance.

Figure A.2: Performance as surfaces in (γ,α)-space. Performance averaged over 30 samples of 580 images, with a factor p = 0.1 labeled.
Digits ’2’ and ’3’ make up the positive class (500 samples) and the remaining negative (80 samples).

A.5.3. Negative samples model
As experiments show that the between-class scatter is a much more essential term than the within-class scat-
ter of the positive class, the influence of negative within-class scatter was investigated as well, by maximizing:

B =αSb ++βSw−+γSu (A.4)

This time, β and γ were varied to negative values as well as positive values. The results are shown in figure
A.3. Note that this method achieves the highest performance so far with an AUC of more than 0.75. Also, the
performance for α= β= γ= 0, which corresponds to the first two dimensions of the original data, is already
0.61. The highest performance is consistently achieved with α=−β=−γ> 0. β may be even smaller than −α
to still achieve good results, while γ can be anywhere between −α and 0.

The effect of Sw− is striking since it is a covariance term that consists of only 8 samples in this experiment.
Merely the addition of Sb is apparently enough to prevent overfitting.
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Figure A.3: Performance as surfaces in (γ,β)-space. Performance averaged over 30 samples of 580 images, with a factor p = 0.1 labeled.
Digits ’2’ and ’3’ make up the positive class (500 samples) and the remaining are negative (80 samples).

A.6. Comparison of models
Each of these models were evaluated with p = 0.1. Although this is a realistic scenario, with 58 labels, it
is essential for the active learning problem to evaluate the methods with different values of p. Taking the
parameters with near-optimal performance from previous experiments, figure A.4 shows the performance
versus amount of labels on a total of 580 samples. The figure includes the performance of PCA as a reference.

The model that minimizes the negative within-scatter actually decreases in average performance when
the amount of labels increases. It also has a very large standard deviation, suggesting that it may profit occa-
sionally from overfitting when there are few negative samples. This theory is supported by the fact that it only
has a single positive eigenvalue at all times. The second eigenvalue can even become negative when more
than 150 samples are available. With two negative terms, this is not surprising.
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Figure A.4: Performance for increasing amount of labels on 580 instances, for different models. Mean and standard deviation over 100
randomly sampled iterations.

A.7. Conclusion and discussion
With the goal of visualizing a high-dimensional and imbalanced dataset, different variations on Biased Dis-
criminant Analysis are evaluated. With the addition of a PCA term for unlabeled samples, these methods have
free parameters to set the relative importance of the terms. An empirical evaluation gives some insight in the
effects of setting these parameters for the quality of the projection, measured by means of the performance
of a classifier in the 2D space.

When looking at performance in general, there is not much difference between the difference and inverse
formulation of the extended BDA model. The supervised nature of the model makes it more effective than
PCA in this setting. No comparison with the closely related Fisher’s Discriminant Analysis was made, though
it must be noted that the FDA projection will only yield one effective dimension, which makes it less suitable
for visualization.

No data is currently available to evaluate the visualization for the intended problem, related to rare prob-
lems in semi-conductor manufacturing. Originally, BDA was designed for a problem where the negative class
is much more diverse than the positive class. In the experiments with the NIST digits this diversity was intro-
duced by re-sampling the original classes, but the situation may be completely different when another more
representative dataset is used.
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