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Abstract

When drilling for oil or gas, wells are typically constructed using a conventional or telescopic well design.
After a section of the well has been drilled, a steel casing (or liner) is inserted into the hole preventing the col-
lapse of the hole. The next well section has a smaller diameter as it’s casing must pass through the previously
installed casing. This process leads to a stepwise reduction of the well diameter which, especially in deep or
complicated wells, restricts the maximum production rate of oil and gas.

Mono-diameter technology utilizes casings which are plastically deformed after they have been placed in
the well. This plastic deformation is done by pulling a conically shaped tool, known as the cone, through the
newly installed casing. The plastic deformation increases the diameter of the new casing to (nearly) the same
as that of the previous casing, therefore the well diameter no longer decreases with every new section.

The expansion requires a force in the order of 1000-2500[kN]. The work done by this force leads to high local
heat generation due to friction and plastic deformation. This heat, poses a risk for the expansion process as
the lubricant (RPSLF) decomposes above 250[°C] [10]. Decomposition of the lubricant leads to an increase of
the friction, inducing more heat release and further decomposition of the lubricant. The expansion force may
then exceed the pulling capacity of the drill rig or strength of the drill string, leaving the cone stuck in the well.

Previous research provides the distribution of pressure on the contact surface of the cone, the strain distribu-
tion inside the liner and the temperature dependent friction coefficient of the lubricant, by combining these
the frictional heat is calculated [7, 35]. Heat generation from plastic deformation is a complex phenomenon
especially at low strain (-rates). The Taylor-Quinney coefficient defines the ratio between the work done on
a material and the heat generated [30]. A strain-dependent model for the Taylor-Quinney coefficient, devel-
oped by Zehnder, is used to determine the heat release from plastic deformation [38].

A numerical heat transfer model is built in Matlab, based on the finite volume method. The model uses a
mesh based on skewed quadrilateral cells. Numerical stability of the model is verified for the cell size, time
step and time integration method. Movement of the cone and the plastic deformation of the casing are mod-
eled by taking a reference frame fixed relative to the motion of the cone and adding a "convective” term inside
the liner. Heat transfer phenomena at all boundaries are investigated using thermal resistance models.

A series of experiments is executed to verify the numerical model. The experiments consist of full-scale
expansion test using a cone equipped with 30 thermocouples placed just below the contact surface. Addi-
tionally also the temperature of the liner, expansion speed and expansion force are measured and recorded.

Comparison of the experimental and numerical results leads to the observation that the pressure profile de-
termined in previous work is likely valid at the first onset of expansion. Over time, the forming of a lubricant
film however leads to the re-distribution of roughly 20% of the force from the rear of the cone to the front.
When the pressure profile is corrected for this effect; the temperatures inside the cone, temperature of the
liner, expansion force and overall heat balance show a good match between the numerical and experimental
results with an error of around 5%.

From the heat balance based on the experimental results, it follows that between 54% - 60% of the work
done on the system is converted into heat. As all work done in the form of friction is converted into heat the
remaining energy must be lost in the the work done to plastically deform the casing, this provides indirect
evidence for the validity of the Zehnder model.

The validated numerical model is used to simulate a reference case field expansion, the maximum contact
temperature here is 164.4[°C]. This value is well below the lubricant decomposition temperature of 250[°C],
which leads to the conclusion that the process is safe and the expansion speed could even be increased from
a thermal point of view.
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Area

Biot number

Numerical constants

Specific heat

Courant number

Hydraulic diameter

Engineering strain

Modulus of elasticity

East wall or surface

(Fanning) friction factor

Force

Fourier number

Convective heat transfer coefficient
Interpolation point

Bessel function of the nth order
Thermal conductivity
Consistency index power law fluid
Ratio between elastic and plastic modulus
Length scale in arbitrary direction
Swift law hardening exponent
Power law fluid exponent

Time level in numerical methods
North wall or surface

Nusselt number

Pressure

Prandtl number

Heat flux density

Heat flux

Radial cylindrical coordinate
Thermal resistance

Reynolds number

Engineering stress

Heat source

South wall or surface

Stanton number

Time

Temperature

Internal energy

Speed

Volume

(Mechanical) work

West wall or surface

Heat/ work ratio

Axial cylindrical coordinate
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Nomenclature

Symbol Description Unit
a Thermal diffusivity mTZ
B Taylor-Quinney coefficient -

€ Radiative emissivity -

£ Strain -

& Strain rate %
An Bessel zero of the nth order -

n Apparent viscosity power law fluid Pas
p Density %
0 Expansion mode coefficient -
o Stress Pa
o Stefan-Boltzmann constant (5.670367 * 1078) m—V;’K
0 Circumferential cylindrical coordinate rad
U Friction factor -

u Viscosity Pas
W Numerical parameter -
Subscript Description

0 Reference or ambient condition

1 Top left corner of a grid cell

2 Top right corner of a grid cell

3 Bottom right corner of a grid cell

4 Bottom left corner of a grid cell

avg Average

c Center of a grid cell

ce Cement

co Cone

cond Conduction

conv Convection

de Deformation

df Drilling fluid

do Down hole

ds Drillstring

e East

ex Expansion

fr Friction

hy Hydration

i Horizontal index in the grid (West to East)

j Vertical index in the grid (North to South)

li Liner

lub Lubricant

n North

p Plastic deformation

r Radial direction

s South

uts Ultimate stress point

w West

wa Wall

we Center of the east wall of a grid cell

wn Center of the north wall of a grid cell

ws Center of the south wall of a grid cell

ww Center of the west wall of a grid cell

yield Yield point

zZ Axial direction

0 Circumferential direction



Nomenclature
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Abbreviation Description

AB-2 Second order Adams-Bashforth scheme

BC Boundary condition

Casing Steel tube used to secure the sides of a well

CN Cranck-Nicolson scheme

Cone The conical shaped tool which is used to expand the liner
Down hole At the bottom of a well

Drill string Steel pipe which supports the drilling and expansion tools
FD Finite difference method

FE Forward Euler scheme

FEM / FEA Finite element method / Analysis

FV Finite volume method

HTC Heat transfer coefficient

Liner A series of casings used to secure the sides of a well
RPSLF Rust preventive solid lubricant F
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Introduction

1.1. Conventional well design

When drilling for oil or gas, wells are typically constructed using a conventional, telescopic, well design. After
a section of the well has been drilled, a steel casing (or liner) is lowered into the open hole preventing collapse
of the hole. In most cases it is necessary to drill the well in multiple sections as the local geological formation
is not strong enough to support the full length of the well. The drill bit must then pass through the top
liner, and thus be of a smaller diameter than this liner. Consequently, the following liner is also of a smaller
diameter and so for every section of the well the diameter of the well decreases as illustrated by Figure 1.1.
Especially for very deep wells or in locations with complex geological formations this consistent reduction of
the diameter may lead to a final liner which is so small that production of oil or gas is uneconomical or even
impossible.

I Rock/ soil formation B Drill string and expansion tool I Liner

Figure 1.1: Construction of a Conventional (telescopic) well; First, a section of the well is drilled, hereafter a steel liner is inserted to
prevent collapse of the well. A new section of the well can then be drilled, in which a smaller liner is inserted as it must pass through the
previous liner. The final result is a well with consistent reduction of diameter.

1.2. Mono-diameter well design

The construction of a mono diameter well starts off in a very similar way to a conventional well, first a new
section of the well is drilled and a (specially designed) liner is inserted with a diameter smaller than that
of the liner above. The next step is to engage an anchoring system inside the previous liner known as the
TAaP (Top Anchor and Pull) system. This anchor prevents movement of the liner as a conically shaped tool
is pulled through. This conically shaped tool, known as the cone, has a larger maximum outer diameter than
the inner diameter of the newly inserted liner. Pulling the cone through this liner plastically deforms the liner
increasing its diameter in the process. The cone is designed such that the inner diameter of the expanded
liner nearly perfectly matches the diameter of the previous liner, thus obtaining a mono-diameter well as
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illustrated in Figure 1.2. In order to support the new section of liner there is a small section where the new and
the old liner overlap each other, the new liner is hung on the old liner at this overlap section. Consequently
in this section two liners must be expanded simultaneously. Due to the double wall, the expansion force
required here is significantly higher and it should be analyzed separately [8, 11].

M Rock/ soil formation B8 Drill string and expansion tool I Liner

Figure 1.2: Construction of a mono-diameter (MOD) well; After the first section of the well has been constructed (identical to the
conventional well design) an anchoring system is engaged in the newly inserted liner to prevent any movement. Next, a conically
shaped tool is pulled upward, plastically deforming the liner in the process. This deformation process can be repeated numerous times
to create a well with a constant (mono-) diameter.

Due to the minimal or no reduction in liner diameter the mono-diameter well design allows for a higher flow
rate of oil and gas during production and the possibility to reach (deep) reserves unreachable with conven-
tional technology. Mono-diameter technology has already been successfully implemented in the field several
times, especially in deep-water, deep reservoir operations such as the Gulf of Mexico [23, 28].

1.3. Thermal Implications

The process of expanding the liner is prone to significant heat generation. This generated heat in combina-
tion with the already elevated temperatures down hole, pose a threat to the expansion process and in par-
ticular the lubricant. The lubricant with which the inside of the liner is coated, decomposes at temperatures
above 250[°C] [7]. When the lubricant decomposes, it loses its friction reduction properties, this in turn leads
to an increase of the friction force and consequently an increase of the heat generated due to friction. When
the friction force increases too much it can exceed the mechanical strength of the drill string or the pulling
capacity of the drill rig. This will cause the cone to get stuck with no option to continue expansion or retrieve
the cone. The only option left is then to abandon the hole and bypass the failed section, an exercise which
can consume a considerably amount of time. With the cost of deep-water drilling operations at around $1
million a day this needs to be prevented at all cost.

In total four different sources contribute to the temperature increase during expansion. They are summa-
rized below and depicted in Figure 1.3.

1. Friction between the cone and the liner
It is well known that friction between two sliding contacts produces heat. The heat originates from
the local plastic deformation of the peaks of the roughness on the sliding bodies. The amount of heat
released depends on the friction coefficient, the pressure and relative speed between the two bodies
(3, 14].

2. Plastic deformation of the liner
When a material is deformed past the elastic limit (yield stress) the energy used to deform the material
past this limit is no longer relieved elastically when the applied force is removed. Most of this energy is
converted into heat. For steels typically between 80-95% of the energy used for the plastic deformation
is released in the form of heat [27, 30, 38].
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3. Elevated temperature at down hole conditions
Although significant local variations are possible it can generally be stated that the temperature at large
depths is significantly higher than that on the surface [9]. At the locations where mono-diameter tech-
nology is considered the down hole temperature typically varies between 80[°C] and 130[°C].

4. Heatrelease in hydrating cement layer
In order to fix the liner to the rock formation, a layer of cement is added between the formation and the
liner. During the expansion process this cement layer is still in a liquid state but the hydration process
is already ongoing. Although this effect is expected to be small compared to the other heat sources,
cement is known to release heat during the hydration process [19].

Elevated temperature

Hydrating cement

Plastic deformation

Friction

M Rock/ soil formation B Drill string and expansion tool ~ [ Liner [l Heat source

Figure 1.3: During expansion heat is generated from three different sources, friction, plastic deformation and hydration of cement. The
figure illustrates the location of each of these heat sources. Furthermore, the figure highlights the elevated temperature at down hole
conditions which can be seen as a boundary condition imposed on the system.

1.4. Objective

Currently, the temperature increase during the expansion process has been estimated based merely on a few
experiments combined with a large safety margin. Consequently, for some projects expandable technology
may be considered too risky or the speed of expansion may be unnecessarily slow. The aim of this research
is to develop a thorough understanding of the thermal behavior of the expansion process and provide a nu-
merical model which can adequately predict the temperature distribution along the contact of the cone and
the liner. This model should be able to simulate any combination of expansion parameters, cone- and liner
type. Furthermore, it is the aim to validate the model through full scale experiments.

1.5. Research approach

The aim is to approach the problem with a modular modeling method. The entire problem is divided into
smaller sub-problems which are each first solved analytically, if necessary for a simplified case or geome-
try. Next a numerical version is derived which can deal with all geometries considered and non-uniformities
such as temperature dependent material characteristics. Finally these solutions are combined into one multi-
physics numerical model which can solve the time transient temperature distribution during the expansion
process.

The model will be developed for a base (reference) case configuration which is representative for a field
expansion. Later the model can then be adjusted to cope with other geometries and materials for specific
well configurations. Based on the conditions of this base case, but adjusted to the equipment and materials
available at the Shell Rijswijk laboratories, a test case is derived which is used to experimentally validate the
model.






Scope & Literature

2.1. Scope

The objective of this research is to determine the peak contact temperature of the lubricant during the expan-
sion process. This will require transient thermal analysis of the expansion process. The location of the heat
sources from friction, plastic deformation and hydration is more or less known. The scope of this research is
therefore limited to a region around the cone large enough to capture all these heat sources but not extended
to the thermal analysis of an entire well. The scope is qualitatively shown in Figure 2.1. The scope is a rela-
tive frame which follows the movement of the cone during the expansion process, so that there is an in- and
outflow of the liner at the boundaries of the frame. Geometric details and material properties of the compo-
nents within the scope, are given in Appendix A. In many cases, the material properties have been measured
specifically for this research, the measuring procedures can be found in Appendix B.

M Rock/ soil formation B Drill string and expansion tool M Liner Scope

Figure 2.1: For the thermal analysis, a scope is selected relative to the movement of the cone during the expansion process. As the
reference frame is moving in an absolute sense there is an in- and out flow of the liner at the boundaries. The scope includes the heat
transfer from the liner to the formation.

A base case situation has been selected, this case represents one of the most common field configurations for
the construction of mono-diameter wells. The base case describes the expansion of a single, VM50 type, liner
and the overlap expansion of a VM50 liner with a P110 overlap liner, at a speed of 0.1[%']. The full details of
the base case are given in Appendix I. This base case is used to develop a numerical model and all numbers in
this report will be in correspondence with this base case unless stated otherwise. The model is able to cope
with other situations with different materials, geometries, expansion & well parameters, allowing the analysis
of specific well configurations.

Next to the base case, also a test case is used, as described in AppendixJ. This case is identical to the base case
in terms of the components, but the expansion parameters coincide with the specifications of the equipment
available at the Shell laboratory in Rijswijk. The test case is used to experimentally verify the model.
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2.2. Scientific Literature

In a scientific context this research combines the fields of tribology and solid mechanics with heat transfer.
All fields are extensively covered in literature, the combination of all three in one specific case is however
unique. This research can be seen as a spider completing the center of a existing web of knowledge.

Tribology

The link with the field of tribology is evident, in any problem with friction or sliding contact surfaces heat is
generated at their shared boundary. In most cases one of the sliding bodies is stationary with respect to the
contact area while the other moves. In it's most simple form this could be seen as a heat source, not another
body, of a defined heat flux per unit area, moving over a semi-infinite solid. The first systematic study of
such problems was conducted by Jaeger in 1942 [14]. In his paper Jaeger analyzes the effect of the shape and
intensity of a moving heat source on the temperature distribution inside a semi-infinite solid. He provides
analytical equations for the temperature distribution inside the semi-infinite solid as a function of the heat
source, speed of movement and the thermal properties of the solid. Hou and Komanduri, build on Jaegers re-
search and derive generalized equations for both moving and steady state heat sources [12]. They also define
arelation between the intensity distribution of the heat source and the relative location of the peak tempera-
ture. Yevtushenko et al have analyzed the transient effects of a variable sliding speed on the temperature [36].

The research becomes more practical when not just a moving heat source is analyzed but it is applied to
sliding problems with friction, Ashby ef al analyze a pin-on-disk setup [3]. The equations they provide allow
for the pin and disk to have different material properties and determine both the so called bulk- and flash
temperature. This bulk temperature, is defined as the bulk surface temperature of the sliding contact. The
flash temperature is the peak temperature obtained on the scale of the roughness of the material, where fric-
tion causes local plastic deformation. For the friction coefficient they use a coulomb friction model. In the
book of Stribeck, published in 1903, already qualitative relations for the friction coefficient as a function of for
instance the sliding speed or the contact pressure are described [29]. Unfortunately the only way to fit these
relations to practical applications is through experiments with a specific lubricant.

Solid mechanics

The heat release from the plastic deformation of metals was first described by Taylor and Quinney in 1934 [30].
They analyzed the latent heat from cold working rods in torsion and defined the Taylor-Quinney coefficent,
which describes the relationship between the amount of work done on a metal and the amount of energy
retained in the form of heat. As of today for many applications, especially at high strain (-rates), it is more
than satisfactory to assume an, experimentally determined, constant value for the Taylor Quinney coefficient.
Such constants are provided abundantly in literature by researchers such as Rusinek [24, 27]. In 1991 Zehnder
introduced a model which correlated the Taylor-Quinney coefficient to the strain [38]. From his model and
corresponding experiments, he concludes that at low strains significantly less heat is dissipated in the form
of heat during plastic deformation as compared to high strains. He reasons that the difference is stored in the
material in the form of dislocation multiplication. Further (experimental) research, by for instance Mason et
al and Zaera et al has provided evidence for Zehnders model and also indicates a correlation with the strain
rate [21, 37].

Heat transfer

Conduction of heat is a well described phenomenon, for basic geometries plenty full of analytical solutions
are available which even cover transient effects. The book Basic Heat & Mass Transfer by Mills covers most of
these methods [1]. When dealing with more complicated geometries and other non-uniformities numerical
methods can provide a solution. Research such as that by Lyra et al shows how the finite volume method can
be applied to solve a cylindrical heat transfer problem [20].
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2.3. Previous work with Shell

Mono-diameter technology has already been used in the field and hence a lot of research has already been
done in the past. Previous research has focused mainly on the mechanical aspects of the plastic deformation
and the reduction of the expansion force, through the optimization of the cone geometry or selection of an
alternative lubricant. This research is the first to investigate the thermal aspects of the expansion process.
The process is known to generate heat and in some previous experiments temperatures have been measured,
however no in depth investigation has yet been conducted. This work builds on two previous Msc. thesis
written by students from the university of Twente, both are briefly described below.

Experimental and theoretical modeling of ironing during tubular expansion - Wilmink

In his thesis Wilmink has analyzed the impact of high external pressures, in a well, on the thinning of the liner
wall during the expansion process [35]. Very high external pressures can lead to an effect described as ironing,
where the expanded liner is elongated during the expansion process. Severe elongation could lead to signifi-
cant reduction of liners wall thickness and hence collapse strength. To investigate this phenomenon Wilmink
developed a mathematical model, which calculates the strains in the liner under laboratory and down hole
conditions. The model is thereafter validated by FEM analysis and small scale experiments.

Relevant for this research, is Willmink’s mathematical model for the calculation of the strains in the liner and
his method for the correction of liner material properties at elevated temperatures. Additionally the pressure
profile on the cone was also determined in close correlation with this work.

A study to the lubrication of expansion processes for high temperature wells - Brinkhuis

Brinkhuis has investigated the working principle of the lubricant (RPSLF) under different conditions with the
temperature as one of the main focus points [7]. A two stage melting process of RPSLF was identified that
starts around 83°C with the softening of calcium stearate and continues up to 124°C when the polyethylene
wax melts. Brinkhuis concluded that the temperature is a very important factor in the lubrication of the
expansion process. He found that when the contact temperature is in between the two melting points the
RPSLF is able to form a film which is strong enough to separate the cone and the liner and hence provide
hydrodynamic lubrication. He finishes with a theoretical model based on the Reynolds equation to calculate
the pressure and thickness of the lubricant film at different ambient temperatures.

The key take away from Brinkhuis’ research is the strong correlation between the temperature and friction
coefficient when using RPSLF as a lubricant, this serves as a direct input for the thermal model. Furthermore
the theory behind the lubrication film can be used to explain some of the experimental results.
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Atoo high lubricant temperature and thereby decomposition of the lubricant is one of the failure mechanisms
of the expansion process. During expansion, the elevated down hole temperature is further increased by heat
from three different sources as shown in Figure 3.1. Most of the work done on a system, especially with friction
involved, is converted into heat. This work,

WZFU, (3.1)

is correlated to a force ,F, which is applied on a system to maintain a constant speed, v. First, the heat
generated due to friction is described in Section 3.1. Section 3.2 describes heat generation due to plastic
deformation. The heat release from hydrating cement is discussed in Section 3.3 and an indication for the
down hole temperature is given in Section 3.4.

Elevated temperature

Hydrating cement

Plastic deformation

Friction

I Rock/ soil formation B Drill string and expansion tool ~ Bl Liner Il Heat source

Figure 3.1: During expansion heat is generated from three different sources, friction, plastic deformation and hydration of cement. The
figure illustrates the location of each of these heat sources. Furthermore, the figure highlights the elevated temperature at down hole
conditions which can be seen as a boundary condition imposed on the system.

3.1. Friction

A significant amount of heat is generated due to friction between the cone and the liner. Heat generation due
to friction between sliding contact surfaces has been studied extensively in the past. Ashby ez al. [3] provide
a simple equation for the heat generated by friction per unit area:

qfr = uPv, (3.2)

here p is the friction coefficient, P the contact pressure and v the relative speed between the sliding bodies.
Typically, it is assumed that the RPSLF gives a constant friction factor of y = 0.065[—] [10]. This friction factor
can vary significantly with the temperature. Brinkhuis has conducted test using the ball on thee flats method
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to determine the friction coefficient of RPSLF at different temperatures [6, 7]. The resulting profile for the
friction coefficient as a function of the temperature is shown in Figure 3.2.
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Figure 3.2: Fricition coefficient of the lubricant (RPSLF) as a function of the temperature determined, experimentally by Brinkhuis using
the ball on three flats method [7]. The friction coefficient decreases when components of the lubricant begin to melt and rapidly
increases again when the decomposition temperature is reached.

It is well known that the contact pressure can also influence the friction coefficient of a sliding system. The
Stribeck curve describes this relation qualitatively with three different lubrication regimes [29]. At high pres-
sures, the friction coefficient is high in the so called boundary lubrication regime, as the pressure decreases
the friction coefficient decreases into the mixed lubrication regime. Finally, at low pressures a minimum of
the friction coefficient is found after which friction remains low although a slight increase is possible in the
hydrodynamic lubrication regime. It is very well possible that different lubrication regimes coexist over the
contact area. To gain some preliminary insight in this phenomenon the friction coefficient has been mea-
sured at different loads as shown in Figure 3.3. The mean load of this test corresponds to a contact pressure
between 450 and 770 [MPa]. The increase of the friction coefficient at very low pressures is due to the lack of
popper contact.
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0,00
0 20 40 60 80
Load [N]
T =200[°C]IT=80[°C] T =20[C]

Figure 3.3: Friction coefficient of the lubricant (RPSLF) as a function of the contact pressure represented by the force on the test ball.
The Stribeck curve qualitatively describes a variation of the friction coefficient with the pressure. The experimental results shown in the
figure show that, at higher pressures this relationship is much weaker than the relationship with the temperature.
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The pressure on the cone, along the contact with the liner, is expected to have a non-uniform distribution
due to the combination of expansion and bending in the liner. A peak pressure is expected at the location
where the liner comes into contact with the cone, here a bending moment is exerted on the liner, this peak is
known as the front peak. After the front peak the diameter of the liner is increased linearly, this large section
with a relatively low pressure is known as the linear section. The pressure profile is concluded with the rear
peak which is again caused by a bending in the liner as it is straightened at the round-off of the cone.

A lot of work has been done in the past in an attempt to gain an understanding of this pressure profile
[2, 16, 35]. The profile which is currently used was determined by 4RealSim, in research commissioned by
Shell, in this study the pressure profile over the length of the cone has been numerically determined using an
Abaqus FEA model, the result is shown in Figure 3.4. Care should be taken when using this pressure profile
as the result is mesh dependent and when the expansion force is calculated based on this pressure profile the
results overestimate this force by around 10%, indicating that the pressures are likely a bit too high. As no
better alternative is currently available the pressure profile is seen as a working hypothesis and attempts will
be made to (partially) validate it later by means of experiments.
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Figure 3.4: Pressure profile over the length of a 10.2” cone during single liner expansion as determined by 4RealSim using an
unvalidated Abaqus FEA model. The front peak is caused by bending of the liner as it comes into contact with the cone. At the linear
section the diameter of the liner is increased. Finally, the rear peak is caused by straightening of the pipe at the round-off of the cone.

During expansion of an overlap section, the pressure profile changes significantly as compared to the single
liner expansion. Not only is it higher in absolute terms, but due to the location where the overlap liner comes
into contact with the single liner the location of the rear pressure peak is also altered. The pressure profile
during overlap expansion as calculated by 4RealSim is shown in Figure 3.5.
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Figure 3.5: Pressure profile over the length of a 10.2” cone during overlap expansion as determined by 4RealSim using an unvalidated
Abaqus FEA model. Especially the rear peak is significantly higher during overlap expansion as compared to single expansion. The
pressure only builds up here as the point of first contact with the overlap liner is located only just before the round-off.

When this pressure profile is inserted into Equation 3.2 which is then integrated over the surface area of the
cone the total heat release related to friction, Q rrat the surface of the cone, can be calculated using;

Qfr= j{ H(T)P(2)vexd A, 3.3)

here u(T) represents the temperature dependent friction coefficient as defined in Figure 3.2, P(z) is the pres-
sure profile and ve, the expansion speed. For the base case the total initial frictional heat is Q7 = 46.7 [kW].
Finally, the expansion force due to friction, Fy, can be calculated as;

Ffy = Q. (3.4)

Vex

The expansion force related to the friction is Fg, = 467 [kN].

3.2. Plastic deformation

When analyzing heat transfer in combination with plastic deformation, the material’s Taylor-Quinney coeffi-
cient,

_ Qde

B= )
Wae

(3.5)

must be known [30]. As shown by Equation 3.5 the Taylor-Quinney coefficient gives the relationship between
the amount of work done to plastically deform a material, W, and the amount of heat generated, Q.. The
fraction of the work not converted into heat is stored in the material as strain energy due to dislocations, dis-
location interactions and residual strains caused by incompatible slip in grains of a different orientation [38].
At relatively high strain, values for the Taylor-Quinney coefficient can be found abundantly in the literature.
For steels typically a value of = 0.9 [-] is used [27]. At very low strain or very low strain (-rates) assuming
a constant value for the Taylor-Quinney coefficient results in a significant error. This is caused by the fact
that, at very low strain (-rates) more energy is stored inside the material in the form of dislocations or met-
allurgical transformations as compared to high strain (rates). Zehnder has proposed a model to estimate the
Taylor-Quinney coefficient based on power law stress-strain behavior [38]. This model is given by;

ng=—, (3.6)

1
n
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fp nfl;I
K(ep) =n,— , (3.7)
€0

Que _ Klep)-C

PO = e = Ky

(3.8)
In these equations n is the power law hardening exponent of the material, £, the plastic strain, £ the strain at
the yield point and C a numerical constant. Zhender proposes that in order to fit his model to a certain mate-
rial one should do several experiments and chose the constant C (in the order of 10) such that the curve gen-
erated by his model fits the experiments. A method for such experiments is described by Perez-Castellanos
& Rusinek [24]. These experiments require very accurate and high-speed thermal imaging cameras which
were unfortunately not available at Shell. The choice was therefore made to select the constant C so that the
known high strain Taylor-Quinney coefficient of 8 = 0.9 [-] is found. A value of C = 15 [-] was found suitable
for this purpose. the resulting relationship between the strain and the Taylor-Quinney coefficient of VM50
and P110 is shown in Figure 3.6. As the dependency of the Taylor-Quinney coefficient on the strain rate is
typically a lot weaker the choice is made to ignore this relationship and assume it as constant.
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Figure 3.6: Strain dependent Taylor-Quinney coefficient of VM50 (single liner) and P110 (overlap liner) based on the Zhender model
using C = 15[-]. It is seen that before the yield strain is reached the Taylor-Quinney coefficient is 0 [-], after which it increases according
to Equation 3.8.

Next the amount of energy needed to plastically deform the liner per unit volume is calculated, represented
by U in [#]. This is done by integrating the stress strain curve over the strain interval of the deformation as

U= f ode, (3.9)

here o is the stress and ¢ the strain. The stress/strain behavior of the liner materials is defined using a Swift
law stress/strain curve. This is described in more detail in Appendix A.2 for VM50 and A.3 for P110. Most of
the strain inside the liner will be in the hoop direction, 8, however as volume is conserved strain also exists in
other directions depending on the mode of expansion. These strains,

£g zln(L), (3.10)
To

Er = pEy, (3.11)

E,=—€p—E€r, (3.12)

have been determined by Wilmink for each expansion mode [35]. Here ¢, represents the radial strain, ¢, the
axial strain and p parameter depending on the expansion mode. The parameter p in Equation 3.11 has been
determined experimentally by Wilmink. The value of p for each expansion mode is shown in Table 3.1.
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Table 3.1: Relationship between the hoop and radial strain for different expansion modes assuming "free” expansion

Expansion mode p

Compression -0.47
Tension -0.74
Fixed-Fixed -1.00

The equivalent strain, €., follows through a von-Mises strain approximation such that:

2
ee=\/3 (eg +e2+ eg). (3.13)

As both the material stress and the Taylor-Quinney coefficient are related to the strain, the heating due to
plastic deformation is strongly correlated to the local increase in the strain. Figure 3.7 shows the distribution
of the strain during an overlap expansion. The strain in the inner (single) liner is unaffected by the presence
of the overlap liner.
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Figure 3.7: Strain distribution in the single liner and overlap liner during expansion . As the diameter of the liner is increased the strain
increases correspondingly. At the inside of the liner the expansion ratio is slightly larger than at the outside, hence a slightly higher
strain is seen at the inside.

When the strain, work and Taylor-Quinney coefficient are determined, the heat source from plastic deforma-
tion is calculated by

Qae = V— (e)fode (3.14)

where the length scale L represents the length of the liner over which the plastic deformation takes place
and V the volume of the liner which is being deformed. The heat release due to plastic deformation in the
reference case is Q4. = 20.2[kW]. Parallel to the expansion force related to friction also the expansion force
related to plastic deformation, Fj,, can then be calculated

Sde(r, Z)
= v, 3.15
fff B(e) (5.15)

an extra correction needs to be introduced for the Taylor-Quinney coefficient as shown by Equation 3.15,
where s;, represents the local volumetric heat generation due to plastic deformation in [%]. The expansion
force related to plastic deformation is 489[kN] The total expansion force is then calculated by a summation
of the expansion force due to friction and plastic deformation;

Fex = Fgo + Fyy. (3.16)

The combined forces lead to total initial expansion force of the base case is 956 [kN].
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3.3. Hydrating cement
It is well known that the hydration (or curing) of cement is an exothermic reaction. Around the liner a layer of

cement is set which is curing during the expansion process and thus acts as a heat source on the outer surface
of the liner.

Typically the drilled well hole has a radius of around 50[mm)] larger than the liner to be inserted, this area
is filled with cement. The volume of hydrating cement, V.., around the cone can thus be calculated as:

Vee = Leom (1o —17), (3.17)
where L, is the length of the cone, r,,, die radius of the well and r;; the outer radius of the liner. The max-
imum density of cement is around 2000 [%] and the maximum heat release of hydration per unit mass is

around Spy = 20 [kwg] [19]. Then the expected maximum heat release of the cement relative to the cone is
calculated by

Qce = Vcepceshy- (3.18)

For the base case, this heat source is no more than 0.24[kW]. Considering the 20.2[kW] from plastic deforma-
tion and 46.7[kW] from friction, the heat release from cement only contributes 0.36% of the total heat input
in the system, it is therefore neglected.

3.4. Elevated temperature

Although not strictly a heat source, it must be noted that at down hole conditions the typical temperature
is around 80[°C]. This elevated temperature must be considered in the model as it influences the friction
coefficient and material properties. The table below gives a summary of some recent wells in which mono-
diameter technology was used with their respective down hole temperatures.

Table 3.2: Recent wells in which mono-diameter technology was used, with the year in which the expansion was executed and the down
hole temperature at the depth of the expansion

Well year Down hole temperature [°C]
King MC-764 2016 82
uUi2 2015 85
P8 2015 84

Pil 2014 90






Modeling method

To obtain maximal flexibility in modeling and gain a true understanding of the problem, the choice is made
not to use commercially available modeling software, such as ANSYS fluent or Abaqus, but build the model
from scratch in Matlab. Modeling the entire problem in 3D would require a very large computational domain
and add many terms to the heat transfer equations. As conduction of heat is uniform in all directions and the
shape of the cone has no significant variations in the circumferential direction, an axis symmetric model is
used. An analytical derivation of the conduction of heat is given in Appendix C and a high-level flowchart of
the model is available in Appendix D.

As multiple solution methods are available, in Section 4.1 a simple calculation is done to verify the func-
tionality of these methods on a cylindrical heat transfer model. The selected method is then explained in
further detail. Section 4.2 describes the type of mesh used and how it is fit to the geometries. A time integra-
tion method is selected in Section 4.3. In Section 4.4 the numerical stability is verified. Movement of the cone
requires some specific modeling, this is described in Section 4.5. Finally, a method to calculated the thermal
gradients on a non-orthogonal grid is proposed in Section 4.6.

4.1. Solution Method

Two of the main types of solutions methods used for solving heat transfer problems are the finite difference
method, which solves the differential equations directly, and the finite volume method which uses an integral
form of the differential equation. To prove the validity of these methods for this type of problem, a simple
calculation is done. For this calculation, a steel cylinder is chosen to be of a uniform temperature of 7 = 0[°C]
at ¢t = 0[s]. Then the outer boundary of the system is set to T' = 100[°C] and the heating of the cylinder with
respect to the radial coordinate and the time is analyzed. Furthermore, all the properties of the cylinder are
assumed to be independent of the temperature.

T(0)=0 T(1) = 100

Figure 4.1: Setup of the test calculation to verify the validity of the FV and FD solution methods. The setup is based on a cylinder with a
radius of 0.2[m], initially at T = 0[°C] everywhere. Then the outer surface temperature is set to T = 100[°C] and the radial temperature
distribution is analyzed.

In Appendix C, an analytical expression for the time transient temperature distribution of this problem has

17
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been derived. This solution is compared to the results of the Finite Volume and Finite Difference methods as
shown in Figure 4.2.
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Figure 4.2: The temperature distribution along the r-coordinate of the test calculations is shown at four different moments in time.
Both the FV and FD method match the analytical solution everywhere and at any time.

The results are identical, hence the finite volume method is selected as the (relatively) simple formulation of
the surface heat fluxes allows for the use of unstructured grids which are necessary to adequately represent
the geometry. In principle the finite volume method considers a cell, or small volume, in which all properties
are assumed to be constant. Adjacent cells may have different properties and this difference can provide a
driving force for a flux or flow of heat on the boundary between two cells. In this specific case a heat transfer
problem is considered with the temperature as the main driving parameter. If, in Figure 4.3, the temperature
is higher in the left cell, than in the right cell heat will flow across their shared boundary from the left cell to
the right cell at a rate determined by the temperature and other properties, such as the dimensions of the
cells and their thermal conductivities.
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qQ qr
Tl T\\' T2
Al, Al,

- Cell wall - Heat flux - Temperature point

Figure 4.3: Schematic of a heat flux using the finite volume method. When the temperature of the left cell T} is higher than the right cell
T>, heat will flow from the left to the right. The amount of heat leaving the cell on the left, must always be equal to the amount of heat
entering the cell on the right (heat conservation).

Once the heat fluxes between all the cells have been calculated and boundary conditions have been taken into
account, the total flow of heat from a single cell follows from a summation of these heat fluxes. This summa-
tion, accompanied by the thermal capacity of the cell allows a calculation of the change of temperature, T,
over a considered time increment, A¢. The heat balance is given by

G A+ sV
T(t 42D = T(1) + Ar=ididit sV @.1)
pVCy

here }_; denotes the summation of all heat fluxes, ¢g;, multiplied by their corresponding area, A;. Further-
more, s, is a volumetric heat source multiplied by the cell volume, V. The heat capacity of the cell is given by
the density, p, the cell volume and specific heat, C,.

4.2. Mesh

To use the finite volume method, the entire domain must be divided into small volumes (cells). The size of
these cells must be chosen sufficiently small so that the required resolution in the final solution is obtained.
However, smaller cells means more cells must be used and the time integration must use smaller time steps
leading to much slower computation (see Section 4.4 for more details). Finally, the solution should be inde-
pendent of the type and size of mesh chosen.

Cell type

The mesh is constructed using skewed quadrilateral cells as illustrated in Figure 4.4. The vertical edges on
the left and right simplify the calculation of the East and West, (denoted by E and W) heat fluxes. The more
complex skewed lines on the North and South of the cells are required to fit the geometry.
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Figure 4.4: Basic shape and properties of the cells. The skewed grid cells are geometrically defined by 4 corner points (1, 2, 3, 4) shown
in blue, 4 centers of the cell walls (wn, we, ws, ww) also shown in blue, 4 area’s of the cell walls (n, e, s, w) shown in green and the cell
center of mass ¢, again shown in blue. The position and positive direction of the heat fluxes is shown in red and denoted by (V, E, S, W).

For every cell a number of points, areas and a volume need to be defined. Their physical location with respect
to the cell and naming are shown in Figure 4.4. The grid generator first defines the coordinates of the corners
of the cells (points I to 4), after which the centers of the walls follow easily. The coordinates of the center of
mass of a trapezoid with two parallel sides are given by

b (2a+Db)(c*-d?

A R —— 4.2

“72 6(b?—a?) @2
b+2a

=" p, 4,

F= 3@ 4.3)

where the variables a, b, ¢, d, h are consistent with Figure 4.5. As the cells are represented by a trapezoid in
the 2D 1,z space, these equations are used to determine the center of mass of the cells.

Figure 4.5: Reference shape of a trapezoid (left) used for the calculation of the cell center of mass. On the right the reference shape of a
cone used to calculate the north and south cell area’s.

As a cylindrical coordinate system is used, the east and west areas of a cell are trivial to calculate as they are
represented by a ring shape. Hence, the east area is equal to;

Ae=m(r¥—r3), (4.4)

here r; and r» correspond to the radial cell coordinates of the corners as defined in Figure 4.4. The north and
south surfaces are represented by the sides of a conical segment and must therefore be calculated by

An = 7'[(R1 +R2)\/ (Rl —R2)2 + hz, (4.5)

where Ry, Ry and h correspond to the definition set by Figure 4.5. The cell surface A, is the outer surface of
the conical segment s.
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4.2.1. Fitting the mesh to the geometry

Naturally it is of major importance that the mesh has a good fit with the geometry. Using the simplified
geometry, derived in Appendix A.1.1, the domain is divided into a total of 10 or 14 sections, 5 for the cone, 5
for the liner and if applicable 4 for the overlap as shown in Figure 4.6.
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Figure 4.6: The figure shows the 14 sections with corresponding dimensions that are used to define the geometry of the components. In
Sections C and D there is contact between the cone and the liner and the grid cells must therefore be aligned in the z-direction. In
sections C, D and E there is contact between the liner and the overlap liner, hence alignment in the z-direction is also crucial.

In order to ensure good contact between the cone and the liner, the mesh of these components must be in
perfect alignment in the sections C and D. Here the width of the cells (z-direction) must be identical for the
cone and the liner, a difference between sections C and D is allowed to ensure a good fit with the geometry.
In section A, B and E the width is chosen solely so that there is a good fit with the geometry as no contact
with other components exists. In all cases the maximum allowable size of grid cells in the z-direction is set to
3.0[mm)]. The radial coordinates require a different treatment. Here no match is required between the cone
and the liner but adjustments need to be made with the changing radii along the z-direction. Additionally the
choice is made to use bias factors in both the cone and the liner so that extra detail can be added in the mesh
near to the contact surface. A bias factor defines the growth rate of cells in along a certain axis. In the liner a
single sided bias factor of 1.3[—] is used, along the r-axis, with the maximum cell height on the outside of the
liner of 3.5[mm)]. In the cone a single bias factor of 1.2[—] is used, also along the raxis, so that the largest cells
are located at the bottom, the maximum height is set to 7.5[mm]. The resulting mesh is shown in Figure 4.7.
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Figure 4.7: Mesh used for the base case simulations constructed with 1165 cells. Bias factors are used in the cone and the liner to refine
the grid near the contact surface between the cone and the liner.

The model is run with different values for the maximum cell sizes and bias factors to prove that although the
resolution may vary, the result of the model in general terms is unaffected by the mesh size. Figure 4.8 shows
the peak contact temperature with different sizes of the mesh.

Influence of the mesh size

4x Cell size - 410 cells

2x Cell size - 700 cells

Base mesh - 1165 cells

0.5x Cell size - 3104 cells

0.25x Cell size - 6485 cells

0 10 20 30 40 50 60 70
Peak contact AT [°C]

Figure 4.8: The base case has been simulated with different mesh sizes to verify that the mesh size does not have a significant impact on
the peak contact temperature. Above around 1000 cells the variation in the peak contact temperature is negligible.

Some variation is visible between the different mesh sizes, mainly due to the mapping of the pressure profile
on the cells at the contact between the cone and the liner. Nevertheless above around 1000 cells the variation
is less then 2%. This variation is within the acceptable range and therefore the mesh with 1165 cells is used.

4.3. Time integration method
Numerous numerical methods are available to compute the temperature at the next time step, the simplest
of them being the first order Forward Euler (FE) scheme;

wn+1 :wn+Atf(tnywn)v (46)

where w is the variable to be integrated in time, n the time step and f(#,, w,) the derivative at the current time
step [33]. When this the discretization in Equation 4.6 is applied to the Finite Volume method it transforms
to;

2Lq;;Aji+s; Vi
VjipjiCpj,i

T =T] + At 4.7)



4.4. Numerical stability 23

The forward Euler scheme uses only the derivative and temperature at the current time step to approximate
the temperature at the next time step. This scheme is very easy and fast to compute but lacks in accuracy and
stability properties. Higher accuracy can be achieved with, for instance, the Adams Bashfort-2 method, which
although still explicit gives second order accuracy. The increased accuracy comes at the cost of a tighter time
step requirement for stability. This method is defined by;

3 1
Wn+l =wn+EAtf(t,,,wn)—EAtf(tn_l,wn_l). (4.8)

When this the discretization in Equation 4.8 is applied to the Finite Volume method it transforms to;

-1 n-1
3 Zq'.l.Ajyi+S’.l.iji 1 Xq%; Aji+s77 Vi
Tr = T+ S A t— M ar—E M
’ 2 Viipj,iCpj,i 2 Viipj,iCpji
More complex numerical methods, like the second order implicit Cranck-Nicolson scheme, which is given
by;

4.9)

At
Wp+1 :wn+?(f(tn;wn)+f(tn+1vwn+1)), (4.10)

use temperatures and derivatives at other, even future, time steps [33]. These schemes can be inherently
stable and provide much better accuracy but at a significant cost of computation-time. Generally speaking
the use of such methods only pays off if a very high accuracy is required or a much larger time step can be
used in comparison with explicit methods. When this the discretization in Equation 4.10 is applied to the
Finite Volume method it transforms to

n .. noys. . n+l g . . n+lys, .
prot g Ly (R DAL SVii 2 Ajitsii Vi

M2 Vi,ipjiCpj,i Vi,ipjiCpji
Once the time step is chosen sufficiently small so that a certain time integration method is stable, all of them
give the same result as shown in Figure 4.9. All time integration methods are built into the model to allow
future flexibility, for this research the Forward Euler method is used as it is the fastest to compute.

(4.11)

Influence of the time integration method

Cranck-Nicolson 50,4
Adams Bashfort-2 50,4
Forward Euler 50,4

0 10 20 30 40 50 60 70

Peak contact AT [°C]

Figure 4.9: The base case model has been run with three different time integration methods. This figure shows that the peak contact
temperature is unaffected by the time integration method. The Forward Euler method is used as it is the fastest to compute.

4.4. Numerical stability

Numerical methods, especially explicit schemes, are subject to instability and unphysical results if the chosen
time step does not meet the criteria set by the grid and other properties of the model. Two main criteria can
be identified to which the size of the time step must uphold.

Von Neuman criterion
The “Von Neuman” criterion which is given by

Ata Ata

Ar? 2
min min

<0.5, (4.12)
Az
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in which At is the time step, Ary,i, and Azy,i, are the minimum dimensions of a cell and «, the thermal
diffusivity is given by

k
a=——-:
pCp

Essentially, this criterion specifies that the distance the diffusing heat travels in one time step may not exceed
the minimum length of any cell in any direction [33].

(4.13)

Courant number
The next criterion is the “Courant number” as described by
v At v At

Cr= , <Cr , (4.14)
ATmin AZmin max

in which Cr is the Courant number, which must be smaller than 1, v, and v, are the radial and axial compo-
nents of the velocity. The Courant number specifies that, the speed of any fluid or moving part along a certain
axis within a time step, may not be greater than the minimal length of a grid cell along that specific axis[15].
In the case considered this means that the speed of the cone per time step may not exceed the length of the
smallest cell in the z-direction.

Minimum time step

The minimum time step given by the two criteria becomes the driving criterion for the entire domain. It is
customary to use a time step of around 0.8 times the minimum time step found by the criteria to create a small
safety margin. In the base case the von Neuman number is the driving criterion, a time step 0of 0.017[s] is used
to remain in the stable region. Similar to the validation of the gird size and the time integration method it can
also be shown that as soon as the time step is small enough the final result is independent of the time step
chosen. Figure 4.10 shows the peak contact temperature for different time steps.

Influence of the timestep

4x Timestep - 0,068 [s] | Unstable
2x Timestep - 0,034 [s] | Unstable
Base Timestep - 0,017 [s]
0.5x Timestep - 0,0085 [s]

0.25x Timestep - 0,0043 [s]

0 10 20 30 40 50 60 70
Peak contact AT [°C]

Figure 4.10: The base case has been simulated with different time steps. The calculated minimum time step for the base case is 0.017][s],
hence the figure shows that larger time steps yield unstable results and any smaller time step does not influence the result.

4.5. Cone movement

The cone is moving while the liner is expanded, this movement means that the heat sources are at a fixed
position relative to the cone but moving relative to the liner. Two methods are considered to model this
phenomenon.

4.5.1. Moving cone, absolute reference frame

One could consider modeling this phenomenon by modeling a section of the liner and moving the cone along
it whilst continuously adjusting the dimensions and grid of the liner as it expands, as shown in Figure 4.11.
Although such an approach may seem obvious at first it poses some significant complications.

1. Alarge section of the liner must be modeled
It is expected to take around two minutes for the contact temperature to arrive at a steady state. All the
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distance displaced by the cone in this time must be included in the grid of the liner. This in turn means
a large number of grid cells are required to model the liner leading to slower calculations.

2. Continuous grid adjustment
Due to the plastic deformation of the liner (a part of) the grid of the liner must be adjusted every itera-
tion, this is a time consuming process.

3. Grid alignment between the cone and the liner
When moving the cone at a certain speed with a given time step, the distance covered in one time step
is not necessarily an exact multiple of the cell width. As a consequence some cells may be only partially
in contact, this will introduce errors on the contact surface.

B Cone [ Liner [ Movement

Figure 4.11: Movement of the cone in an absolute reference frame. A long section of the liner is modeled and the position of the cone is
changed every iteration as a function of the expansion speed. Consequently the grid of the liner is adjusted to account for the plastic
deformation.

4.5.2. Moving liner, relative reference frame

In this method, shown by Figure 4.12, the cone is taken as the reference point and the liner is modeled around
it. Subsequently a "convective” heat transfer term is modeled inside the liner with the the expansion speed in
the inverse direction. This method allows for a much smaller section of the liner to be modeled (about 7.5[cm]
in front and 20[cm] behind the cone), as further described in Section 5.2.1. Additionally, no grid adjustments
have to be made every iteration which saves a lot of computational effort. The only price to pay is the extra
“convective” heat flux which is added to the cells in the liner. This option is selected for the model as it is the
fastest to compute.

I Cone M Liner MM Movement

Figure 4.12: Movement of the cone using fluid properties inside the liner (relative reference frame). Only the section of the liner around
the contact with the cone is modeled, a velocity component is added to the liner to simulate the relative movement of the two
components.

4.6. Thermal gradients on a non-orthogonal grid

On an orthogonal grid, such as shown in Figure 4.4 the calculation of the gradient normal to and at the center
of cell wall can be calculated using a simple finite difference. The north thermal gradient is for instance
represented by

ST\  Tii—Ti1i
( ) S L il (4.15)
n

o - ’
or 7j,i =Tj-1il
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where j represents the vertical cell index (r-direction) and i the horizontal cell index (z-direction). Depending
on which gradient is desired the appropriate indices must be selected and inserted into Equation 4.15 which
gives an example for the north gradient of cell j,i. Note that the positive directions of the gradients are
defined according to Figure 4.13.

w c E

S

I Cell wall Bl Coordinate [l Heat flux

Figure 4.13: Postive direction of heat fluxes on a cell. A heatflux is defined positive when it is flowing into the cell at the South and West
boundaries, or flowing out of the cell at the North and East boundaries.
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Figure 4.14: Naming convention of the neighboring cells on a non-orthogonal grid. The top left cell of the grid is seen as the origin and
has coordinate (1,1), the index j increases downward and the index i increases further to the right.

A direct consequence of the skewed grid, such as shown in Figure 4.14, is that it is no longer trivial how the
thermal gradient at and normal to the cell wall must be calculated. Many methods exist to determine the
gradient at the cell wall for any arbitrary grid. A lot of them rely on calculating the gradients in the center
of the cells (using for instance a central difference scheme) and then using regression analysis using by for
example the least squares method to extrapolate the gradient to the cell wall [13]. These techniques are useful
as they work on any 2D or 3D grid, but require a lot of computational power. The grid described in Section
4.2, is not unstructured merely non-orthogonal as the west and east cell boundaries are always parallel to
the r-axis. This can be used to simplify the calculation of the thermal gradient at the wall. A procedure is
developed to calculate the wall thermal gradient, in correspondence with Figures 4.15 to 4.17.
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1. Find two points at which the temperature can be found by linear interpolation and which form a line
normal to the wall, through its center (I1 and 12)

2. Interpolate to find the temperature at these points, following the orange lines in the Figures 4.15 to 4.17

3. Calculate the thermal gradient along a line intersecting the interpolation points and the center of the
cell wall

4.6.1. West & East gradient

For the east and west flux this procedure is fairly straight forward as the gradient parallel to the z-axis is
desired. The interpolation points I1 & I2 are located at the r-coordinate of the known center of the cell wall
hence,

I =772 = Twe;,;- (4.16)

Linear first order interpolation is then used to find the temperature at these points. For the situation shown
in figure 4.15 the temperature at I1 is given by

Tj-1,i |r11 — e |+ Tji ‘rn —Tej

Th= , (4.17)

Teji = Tejoni

and the temperature at I by

Tji+1 ‘712 =T | Tjenie1 |T12 = Tej

T = (4.18)

Tejivn ~Tejnin

The Equations 4.17 and 4.18 correspond to the situation sketched in Figure 4.15.

\

j-1,i-1

j+1,i-1

\.

I Cell wall M Coordinate [l Interpolation coordinate [ Interpolation line

Figure 4.15: Lines and points used for the interpolation of the temperature at points /1 & I2 and the calculation of the thermal gradient
on and normal to the east wall of the cell j, i

The z-coordinates of the points I1 & I2 are known, as they are in line with the cell centers above and below,

Z]l ZZiji; (419)

Zr2 = ZCj,Hl' (4.20)

The thermal gradient is then calculated by taking a finite difference between the interpolation points

(5_T) _Tn-Tp @21)
6z)y lzn—zpl '
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At the top or bottom row of the grid, the situation can occur where a cell desired for interpolation is not
available. The gradient between the cell (j, i) and the second interior cell (j + 1, i) is then extrapolated to the
point I1, as shown by figure 4.16. Therefore first the gradient with the second cell is calculated, which is then
multiplied by the distance in the r-direction between the interpolation point and the cell center such that,

T —(6T) |r T
11 = (5" j+1,i 11 Cji

The temperature at 12 can still be interpolated and thus no extrapolation is required here and equation 4.18
is used. Interpolation is always preferred over extrapolation due to the higher accuracy.

. (4.22)

I Cell wall [l Coordinate M Interpolation coordinate [l Interpolation line

Figure 4.16: Lines and points used for the extrapolation of the temperature at point /1, interpolation at I2 and the calculation of the
thermal gradient on the east wall of the cell (j, i) which is located at the top of the grid.

4.6.2. North & South gradient

The principle of interpolation is used in the same way for the north and south gradients as for the east wall.
Now the gradient sought after is not parallel to any axis, nor are the coordinates of the point I1 & I2 in align-
ment with the centers of the neighboring cells. Therefore first an equation must be derived for the normal
vector of the cell boundary. The slope of the normal with respect to the north cell wall is defined by

(dr -1

= rn;.—rs..”’
dz)norm. pi "%
B m%2j,

(4.23)

where 1 and 2 denote corners of the cells as specified by Figure 4.4. The normal vector found is the orange
line between the points /1 and 12 in Figure 4.17.
Then slopes for the interpolation lines connecting the centers of the cells above and below the wall are derived

as
(dr) _ er,i - rcj,i—l (4.24)
- = .
dz)n Zej; — Zej,
(dr) _ er+1,i+1 _rfj+l,i (4.25)
dz 12 Zcjiyivl T 2cji

The coordinates of I1 & I2 can be found by intersection of the connection lines and the normal vector on the
cell wall which yields:

dr dar
Twnji ~ Zwny, (dz)norm. Feji * e (dz)ll

(4),,- (&)
dz)n 4z norm.

2= ) (4.26)
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Figure 4.17: Lines and points used for the interpolation of the temperature at points /1 & I2 and the calculation of the thermal gradient
on the north wall of the cell j,i. The skewed orange line through the north wall of the cell j, i, is exactly normal to this wall as
determined by Equation 4.23.

dr
rm _rcj,l+ E) (ZII_ij’i)y (4.27)
11
dr
Twnj; = Zwnj,; (d_Z) cj1,i-1 T 2cj_1im1 (dz)
norm 12
2R = ) 4.28
’ (#),-(# -
2] 4z ) norm.
dr
e =rej-1,i-1+ (E) (le - ch,l,i,l) . (4.29)
12

For the interpolation step, the distances between the interpolation points and the cell centers are calculated
using Pythagoras. For the point I1 these distances are given by

Alleft = \/(ch,i—l - ZI])Z - (er,i—l - r11)2, (430)

Alrightz \/(ZCj,i _ZII)Z_(er‘i _rll)zy (431)

where the variable ! denotes the distance. The temperature at I1 can then be calculated using linear interpo-
lation

_ TjiDliepe+ Tjo1,iAlrign;

(4.32)
Alleft + Alright

Tn

Finally, the interpolated temperatures and coordinates of the interpolation points are used to calculate the
thermal gradient normal to and at the center of the wall so that

(6T T —Tp (4.33)

ol )n Ven -z —(rn - )%
By using other values for the indices j, i the fluxes of all other cells can be determined.
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4.6.3. Verification of thermal gradient method

To verify the devised method to calculate the thermal gradients, a simple test case is used. In the case shown
by Figure 4.18, a hollow cylinder is modeled with different fixed temperatures on the inner and outer sur-
faces and isolated boundary conditions on the sides. From analytical methods it is know that in this case
the isotherms must remain aligned with the z-axis at any time. The grid is then fit to the geometry in a very
strange way so as to bring the most possible disturbance to the result. Finally the result is analyzed and it can
be concluded that the thermal gradient method is valid as indeed all the isotherms are parallel to the z-axis.
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Figure 4.18: A test calculation, consisting of a hollow cylinder, is used to verify the interpolation method. The geometry and boundary
conditions are shown in the top figure. In the bottom left, the mesh is shown which is deliberately fit to the geometry in a strange way.
The bottom right figure, shows the contour lines of the temperature distribution.



Boundary Conditions

At the surfaces of the cone, liner, overlap and the interaction interfaces between them, conditions have to be
specified to solve the heat transfer problem. Figure 5.1 gives a simplified overview of all the components in the
system and indicates the heat fluxes. This chapter will describe the assumptions and modeling choices made
for each boundary condition. Analysis of the boundaries is done by means of thermal resistance models
which are described in Appendix E. The values for the material properties used in the thermal resistance
models are taken from Appendix A at room temperature.

I Cone [ Drill string I Liner [l Stabilizer & retaining ring Drilling fluid [ Cement B Rock/ earth | Heat flux

Figure 5.1: General overview of the cone and surrounding components during down hole expansion. The yellow arrows indicate
qualitatively how the heat flows away from the sources into the surroundings.

The naming convention used for the boundary conditions is very similar to that of the grid cells, Figure 5.2
shows the name of each boundary condition.

|Liner East

Liner South
Liner West| Contact

Liner South

Cone West Cone East

Cone South

Figure 5.2: Naming convention of the boundary conditions using compass names with the exception of the contact surface.

First, the contact boundary condition will be described in Section 5.1.1. Section 5.2 then describes the liner
boundary conditions. Finally, the boundary conditions of the cone are described in Section 5.3.

31



32 Boundary Conditions

5.1. Contact boundary condition

At the contact surface between the cone and the liner heat is generated due to friction and subsequently this
heat is divided between the cone and liner (heat partitioning). Additionally the layer of lubricant works as an
insulator between the cone and the liner. Both these phenomena need to be modeled parallel to each other,
the thermal resistance of the lubricant is analyzed in Section 5.1.1 and the frictional heat in Section 5.1.2.

5.1.1. Thermal resistance of the lubricant

There is a thin layer of lubricant, with an average thickness of approximately 90[um], between the cone and
liner, this layer poses an extra thermal resistance to the heat flow [7]. A thermal resistance model is used to see
if this thin layer of lubricant has a significant influence on the temperature at locations close to the contact
surface (around 1[mmy]). The contact area on the north of the cone and south of the liner, are assumed to be
the same as the thickness of the lubricant layer is only very small. The thermal resistances of the cone, liner
and lubricant are then given by;

L
Rpp=-2 ~6.85%107°, (5.1)
co
Ri=E <9 1041075
ji=— ~2,10%107°, (5.2)
ki
L
Ryyp = k’”b ~1.91%107%, (5.3)
lub

where R gives the thermal resistance per unit area, L is the thickness of the layer (1[mm] for the cone and liner,
90[pm] for the lubricant) and k is the thermal conductivity. As these resistances are in series and around the
same order of magnitude the conclusion is that the thermal resistance of the lubricant must be considered.
Note that when analyzing the temperature further away from the contact surface the thermal resistance of
the lubricant becomes smaller in comparison to the other resistances. The impact of the lubricant resistance
on the overall temperature profile is therefore expected to be minimal.

5.1.2. Heat generation due to friction

The straightforward approach to model the lubricant, would be to use 1 layer of cells with the thickness of the
lubricant layer as the cell height. This method would imply using many more cells in the cone and liner, due
to the limited growth rate of cells to ensure numerical stability. Therefore, the choice is made to model the
lubricant layer merely as a thermal resistance between the cone and the liner. Inherently, this means that the
assumption is made that no heat flows through the lubricant in the z-direction and that the thermal capacity
of the lubricant is negligible. These assumptions are valid due to the very limited height of the lubricant layer,
which implies that there is practically no area for heat transfer to take place in the z-direction and that the
volume and hence (thermal) mass of the lubricant is limited. The heat fluxes from the cone to the liner and
through the lubricant are then given by;

Geo = T”’A_fiw’"km, (5.4)
dco = IﬁgA—_ll];;mjkzub, (5.5)
qii = T”Zf_”nikzi, (5.6)
qii = ?;A;lii’sklub» (5.7)

where Al., represents the distance from the center to the north surface of the top cell of the cone, Alj,,;, the
thickness of the lubricant layer and Al;; the distance from the south wall to the cell center of the bottom most
cell of the liner. The location of the temperatures, T¢o, Tco,n, Tiup, T1i,s and Tj; is illustrated in Figure 5.3.
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[ Liner @ Cone [ Lubricant Surface Heat flux

Figure 5.3: Schematic of the components and temperature points used to model the contact boundary condition. Only the cone, T¢o,
and liner, Tj;, temperature are known but due to the 1D modeling of the heat transfer in the lubricant the system can still be solved.

The heat generated due to friction is derived in Section 3.1. This heat is created at the contact surface and
not inside the bulk material of either the cone or the liner. Normally, the heat flux from the north of the cone
would be equal to the heat flux at the south of the liner. In this case however, the heat flux from friction is
introduced and defined positive in the north direction. The heat equilibrium at the surface is described by

qii =Yqcot qfr, (5.8)

where ¢, is the heat generated by friction per unit area. Equations 5.4 to 5.7 are then inserted in Equation
5.8 and after some rearranging an explicit equation for the lubricant temperature is found;

kco Teo kliTli + CIfr
(1_ Kco0541), E)Alm (1+ %;0.587;, f?)Al”
Krup Krup

Tiup = (5.9)

k kc‘lj k, kllé

0.5A ;0.5A
1 co l”b)Al (1 1i lub]Al .
( kpup o kb 1

This temperature is used to derive the wall temperatures of the cone and liner. After the lubricant temperature
is calculated the heat fluxes can be calculated according to the normal procedure.

5.2. Liner Boundary conditions

With the contact boundary described in the previous section, the remaining four boundary conditions of
the liner are explained below. During overlap expansion, the boundary conditions of the overlap liner are
identical to that of the single liner except for their interface boundary, where perfect contact and thus normal
conduction of heat is assumed.

5.2.1. East & West

The east and west boundaries of the liner are theoretical boundaries which don’t exist in reality. They originate
from the fact that the choice is made to model only a section of the liner, moving relative to the cone. To
ensure the modeling method described in Section 4.5 is valid, these boundary conditions must be chosen
so that they have minimal influence on the final solution. The movement of the liner is modeled through a
“convective” heat transfer term inside the liner, hence the boundary conditions on the east and the west side
of the liner are split into a conductive and a convective part.

Convective term

In order to model the convective term at the boundaries an imaginary grid cell is used just outside the com-
putational domain. The temperature of this cell is assumed to be equal to the down hole or well temperature.
Furthermore it has the same dimensions as the adjacent grid cell within the computational domain. With
this imaginary cell, the convective heat flux at the boundaries is calculated parallel to the internal convective
heat flux;

v
—pVC Td
qconv = EV Al AP o, (5.10)
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where, T, is the ambient or down hole temperature, Al the length of the cell in the direction of the velocity,
and A is the area normal to the direction of the velocity, v. The use of such an imaginary cell is valid as long
as the conductive terms at the boundaries are negligible compared to the convective terms. To verify this
assumption, the model is run with different lengths of the liner to show that it does not influence the final
result, this is shown by Figure 5.4.

Influence of the liner length

1.0 meter 50,4

0.8 meter 50,4

Base case - 0.6 meter 50,4
0 10 20 30 40 50 60 70

Peak contact AT [°C]

Figure 5.4: Comparison between several runs of the base case model with different lengths lengths of the liner modeled. It can be seen
that the peak contact temperature is unaffected by the length of the liner segment modeled.

Conduction

As shown in Figure 5.4, the length of the liner in the model has been chosen such that conductive terms play
a negligible role at the east and west boundary of the liner. Therefore the simplest boundary condition can
be opposed, isolated.

5.2.2. South, in front of the cone

A region filled with drilling fluid exists below the liner and in front of the cone, as can be seen in Figure 5.1.
This region is fairy small as the liner is still in the unexpanded state. Furthermore the fluid moves with the
movement of the cone. This means that the fluid here will heat up, which will effect the rate of heat transfer
on this boundary. Since the thermal gradients and heat transfer coefficients in this region are expected to
be low and their is no room for the heat to dissipate this boundary is treated as an isolated boundary. This
assumption is validated by comparing peak temperature increase of the isolated boundary condition with a
fixed ambient temperature boundary condition as shown in Figure 5.5.

Influence of the liner south boundary condition

Fixed temperature 50,4

Isolated 50,4

0 10 20 30 40 50 60 70
Peak contact AT [°C]

Figure 5.5: Comparison of the lubricant peak temperature for different boundary conditions at the south of the liner. It can be seen that

the boundary condition has no effect on the peak contact temperature.

From Figure 5.5, it is evident that the choice for an isolated boundary condition does not influence the peak
contact temperature.
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5.2.3. South, to the rear of the cone

The region of drilling fluid behind the cone is fairly comparable to that in front of the cone. The major dif-
ference is the volume of the region and the fact that more heat can dissipate at the rear of the cone. As a
preliminary analysis, the thermal resistance of the heat flowing with the liner is compared to the convective
resistance of the drilling fluid;

1
Ryr= =~ 0.0129, 5.11
af Aihay (5.11)

Ry; ~0.00034. (5.12)

AjivpCy
In which the area Aj; is linked to the expansion speed so it’s length is the same per unit time as that of the
heat traveling inside the liner has covered;

A =2mriv. (5.13)

As these resistances are in parallel and R, > Ry; the resistance of the drilling fluid can be neglected, hence
assuming an isolated boundary condition on the south wall of the liner to the rear of the cone.

5.2.4. North

The north wall of the liner is in contact with a layer of curing cement. Heat generation from this cement
was proven negligible in Section 3.3. Furthermore, heat generated by friction and plastic deformation is con-
ducted through the liner in the direction of the north boundary as shown by Figure 5.6.
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Figure 5.6: Layout of components and temperatures taken into account when modeling the liner north boundary condition. Due to the
low thermal conductivity of the cement an isolated boundary condition is used.

To determine what type of boundary condition is suitable a thermal resistance model is used. First the ther-
mal resistance of the liner is analyzed;
_ L 4
Rji=—=231%107% (5.14)
li
taking the full thickness of the liner (11[mm]) as L;;, this corresponds with distance from the frictional heat
source to the wall. Next the thermal resistance of the cement layer is computed using;

Ree= 2 ~ 2541077, (5.15)
kce

where L., is the expected average thickness of for the cement layer, 50[mm]. Furthermore, the thermal con-
ductivity of cement is estimated as k = 2[%(], which is a relatively high value for cement [22]. Despite the high
value for the thermal conductivity of the cement, the thermal resistance of the cement layer is still a factor
of 100 larger than the thermal resistance of the liner. Furthermore, the formation behind the layer of cement
will also have a thermal conductivity in the same order of the value of cement. Therefore the north boundary
of the liner is treated as an isolated boundary condition. To validate this assumption, the heat flux that would
of have been conducted through the north boundary is estimated;

Qiin=kce————A1in (5.16)
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where Aj; , is the full outside area of the liner and T7; ,, is the average temperature at the north of the liner.
This theoretical heat flux is 119 [W] or 0.2% of the total heat input, this can be neglected.

5.3. Cone boundary conditions

Since the cone is stationary with respect to the chosen reference frame, the boundary conditions are slightly
less complicated than those of the liner. Nevertheless, the convective heat transfer coefficients associated
with the drilling fluid pose some complications. Evidently the North boundary condition of the cone is the
contact boundary condition, which is described in Section 5.1.

5.3.1. South

At the south of the cone two thermal resistances exist in series, first a conductive resistance through the drill
string and second a convective resistance to the drilling fluid as shown in Figure 5.7.

Cone Drillstring Drilling fluid Heat flux

Figure 5.7: Schematic of the components and temperatures at the south of the cone. At the south of the cone both the drill string and
the drilling fluid pose as thermal resistances, both need to be taken into account for adequate modeling.

The thermal resistances of both the drill string (approximate thickness of 54[mm], L;;) and the drilling fluid
are computed and compared to the thermal resistance of the cone (average thickness of 30[mm], L.,) in order
to investigate if any of the resistances can be neglected in the model. These resistances are given by;

L
Reo=-2%2.05%1073, (5.17)
kCO
L
Rys = —‘;’ ~1.28%1073, (5.18)
1
1 -3
Rdfzh—zl.OS*IO ) (5.19)
df

here hgy is the convective heat transfer coefficient with the drilling fluid. Unfortunately all thermal resis-
tances are in the same order of magnitude, so that all of them need to be taken into account. The choice is
made to model the drill string as a thermal resistance on the boundary as the computational domain would
otherwise have to be expanded significantly. This assumption implies that heat only flows through the drill
string in the radial direction essentially converting this into a 1D section. The heat fluxes through the south
of the cone, the drill string and subsequently into the drilling fluid are then described by;

Tco - Tco,ws k

= R 5.20

co Aoy co ( )
T, -T,

Gas = co,ws ds,ws kds’ (5.21)
Ards

daf = haf (Tasws = Tar), (5.22)

dco={qds =4qdf- (5.23)
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As the heat flux through the drill string is assumed as 1D, the heat fluxes must all be equal and the equations
can be combined to form one equation for the heat flux on the south of the cone

_ Teo— Tdf
q= ATeo 4 Args . 1 °

keo kas hdf

(5.24)

The only term remaining to be determined is the convective heat transfer coefficient of the drilling fluid A4 .
Determining this heat transfer coefficient is complicated due to the non-Newtonian properties of the fluid.
In order to get a good estimate of this heat transfer coefficient, two calculation methods are used. First a
Newtonian approach, using an apparent viscosity, thereafter an approximate non-Newtonian approach.

Newtonian

Utilizing the method described in by Mills in chapter 4 of his book the Newtonian heat transfer coefficient is
calculated [1]. First the speed of the drilling fluid inside the drill string must be calculated. Here the fact is
used that the volume displaced by the cone during expansion must be filled with drilling fluid. The velocity
of the drilling fluid is given by;

Ads,in
Ajiin

Vaf = Vex (5.25)
where Ay i, is the inner area of the drill string, A;; ;, the inner area of the expanded liner, v, the expansion
speed and v, ¢ the speed of the drilling fluid to the rear of the cone. Once the speed of the fluid is known the
Reynolds number,

D
Re= PV (5.26)

U

can be computed based on the density of the drilling fluid (o4 ¢ = 1557[%]) and the apparent viscosity of the
drilling fluid (ugf = 0.024[Pas]). For the base case a Reynolds number of Re = 6274[-] is found, which means
the flow inside the drill string is in the transition region from laminar to turbulent flow. In order to calculate

the Nusselt number, first the Prandtl number and friction factor need to be calculated;

C
Pr “_kp ' (5.27)
f=(0.79 *In(Re) — 1.62) 2 (5.28)

The Nusselt number is approximated using Gnielinski’s correlation:

(£) (Re—1000)Pr

Nu= ) (5.29)
172
1+12.7(f) " (Pr23-1)
as the Reynolds and Prandlt numbers are within its range of validity;
3000 < Re <510, (5.30)
0.5 =< Pr =2000. (5.31)

For the base case the Nusselt number is 193[-], which can be converted into a heat transfer coefficient using;

Nu=——. (5.32)

Wy

The Newtonian fluid approach yields a convective heat transfer coefficient of hgr = 833[ 5
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Non-Newtonian

Calculating the convective heat transfer coefficient for non-Newtonian fluids, comes with a significantly
higher degree of uncertainty as compared to Newtonian flows. First of all the calculation of the Reynolds
numbers is difficult as the viscosity is dependent on the local shear rate. Three different approaches for the
calculation of the Reynolds number are provided by Pinho [25]. The first is the generalized Reynolds number,
which is calculated so that the Fanning friction factors for non-Newtonian and Newtonian fluids in laminar
pipe flow fit onto the same curve of fr = %. The generalized Reynolds number is given by:

pvD
= T!
where ¥ is the bulk velocity of the fluid, D the hydraulic diameter and n’ an apparent viscosity defined by:

Reé' (5.33)

8o\ !
'=K' (—) , 5.34
U] D (5.34)
where n is the power-law fluid exponent and K’ the corrected consistency of the fluid;
, 3n+1\"
K=K , (5.35)
4n

which depends again on the power-law exponent, n, and the consistency, K. This approach yields a Reynolds
number of Re’ = 6544[-]. Another proposed approach is the Re* approach, which is based on the definition
of a characteristic shear rate of 7. This approach is given by;

3D
Re* =2 1; , (5.36)
* —K(@)H (5.37)
n = D . .

Using the Re* approach a Reynolds number of Re* = 1752[-] is found. The final approach given is the appar-
ent Reynolds number, based on the apparent viscosity of the fluid. This approach is specifically used for pipe
flows and is given by;

D
Ret =22 :a , (5.38)
u 3n+18p\"!
n

The apparent Reynolds number is Re? = 10362[-], which is in fair agreement with the generalized Reynolds
approach. The difference with the Re™ approach can most likely be explained due to the fact that this ap-
proach is intended for external flows, whereas the flow inside the drill string is a internal (pipe) flow (where
the Re’ and Re® are more suitable). Assuming that Re’ and Re® are the best options the conclusion is made
that the flow is turbulent and due to the length of the drill string also fully developed. Pihno also provides an
equation for the Nusselt number for hydro-dynamically fully developed turbulent flows of power law fluids
through the Stanton number:

_2
St =0.0152Re,, "> Pr, 3, (5.40)
a Nu
St = : (5.41)
Re4pPra

These equations are valid in the ranges of:

3000 < Re* < 90000, (5.42)

02=n=<0.9. (5.43)

Using these equations a Nusselt number of Nu =221[-] is found, yielding a convective heat transfer coefficient
for the drilling fluid of h, = 954[ 1.

m2K
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Convective heat transfer coefficient

As both methods yield a result in the same order of magnitude and sensitivity analysis (Section 7.3) shows that
this parameter does not have a big influence on the contact temperature, h;y is set to the Non-Newtonian
value of 954[%(].

5.3.2. West

The west side of the cone is difficult to properly fit into one boundary condition. First of all there is the
near cone stabilizer, which ensures the cone is concentric with respect to the liner before it makes contact.
Furthermore, a small region of drilling fluid exists, which is stationary with respect to the cone. As the major
part of the heat inside the cone and the liner flows in the east direction and the heat sources are located
further to the east of this boundary, this section of the cone does not heat up as much as the rest of the cone.
The boundary condition chosen here will most likely have very limited effect on the overall solution, this can
be proven by comparing the isolated and fixed ambient temperature boundary conditions as shown in Figure
5.8

Influence of the cone west boundary condition

Fixed temperature 50,4

Isolated 50,4

0 10 20 30 40 50 60 70
Peak contact AT [°C]

Figure 5.8: Comparison of the lubricant peak temperature for different boundary conditions at the west of the cone

So, although in reality some heat may be transferred into the drilling fluid, this heat flux is expected to be
minimal. An isolated boundary condition is used as it is the conservative option.

5.3.3. East

To the east of the cone a region of drilling fluid exist which is moving with the cone. This means that although
it does have a bulk velocity of roughly the expansion speed it is stationary with respect to the cone. The
hydraulic diameter of this region is calculated by;

Dp=—, (5.44)

in which P denotes the wetted perimeter and A the cross-sectional area of the flow. The bulk velocity of the
drilling fluid in this region is assumed to be equal to the expansion speed. Then following the procedure
described in Section 5.3.1 the Newtonian and non-Newtonian Reynolds numbers are calculated and found
between 20 < Re < 474, indicating the fluid is in a laminar flow regime. The heat transfer coefficent is then
driven by the natural circulation of the drilling fluid in this region. To investigate the impact of this boundary
condition a simulation is run using an isolated boundary condition and a fixed ambient temperature bound-
ary condition, the results are shown in Figure 5.9.
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Influence of the cone east boundary condition

Fixed temperature 50,4

Isolated 50,4

0 10 20 30 40 50 60 70
Peak contact AT [°C]

Figure 5.9: Comparison of the lubricant peak temperature for different boundary conditions at the east of the cone

It is found that the boundary condition has no impact on the peak temperature. To prevent adding unneces-
sary complications to the model and remain on the safe side, an isolated boundary condition is used at the
east of the cone.
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In order to verify the model, two full scale expansion test are conducted in the laboratory at Shell Rijswijk.
This laboratory is home to the custom built RETF (Rotary Expandable Test Facility), shown in Figure 6.1. The
RETF is basically a horizontal tension machine with a maximum pulling capacity of 250 metric tonnes, which
can expand samples up to 9 meters in length.

Figure 6.1: RETF (Rotary Expandable Test Facility) in the Shell laboratory in Rijswijk with 9 5/8” liner installed for the split cone test.

The first test consists of a set of thermocouples that were added in the setup of an already planned test. This
first test focuses on the verification of the expansion force and the load distribution on the cone. the second
test has been specifically designed to verify the thermal model of the expansion process.

6.1. Test 1: Split cone

The split cone test was originally designed to give more insight in the pressure profile on the cone by measur-
ing the forces on 3 sections of the cone through strain gages. A few thermocouples have been added inside
this cone and on the outside of the liner, this required only minor modifications which could still be imple-
mented in the design.

6.1.1. Goals

The goal of the split cone test is to obtain basic insight in the thermal behavior of the system. Two specific
aspects are of interest:

1. Verify the assumption of axis symmetry

2. Verify the total heat production

41
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6.1.2. Setup

As this test was designed for other purposes, only limited changes could be made to monitor temperatures. A
total of 14 thermocouples are added to this test. All thermocouples are of type K with a diameter of 1.5[mm]
and are sampled at 1[hz]. Detailed technical drawings of the cone and the liner for the split cone test are
available in Appendix F, these drawings also clearly show how the cone is split.

Cone

8 Thermocouples are placed inside the cone at 3 different locations in the z-direction, 2[mm] below the con-
tact surface, as shown in Figure 6.2. At the front location (1), where the front pressure peak is expected, 4
thermocouples have been placed with an angle of 90° between them. At the two rear locations (2,3), close to
the expected rear pressure peak, there was insufficient room to fit all 4 thermocouples so that only 2 could be
placed at each location with a 180° angle between them.

245 »

Fy

CICone M Thermocouple

Figure 6.2: Placement of thermocouples in the split cone at 3 different locations. The first location is below the expected front pressure
peak, the second, below the rear pressure peak. Finally, location 3 should be effected significantly more by the overlap expansion as
compared to the single expansion. All dimensions are in [mm].

Liner

On the outside of the liner a total of 6 thermocouples have been placed, 3 of them at the single liner section
and 3 of them at the overlap section. The thermocouples are placed 800[mm] from the start of each liner
segment and 300[mm)] apart form each other.

Figure 6.3: Placement of thermocouples on the outside of the single liner section for the split cone test. The thermocouples are welded
to the liner at locations 1, 2 and 3 as marked on the liner. Before welding the surface is first cleaned to ensure good contact.

6.1.3. Results

A difference of around 2 - 5[°C] is visible between the thermocouples at locations 2 and 3, as defined in
Figure 6.2, this shows that such a thermal gradient can exist inside the material. The thermocouples at the
same z-location but at different circumferential orientations show the same temperatures. Combining these
two observations leads to the conclusion that the heat input must be axis symmetric otherwise a difference
between the thermocouple outputs at different circumferential locations should be visible.
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Figure 6.4: Cone temperatures over time during the single liner expansion of the split cone test, grouped per location. It is clear that
thermocouples at the same z-location give the same result, hence axis symmetry is valid.

Next the liner thermocouples are analyzed of which the output is shown in Figure 6.5. It was expected that all
liner thermocouples would show the same heating curve, the third thermocouple however gave a different
result, this difference is yet unexplained. To be sure 5 thermocouples will be placed on the liner during the
thermal test to rule out this uncertainty. In any case the model gave a significant over prediction of the liner
temperature by about 5-10[°C]. After analysis of several possible causes, this has led to the implementation of
the strain dependent modeling of the Taylor-Quinney coefficient by means of the Zehnder model as described
in Section 3.2. The Zehnder model gives a significantly lower average value for the Taylor-Quinney coefficient

as compared to typical literature values, the lower heat input then leads to a lower temperature of the liner
after expansion.
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Figure 6.5: Temperature of the liner at three different locations during single liner expansion of the split cone test. As soon as the cone
passes the thermocouple the temperature increases and then remains steady.

Visual inspection of the cone after the expansion test, as shown in Figure 6.6, showed that the front cut which
was made to split the sections had filled itself with RPSLF during the test. This most likely prevented a lubri-
cant film from building up over the full length of the contact area. In turn the lack of the presence of the film
could lead to a higher average friction coefficient and thus explain the roughly 12% higher expansion force
during the split cone test as compared to a regular cone. The expansion force of the split cone test is shown
in Figure 6.7, with a regular cone the steady state expansion force is expected in the order of 950[kN].
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Figure 6.6: Left, the split cone after the test. It can be seen how the lubricant film is broken at the cuts of the split segments. On the
right, the top segment has been removed to show that the gap has filled up with lubricant during the expansion.

1.800 1.800

1.600 1.600

1.400 — 1.400 <
— % *e E o

-
Z 1200 :""“-,‘. -% 1.200 o
2 WS AN = .
5 1000 . £ 1.000 o’
= : = g
£ 800 . 2 800 >
™

g 8 £
E 600 . = 600 g
= . = ..\

400 | ® < 400 e

v.
200 | %* 200 o
L]
0 v 0 o %h -....
60 70 80 90 100 110 120 130 140 60 70 80 90 100 110 120 130 140
Time [s] Time [s]

Figure 6.7: Left, the expansion force over the time during the split cone test. As expected, the expansion force decreases slightly over
time as the lubricant heats up. On the right, the position of the cone follows a linear curve indicating a constant expansion speed.

6.1.4. Lessons learned
Some practical lessons were learned during the split cone test which led to improvements of the setup for the

thermal test.

* Liner Insulation
During the split cone test, the outside of the liner was not insulated. Although heat losses due to con-
vection and radiation are expected to be minimal and the (short-term) stability of the temperature of

the sensors on the liner supports this, for future tests it would be wise to rule out any uncertainties by
insulating the liner.

Sampling rate of sensors

The plan was to sample all thermocouples at 10[hz] however malfunctioning of the data acquisition
hardware prevented this. For future test this problem should be solved.

Running speed

The split cone test was run at an expansion speed of 20[mm/s] due to requirements of the original
plan for the test. Running at higher speeds gives a bigger difference between heating due to plastic

deformation and friction, therefore future test could be run at higher speeds, the maximum expansion
speed of the RETF is 30[mm/s].



6.2. Test 2: Thermal test 45

¢ Time to reach steady state
The results from the thermocouples inside the cone indicate that, a full steady state was not yet achieved
after 70[s] of single liner expansion. It is likely that the reduced mass of the split cone, where roughly
1/3 of the mass was removed to make room for the strain gages, also influenced the steady state behav-
ior. To rule out any doubt in the future a longer section of liner should be expanded and a cone with
the nominal mass should be used.

6.2. Test 2: Thermal test

The thermal test has been specifically designed to verify the thermal model of the expansion process and
builds on the results and lessons learned from the split cone test. Detailed technical drawings of the design
of the cone and liner for this test are available in Appendix G. All raw results from the thermal cone test are
shown in Appendix H.

6.2.1. Goals

The thermal test is equipped with a lot more thermocouples than the split cone and should therefore be able
to not only give insight in the total heat input but also the distribution of the heat input which is in turn an
indication for the pressure profile. The thermal test has three main goals:

1. Decouple the heating due to plastic deformation and heating due to friction
2. Verify the pressure profile
3. Verify the thermal model

6.2.2. Background principle

The main philosophy behind the thermal test is that the temperature profile along the length of the cone is
closely linked to the pressure profile. When measuring the temperature very close to the surface not only the
temperature increase due to local frictional heating is measured but also heating from plastic deformation
and heat which has been built up in the surrounding area. In a way the temperature at the contact surface
could be seen as a superposition of the effect of heat from friction and plastic deformation as sketched in
Figure 6.8. The strong local correlation of the temperature with the pressure profile can be used to reverse
engineer the pressure profile from the temperature readings.

Temperature [°C] First contact Round-off

z-coordinate [m]
Il Heat due to frictionlll Heat due to plastic deformation

Figure 6.8: Principle of the thermal test; The temperature at the contact surface is a superposition of heat generated by plastic
deformation (blue) and heat generated by friction(red).

6.2.3. Setup

For a detailed analysis of the pressure profile, it is necessary to have enough thermocouples inside the cone
to capture all pressure peaks. Previous research by Willmink and 4RealSim indicates that the expected width
of the shallowest pressure peak is about 15[mm)] [35]. To ensure this peak will be measured with some extend
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of detail the distance between the thermocouples is chosen to be 6.0[mm)]. To ensure the full pressure pro-
file is measured the measurement section is chosen slightly longer than the expected pressure profile. The
thermocouples are numbered from front to rear, from 1 to 30.

[ Cone M Thermocouple

Figure 6.9: Placement of thermocouples inside the cone for the thermal test. The thermocouples are placed over a length of 180[mm]
with 6lmm] spacing between them and 2[mm] below the contact surface.

In order to fit such a larger number of thermocouples inside a single cone a spiral pattern is used, an angle
of 36° is set between each thermocouple so that the maximal spacing is created between the thermocouples
hence minimal distortion of the measurement. The holes for the placement of the thermocouples are man-
ufactured by electrical discharge machining from the inside of the cone. This is done to ensure the contact
surface with the liner remains unaffected, ruling out any new tribological effects. In Figure 6.10 the inside of
the cone is shown with the holes for the thermocouples highlighted in red.

Il Thermocouple hole

Figure 6.10: Cone with holes in spiral pattern for placement of thermocouples for the thermal cone test. The spiral pattern is used so
that the sensors are placed as far apart as possible hence minimizing the effect of the holes on the measurement.

The cone with thermocouples installed and all wiring connected is shown in Figure 6.11. After installation
of the thermocouples the cone has been placed in an oven overnight to calibrate the thermocouples. After
calibration the measuring spread of the thermocouples is within 1.0[°C].
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Figure 6.11: Cone for the thermal test with 30 thermocouples and corresponding wiring installed. The wires leave the rear of the cone in
two cable batches will will be connected to the data acquisition computer.

The liner is designed with 3 different liner sections each of 3 meters in length. The base is a VM50 casing which
is single in the first section and followed by a P110- and P110 heavy overlap section. The only difference
between the P110 and P110 heavy casing is the increased wall thickness (17.0[mm] instead of 13.7[mm)]).
Thermocouples are also installed on the liner, 15 in total, 5 per section of liner as shown in Figure 6.12. After
a section of the liner has been expanded the setup will be left to rest for 24 hours, letting all heat escape, and
starting the next test with a uniform temperature.

800 400 400 400 400 600 800 400 400 400 400 600 300 400 400 400 400 600
Tttt/

3000 3000 3000

[0 single liner - VM5S0 [l Overlap - P110 [l Overlap - P110 extra wall thickness [l Thermocouple | Insulation

Figure 6.12: Design of the liner for the thermal test, showing the position of the thermocouples in red, the three different sections of the
liner in cascading shades of gray and the insulation in yellow. All dimensions are in [mm].

To insulate the liner, thick blankets are used which are strapped around the liner as shown in Figure 6.13

.
Ty

Figure 6.13: Liner for the thermal test installed in the RETF and insulated with thick (gray) blankets to prevent any heat losses.



48 Experiments

6.2.4. Results single liner
The single liner section was expanded with a nearly constant expansion force, F,y, the peak was 1137[kN]

and the steady state 1063[kN]. The expansion speed, v.y, was constant at 25.75[mm/s] (based on the average
between 230[s] and 300[s]) as shown in Figure 6.14. The total work done on the system is calculated by;

Wex = FexVex. (6.1)

Based on the experimental data the expansion work is 27.37[kW].
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Figure 6.14: Left, the expansion force during single liner expansion. This shows a nearly constant force until the cone comes into
contact with the overlap section. The cone position as a function of the time is shown on the right.

The temperatures measured inside the cone stabilized at the end of the test as can be seen from the full results
in Appendix H. The steady state temperature profile over the cone during single liner expansion is shown in
Figure 6.15. Note that at least two thermocouples malfunctioned during the test, thermocouple 25 gave very
low readings, most likely it was positioned incorrectly, thermocouple 30 did not give any data at all. The
results of thermocouple 12 are also strange when the value is compared to it’s neighbors however it is still
within range of the expected values.
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Figure 6.15: Steady state temperatures measured inside the cone (2[mm] below the contact surface) during single liner expansion. The
low value from thermocouple 25, is likely incorrect due to a measurement error.

The thermocouples on the liner reached an average maximum temperature of 47.1[°C] (ATy; = 25.5[°C]) as
shown in Figure 6.16. The first and last thermocouples give lower values, this is most likely due to the fact
that the cone was not yet in a thermal steady state at the first thermocouple and the cone did not completely
pass the last thermocouple. When the cone is not yet in a thermal steady state, more heat flows into the cone
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and hence less into the liner. To calculate the heat flow through the liner (heat output) first the mass flow of
the liner is calculated,

my; = AliVexP1i» (6.2)

where Aj; represents the area of the liner normal to the expansion direction and pj; is the density of the liner.
Using the temperature increase, ATy;, of the liner and the specific heat, Cp,; the heat output then follows
from:

Qout = mlicp]iATll" (6.3)

Based on the experimental data a heat output of 14.89[kW] is found for the single liner expansion.
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Figure 6.16: Temperature on the outside of the liner during single liner expansion in the thermal cone test. The thermocouples are
placed according to Figure 6.12.

When the expansion work is compared to the heat output of the liner;

_ Qout

X )
Wex

(6.4)

it follows that only 54.4% of the expansion work is returned in the form of heat in the liner.

6.2.5. Results overlap

The overlap section was expanded with an average steady state force of 1692 [kN] with a speed of 26.15[mm/s].
The initial peak startup force was 1892[kN]. The steady state parameters are determined by the average
value between 70[s] and 160[s]. This resulted in an expansion work, calculated according to Equation 6.1,
of 44.24[kW]. The force and speed for the overlap expansion are shown in Figure 6.17.
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Figure 6.17: Left, the expansion force during overlap expansion. The expansion force shows a clear decrease over time as the lubricant
starts to heat up. The right figure shows the cone position over time.

The cone temperature profile of the overlap test shows a very good match with the single liner test from the
front of the cone until the round off. At the round off the temperatures are significantly higher, as can be
expected due to the extra forces opposed here by the P110 casing. The cone steady state temperature profile
for the overlap expansion is shown in Figure 6.18
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Figure 6.18: Steady state temperatures measured inside the cone (2[mm] below the contact surface) during overlap expansion. The low
value from thermocouple 25, is likely incorrect due to a measurement error.

On the liner an average maximum temperature of 40.5[°C] was measured (AT;; = 18[°C]). Again it is seen
that the system was not yet in a full steady state at the first thermocouple, hence a slightly lower maximum
temperature. The result from the liner thermocouples during overlap expansion are shown in Figure 6.19.
The heat output through the liner, calculated using Equations 6.2 and 6.3, is 26.44[kW].



6.2. Test 2: Thermal test 51

50

e
o

e
=]

Temperature [°C]
oW (9]
(=] o

3]
32l

20

120 170 220 270 320 370 420

Time [s]
Sensor 1 [l Sensor 2 Ml Sensor 3 Ml Sensor 4 M Sensor 5

Figure 6.19: Temperature on the outside of the liner during overlap expansion in the thermal cone test. The thermocouples are placed
according to Figure 6.12.

During the overlap expansion 59.8% of the expansion work was found as heat inside the liner, slightly more
than the single liner expansion.

6.2.6. Results heavy overlap

The heavy overlap section required so much expansion force that the expansion speed had to be set lower,
an average speed of 22.55[mm/s] was reached between 210[s] and 260[s]. Additionally water was sprayed
inside the liner before the expansion to activate the lubricant as the expansion force otherwise exceeded the
limitations of the RETE Finally a successful expansion was completed with an initial peak force of 2410[kN]
and a steady state force of 2100[kN], resulting in an expansion work of 47.36[kW] as shown in Figure 6.20.
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Figure 6.20: Left, the expansion force during heavy overlap expansion. The expansion force shows a clear decrease over time as the
lubricant starts to heat up. The right figure shows the cone position over time.

The cone steady state temperatures during the heavy overlap test, as shown in Figure 6.21, were significantly
lower than during the first two test. This is most likely caused by spraying the lubricant with water which
is known to temporally lead to a significant reduction of the friction coefficient. The film strength of the
lubricant is also reduced by the spraying of water, this could explain why the first pressure peak is much more
visible in this experiments as compared to the single liner and overlap sections.



52 Experiments

100

90

80

70

60

50

Temperature [°C]

40

1)
30

Firstcontact Linear section Roundoff

20

0,09 012 0,15 0,18 0,21 0,24 0,27
Relative z-coordinate [m]

1) Thermocouple most likely malfunctioned

Figure 6.21: Steady state temperatures measured inside the cone (2[mm] below the contact surface) during heavy overlap expansion.
The low value from thermocouple 25, is likely incorrect due to a measurement error.

The average temperature of the overlap liner after expansion was 44.4[°C] (ATj; = 21.1[°C]). Again the reading
from the first thermocouple was the lowest but the difference is significantly less in this case. The results

from the liner thermocouples during the heavy overlap expansion are shown in Figure 6.22. The heat output
through the liner was 35.19[kW].
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Figure 6.22: Temperature on the outside of the liner during heavy overlap expansion in the thermal cone test. The thermocouples are
placed according to Figure 6.12.

The heavy overlap test shows a heat over work ratio of 80.4%, by far the highest of all test.



Results

In this chapter the results of the thermal test are compared to the model. The model is configured according
to the test case, as given by Appendix J, so that the output should be comparable to the experimental results.
A calibration step is made to bring the numerical and experimental results even closer together. The final
step is to set the expansion parameters according to the base case, as in Appendix I, so that the results for a
field expansion are found.

7.1. Calibration & Validation

Due to the large number of unknowns and uncertainties in the input parameters some calibration is required
to fit the model to the experimental results. The calibration is done in a few steps as described in the sections
below.

7.1.1. Pressure profile & Cone temperatures

As described in Section 3.1, some doubt exists on the validity of the pressure profiles determined by FEA
analysis from 4RealSim (Figures 3.4 & 3.5). It is known that these pressure profiles over predict the expansion
force and they are mesh dependent. The results from the thermal cone test can be used to give some new
insights on these pressure profiles.

Rear pressure peak

First the rear pressure peak is investigated. Due to the high local pressure the lubrication here is in the bound-
ary lubrication range, as described in Section 3.1. The friction coefficient is therefore expected to be well rep-
resented by the friction coefficient as given in Figure 3.2. Assuming that the heat transfer model is valid this
means that locally there is only one unknown variable, the contact pressure. When the rear pressure peak
is reduced by about 20% as compared to the FEA results a good match is obtained between the model and
experimental results for both the single and overlap expansion as shown by Figure 7.1.
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Figure 7.1: Comparison of the experimental cone temperatures and model results using the full pressure profile and the downscaled
rear peak. The left figure shows the single liner expansion and the right figure the overlap expansion.

Note that although this correction is valid for the steady state, there may be time transient effects which cause
the initial pressure peak to be higher. The next section goes into more details on these effects.

Linear section

When looking at the results of the model in Figure 7.1 a dip in the temperature can be seen behind the front
pressure peak which is not visible in the experimental results. In line with the theory developed by Brinkhuis,
it could well be possible that a film of lubricant forms over (a part of) the contact area which has enough
strength to carry the liner [7]. If this film would indeed form behind the front pressure peak locally the pres-
sure would increase while decreasing it elsewhere, for instance at the rear pressure peak. To validate this
theory the pressure profile is adjusted so that the linear section is stretched to connect with the front pres-
sure peak as shown by Figure 7.2.
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Figure 7.2: The left figure, shows the pressure profile for a single liner expansion and the right figure for an overlap expansion. In both
figures, the red line is the pressure profile determined by FEA analysis from 4RealSim. The green line, indicates and adjustment to this
pressure profile based on the theory of lubricant film forming and the experimental results.

This adjusted pressure profile is inserted into the model and the results shown in Figure 7.3 are obtained.
Their match with the experimental results for both the single liner and overlap section is remarkable.
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Figure 7.3: The purple line, shows result from the model using the adjusted pressure profile shown in Figure 7.2. This purple line,
matches with the experimental results from both the single liner expansion (left) and overlap expansion (right). The green line, shows
the result of the model with only the downscaled rear peak.

Another bit of evidence supporting Brinkhuis’ theory is found in the time transient behavior of the thermo-
couples in the area between the front pressure peak and the linear section. Thermocouples located directly
under a pressure peak show an immediate response when expansion starts and hence frictional heat is cre-
ated. The thermocouples located in the area between the linear section and the front pressure peak however
don’t show such a quick response but show a time delay before they start to heat up. This time delay can
be correlated with the required time to form the lubricant film and hence redistribute the pressure over the
cone. Figure 7.4 shows the difference between the thermocouples with a direct and indirect response.
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Figure 7.4: Temperature of three thermocouples inside the cone as a function of the time. Thermocouple 7 (red line), is located below
the front pressure peak, thermocouple 11 (blue line) at the linear section and thermocouple 9 (green line) in between these two. It can
be seen that thermocouple 9 does heat up, but only starts heating up a few seconds later than the start of the expansion.

The integral of the proposed adjusted pressure profile, as shown in Figure7.2, with respect to the contact area
is nearly identical to that of the pressure profile obtained from the FEA results. Hence the force applied on
the liner to induce the plastic deformation is retained. However the distribution of this force has changed
and further analysis would be needed to verify if the pressure profile alteration is also mechanically sound.

Film strength of RPSLF

The theory of film development and the adjusted pressure profile shows good comparison with the results of
the single and overlap experiments. The temperature profile of the heavy overlap experiment however shows
significantly different behavior as is shown by Figure 7.5.
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Figure 7.5: Comparison of the steady state temperature profile in the cone measured with the thermal cone test. The single liner and
overlap expansion show good agreement. During the heavy overlap expansion the cone was much colder, likely due to the reduced
friction coefficient as a result of the.spraying of water.

As discussed in Section 6.2.6, the lubricant was sprayed with water prior to the heavy overlap test. Spraying
water on RPSLF is a known trick to temporarily decrease the friction coefficient, this was required as the
expansion force otherwise exceeded the pulling capacity of the RETE Another effect of the water on RPSLF
is that it decrease the film strength and hence the lubricant may no longer be able to carry a part of the load
redistributed from the rear peak. This hypothesis can be tested by running a simulation with the unaltered
pressure profile (no redistribution by a lubricant film) but a lower friction coefficient of = 0.055[-]. Figure 7.6
shows that there is indeed agreement between the heavy overlap experiment and the low friction coefficient

model. Obviously the rear peak does not match as a pressure profile for the heavy overlap section was never
determined by FEA analysis.
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Figure 7.6: Using the FEA pressure profile for single liner expansion and a friction factor of u = 0.055[-], the model shows a very good
agreement with the results of the heavy overlap expansion.

Expansion force

As a final validation for the adjustment of the pressure profile, the time transient expansion force can be
compared between the model and the experimental results. This comparison is shown in Figure 7.7 and is
found accurate to within 6.0%. The slight overshoot could be due to the fact that the film of lubricant formed
over the linear section may have a lower friction coefficient as it moves from the boundary lubrication to the
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hydrodynamic lubrication regime. The model does not take this effect into account and assumes that the
friction coefficient only depends on the temperature.
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Figure 7.7: The expansion force from the experiments is shown in the red line and from the model in the green line. It can be seen that
there is a good match for both the single liner expansion (left) and the overlap expansion (right).

7.1.2. Plastic deformation & the Zehnder model

In Section 3.2 the Zehnder model is used to calculate a strain dependent Taylor-Quinney coefficient. The
constant C has initially been chosen so that roughly the steady state value of § = 0.9[-] is found. Now that
the heat generation due to friction is known, it is possible to calibrate this constant so that the temperature
increase in the liner is matched between the model and the experiments. For VM50 a value for C = 11[—] is
found suitable and for P110 C = 9[—] is found. Zehnder states that this constant should be in the order of 10,

hence the values found here seem reasonable. The calibrated strain dependent Taylor-Quinney curves for
VM50 and P110 are shown in Figure 7.8.
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Figure 7.8: Calibrated, green line, and original, red line, strain dependent Taylor-Quinney curves for VM50 (left) and P110 (right)

7.1.3. Heat Partitioning

To prove that the heat output truly represents the major part of the heat input into the system the heat par-
titioning at the contact surface is analyzed. The heat partitioning indicates the average fraction of frictional
heat which flows into the liner. Figure 7.9 shows the heat partitioning for a single liner and overlap expansion.
It is seen that initially a lot around 30% of the frictional heat flows into the cone. However, as the cone heats

up over time more and more heat is transferred into the liner. After 120[s], around 95% of the frictional heat
is transfered directly into the liner.
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Figure 7.9: The fraction of the frictional heat which flows into the liner as a function of the time for both the single liner (left) and
overlap expansion (right). A value of 1 indicates that all frictional heat flows into the liner.

7.1.4. Heat balance

Now that both heat sources have been calibrated the heat balance over the entire system can be verified, the
result is shown in Tables 7.1 and 7.2. After the calibration of the model, its accuracy for both the single and
overlap expansion is in the order of 5%.

Table 7.1: Comparison of the heat balance of a single liner expansion between the thermal cone experiment and the model.

Parameter Unit | Experiment Model Error
Peak expansion force kN 1137 1127 -0.9%
Steady expansion force kN 1063 1127 6.0%
Expansion speed mm/s | 25.75 26.00 1.0%
Expansion work kw 27.37 29.30 7.0%
Heat input kw - 21.63 -
ATjiner °C 25.5 27.1 6.1%
Heat output kw 14.89 15.80 6.1%
Heat/work ratio - 54.4% 53.9 % -0.9%

Table 7.2: Comparison of the heat balance of an overlap expansion between the thermal cone experiment and the model.

Parameter Unit | Experiment Model Error
Peak expansion force kN 1862 1930 3.6%
Steady expansion force kN 1692 1724 1.9%
Expansion speed mm/s| 26.15 26.00 -0.6%
Expansion work kw 44.24 44.82 1.3%
Heat input kw - 34.40 -
ATiner °C 18.0 17.6 2.2%
Heat output kw 26.44 25.85 -2.2%
Heat/work ratio - 59.8% 57.7 % -3.5%

7.1.5. Extrapolation of the results to the contact surface

During the experiments, the thermocouples inside the cone measured the temperature at 2[mm] below the
contact surface. The model is able to calculate the temperature at these locations and can also calculate
the temperature exactly at the contact surface. The comparison between the thermocouple temperatures
and contact temperatures according to the model are shown in Figure 7.10. Due to the locally high thermal
gradients the contact temperature at the pressure peaks can be up to 15[°C] higher than the thermocouple
temperature.
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Figure 7.10: Extrapolation of the measured temperatures 2[mm] below the contact surface (green line) to the temperature at the contact
surface (red line). Especially at the pressure peaks, there is a high local thermal gradient and the contact surface can be up to 15[°C]
hotter than the thermocouple measurement.

7.2. Results for the base case

Now that the test case has proven the validity of the model, the parameters are changed to that of the base
case; a single liner and overlap section at down hole conditions, with a field-used expansion speed. The

expansion force is now lower due to the reduced friction coefficient at elevated temperatures as is shown in
Figure 7.11.
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Figure 7.11: The figure shows the expansion force over the time for a base case single liner expansion (left) and overlap expansion
(right). Due to the higher temperature and velocity as compared to the test case, the expansion force stabilizes much quicker.

Naturally, the temperatures of the cone and the liner are a lot higher due to the elevated down hole tempera-
ture and significantly higher expansion speed. The surface temperature distribution after 120[s] is shown in

Figure 7.12 and the temperature profile at the contact and the outside surface of the liner is shown in Figure
7.13.
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Figure 7.13: Contact surface temperature (red line) and liner temperature profile (blue line) after 120(s] of base case expansion as a
function of the position relative to the nose of the cone.

The peak contact temperature of a down hole overlap expansion is 164.4[°C], which is still well below the de-
composition temperature of RPSLF (250[°C]). Furthermore, the temperature increase in the liner is 17.2[°C]
during overlap expansion, which is comparable to the results from the test case.

7.3. Sensitivity Analysis

Based on the base case, a sensitivity analysis is conducted. All parameters are increased by 20% and the
effect on the peak contact temperature is analyzed. Note that although some of these parameters may not
influence the peak contact temperature, they may have an influence on the temperature distribution of the
cone or liner. The parameter sensitivity is conducted by means of non-dimensional, logarithmic sensitives;

aT XdT

X TdXx’
in which T is the peak contact temperature and X the value of analyzed parameter. In some cases, it is hard to
define the base value of the parameter X as it can be a variable of for instance space or temperature. In these

cases the parameter has been altered such that it is increased 20% over the entire range which leads to the
following simplification:

(7.1)

X 1
dx 0.2

=5. (7.2)
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The result of the sensitivity analysis is shown in the form of a tornado plot in Figure 7.14. High absolute values
indicate a strong correlation between the peak contact temperature and the analyzed parameter. Negative
values indicate an inverse correlation between the parameter and the peak contact temperature.
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Figure 7.14: Logarithmic sensitivity analysis, impact on peak contact temperature when the value of the parameter is increased. Higher
absolute values indicate a stronger correlation, a value of 1 indicates a linear correlation and negative values indicate an inverse
correlation.

Friction coefficient & contact pressure

From Figure 7.14 it is evident that the peak contact temperature is most sensitive to the friction coefficient
and contact pressure. This is expected as these have a direct correlation with the highly concentrated heat
source at the point of the peak temperature. The effect of both is comparable as they both uphold the same
linear relation with the frictional heat source as described in Equation 3.2. The effect is slightly damped as
an increase of the temperature leads to a decrease of the friction coefficient (until a certain limit) and hence
decreases the frictional heat source.

Expansion speed

The expansion speed has a linear correlation with both the frictional- and plastic deformation heat sources.
However, when the expansion speed increases also the cooling effect of the liner on the cone is increased
hence reducing the peak contact temperature.

Taylor-Quinney coefficient

An increase of the Taylor-Quinney coefficient can lead to a significant increase of the heat source due to
plastic deformation. This heat source is however not concentrated at the contact area where the peak tem-
perature and pressure are located. Because of this difference in the location and concentration of the heat
sources, the peak contact temperature is less sensitive to the plastic deformation heat source as compared to
the frictional heat source.

HTC drilling fluid, thermal conductivity and specific heat of the cone

Only a very limited amount of heat flows through the cone after a thermal steady state has been reached. Due
to this small heat flow; even significant changes to the thermal resistances obstructing this flow, have limited
effect on the peak contact temperature. The thermal resistances here are the conduction through the cone
(cone thermal conductivity and specific heat), conduction through the drill string and convection with the
drilling fluid.
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Ambient temperature

The ambient temperature has a reverse impact on the peak contact temperature increase, there are two main
driving effects. First of all, in a general sense a higher temperature means a lower friction coefficient and
hence less frictional heat. The strength of this effect is also correlated to the base temperature at which the
sensitivity analysis is conducted, as the friction coefficient is not a linear function of the temperature. The
second, much smaller, effect is that the elevated temperature slightly softens the steel and less work is re-
quired for the plastic deformation of the liner.

Thermal conductivity and specific heat of the liner

Increasing the thermal properties of the liner will significantly decrease the peak contact temperature. First of
all, the thermal conductivity of the liner helps to increase the heat partitioning at the contact surface so that
a larger portion of frictional heat is directly absorbed by the liner. Next the specific heat is linearly correlated
with the volumetric heat capacity of the liner (0C,) which is the driving parameter behind the "convective”
heat transfer term inside the liner, responsible for removing roughly 95% of the heat from the system.



Conclusions & Recommendations

The aim of this research is to create a model which can calculate the peak contact temperature of the lubri-
cant during the expansion process, under field and laboratory circumstances. To develop this model the heat
sources from friction and plastic deformation are analyzed in Chapter 3. A custom numerical heat transfer
model is then created in Matlab as described in Chapter 4. Boundary conditions are analyzed and modeled
in Chapter 5. Experiments are designed and executed to verify the model, as described in Chapter 6. Finally,
the results of the experiments are compared to the model in Chapter 7, where after the results are extrap-
olated to field conditions. This chapter gives the final conclusion in Section 8.1 and recommendations for
improvements and further research in Section 8.2.

8.1. Conclusions

The conclusion is divided into four sections, first the heat sources are described; friction in Section 8.1.1 and
plastic deformation in Section 8.1.2. After which the heat transfer model is evaluated in Section 8.1.3. Finally,
Section 8.1.4 answers the main goal of the research and provides the peak contact temperature of a down hole
expansion.

8.1.1. Heat due to friction

The strong correlation between the frictional heat and the temperature of the contact surface is more than
evident from both the numerical and experimental results. This heat is driven by three main parameters; the
friction coefficient, the contact pressure and the expansion speed. Of these three the expansion speed can be
controlled, the other two must be modeled.

Friction coefficient

Judging by the comparison of the time transient behavior of the expansion force between the model and
experiments the temperature dependent modeling of the friction coefficient seems adequate. Unfortunately
a small error remains, likely due to the fact that film forming leads to an additional reduction of the friction
coefficient. The driving principle here could be the (local) transition from the boundary lubrication to the
mixed or hydrodynamic lubrication regimes. This effect is not accounted for in the model.

Contact pressure

The pressure profile is validated qualitatively at the initial onset of expansion. During the first few seconds
of expansion it is likely that a film of lubricant builds up which redistributes roughly 20% of the pressure
from the rear peak of the cone to the linear section. Although both steady state and time transient analysis
of the cone temperatures support this theory it must be stated that direct measurement of the pressure is not
possible and therefore hard evidence for the forming of this film and hence redistribution of the pressure is
still missing.

8.1.2. Heat due to plastic deformation
The temperature of the liner after expansion in the experiments clearly shows that a significant part of the

work is done on the system is not converted into heat. For the single liner expansion, experiments show
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54.4% of the work being converted into heat and 59.8% during the overlap expansion. As all frictional work
is converted into heat this "loss” of energy must be due to it’s storage in the liner, both in the form of elastic
energy and metallurgical dislocations and transformations. The Zehnder model gives a decent approxima-
tion (error < 5%) for this behavior with a heat/work ratio of 53.9% for single liner expansion and 57.7% for
overlap expansion. The last remaining uncertainty is the exact value of the material dependent constant in
the Zehnder model, only complicated, dedicated experiments can improve the estimate for this value.

8.1.3. Validity of the heat transfer model

Based on the comparison between the numerical and experimental results on the time transient expansion
force, cone- and liner temperature, it can be concluded that the numerical model is valid under testing condi-
tions within a very reasonable degree of accuracy, in the order of 5%. Verification of the down hole boundary
conditions is however not always possible. The best example is the convective heat transfer coefficient of the
non-Newtonian drilling fluid. A much higher or lower heat transfer coefficient might influence the contact
temperature. The impact of the other boundary conditions on the peak contact temperature is expected to
be minimal so that the results of down hole simulations should also be fairly accurate. Some care should
however be taken hen interpreting these results due to the unvalidated boundary conditions.

8.1.4. Peak contact temperature

Based on the results of the numerical model under base case conditions, the maximum contact temperature
is 124.7[°C] for single liner expansion and 164.4[°C] when expanding in overlap. As this temperature is well
below the lubricant decomposition temperature of 250[°C] the expansion process is safe in this sense and it
could even be considered to increase the expansion speed to save time. Furthermore the peak contact tem-
perature is most sensitive to the frictional heat source resulting from the friction coefficient and the contact
pressure. A higher expansion speed does increase the peak contact temperature but the effect is weaker than
increasing the heat sources as the cooling by the liner is also increased.
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8.2. Recommendations
The results from the model are promising and well comparable with the experiments, some factors however
can still be improved or require further research.

Verify the influence of water on RPSLF

Judging by the difference between the single liner and overlap test with the heavy overlap test, it looks like
RPSLF is extremely sensitive to the presence of water. It would be wise to further investigate this phenomenon
by for instance doing ball-on-3 friction test with and without water or a thermal cone test with and without
sprayed water.

Verify the absorption of RPSLF into drilling mud

At elevated down hole temperatures RPSLF may well be absorbed by an oil-based drilling fluid. If this is the
case, field expansions would not be lubricated by RPSLF but by the oil in the drilling fluid. This would require
a new model for the friction coefficient.

Verify the necessity of RPSLF

Running an expansion test without RPSLF but with drilling fluid would give insight in the "worst case” con-
ditions of down hole expansion. As the friction coefficient of an expansion based solely on oil is expected in
the range of u = 0.12[—], such a test could show if it is even necessary to use RPSLF in specific cases.

Measure the strain dependent Taylor-Quinney coefficient

The constants used in the Zehnder model have been estimated and calibrated with the experiments and seem
to yield acceptable results. Due to the indirect measurement the certainty of these values is limited. It would
be wise to design an dedicated experiment and specifically measure these constants.

Use the knowledge of the strain dependent Taylor-Quinney coefficient

If afield expansion appears to come close to the critical temperature of the lubricant, it could be considered to
use a slightly smaller cone and hence reduce the strains in the liner. This will not only reduce the pressure on
the cone and the strain in the liner, but could also significantly decrease the Taylor-Quinney coefficient. This
would imply that although the expansion force may reduce only slightly the heat generation could reduce
much more.

Analyze the effects of the alteration of the pressure profile

Alteration of the pressure profile due to film forming of the lubricant works well for the thermal model. Before
it is completely accepted as the truth further analysis should be done on the effect of this pressure profile in
the models for the deformation field in the liner, expansion force and ironing.

Investigate the effect of stick-slip

The model uses a constant expansion speed which is in good agreement with laboratory conditions. In the
field, often a stick-slip effect is observed. It may be interesting to investigate the effect of different velocity
profiles on the peak contact temperature.

Investigate the thermal properties of (potential) new liner types

The VM50 liner is by far the most commonly used for mono-diameter wells, other types are however available.
As the thermal properties of the liner have such a significant impact on the peak contact temperature, these
should be measured for any (potential) new types of liners.






Components

This appendix provides an overview of all the components within the scope of the thermal analysis. For each
component the relevant dimensions and material properties are provided. Many material properties have
been measured specifically for this research.

A.l1. Cone

The cone consists of one solid piece of metal with a conically shaped outer surface and a fixed inner diameter.
On the outer surface numerous different angles and fillets with specific radii are used to fit the mechanical
engineering demands for the plastic deformation. Most of these minor radii or angles have limited influence
on the overall shape of the bulk material which makes them irrelevant for thermal analysis.

A.1.1. Dimensions

In order to fit a somewhat simplified mesh to the cone the choice is made to slightly simplify the geometry of
the cone allowing the fit of a quadrilateral-based skewed mesh. A cross-sectional view of the actual geometry
of the cone is shown in Figure A.1, the simplified regions are highlighted in red.

Round off (4) Diffuser (5)
Linear section
Galley (2) Nose radius (3)
7174 1Y ,/
Dz %
%7 2% v
Chamfer (1) Chamfer (1)

Figure A.1: Geometry of the cone in the r-z plane with the regions at which simplifications are used highlighted.

The simplifications to the geometry are shown in Figure A.1 and include:

Removal of the chamfer on front and rear inner wall of the cone
The galley on the front straight section is ignored

The nose radius before the linear section is ignored

The round off is modeled as 1 angle between two straight sections

The rear diffuser is modeled with 1 constant angle instead of 2 with rounded angles

A o

All other fillets are ignored

With these simplifications in place the cone can be modeled based on the geometric parameters given by
Table J.3 and illustrated in Figure A.2
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Figure A.2: Naming and location of all dimensions required for the simplified geometries
A.1.2. Material

The cone is made of a hard tool-steel alloy referred to as Sverker-21, produced by Uddeholm. Sverker-21 is
known for high wear resistance, high compressive strength and good hardening properties. It consists of,
among others; 11.8%Cr, 1.55%C, 0.8% Mo, 0.8%V, 0.4%Mn, 0.3%Si . The main proprieties of Sverker-21 at
room temperature as obtained from the manufacturer are listed in Table A.1 [32].

Table A.1: Sverker-21 Material properties at room temperature

Property value unit
Density 7700 g
Thermal conductivity 14.61 m%—K
Modulus of elasticity 210 GPa
Specific heat 460 ﬁ(

A.1.3. Thermal properties

The thermal properties of Sverker-21 over the full temperature range have been obtained from the manufac-

turer (Uddeholm) and are shown in Figure A.3.
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Figure A.3: Thermal conductivity (left) and specific heat (right) as a function of the temperature for Sverker-21 (from Uddeholm)
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A.2. Liner - Single
The liner is the steel pipe which prevents the hole from collapsing and which is plastically deformed during

the expansion process. In the field many different materials are used in combination with an even greater
number of coatings. In this research the focus is on the main types used for mono-diameter applications.

A.2.1. Dimensions

The liner is assumed to be of a perfect circular shape, before and after expansion. Furthermore, it is assumed
that the total volume of the liner remains constant during the expansion process. As a consequence, only 3
dimensions are required to model the liner, accompanied by the maximum outer radius of the cone which
indicates the inner radius of the liner after expansion their locations are shown in Figure A.2.

A.2.2. Material
VM50 has been selected as the base case material for the liner. This material is a relatively low-alloy steel

consisting of among others 0.95%Mn, 0.2%Si, 0.14%C, 0.04% Al. Due to the low amount of alloying elements
the properties of this steel are close to that of plain carbon steel.

Table A.2: VM50 Material properties at room temperature

Property value unit
Density 7845 kg
Thermal conductivity 47.6 m%—K
Modulus of elasticity 195 GPa
Specific heat 455 kgLK

A.2.3. Thermal properties
The thermal properties of VM50 have been measured according to the procedure described in Appendix B.2

and the results are shown in figure A.4. It can be seen that the values are quite close to that of plane steel and
fairly independent over the temperature.
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Figure A.4: Thermal conductivity (left) and specific heat (right) as a function of the temperature for VM50 (Measured according to the
procedure described in Appendix B.2)

A.2.4. Mechanical properties

As the liner is plastically deformed during the expansion process also the mechanical, strain hardening prop-
erties of the material are required for the model. To determine the stress strain behavior of the material the
Swift law is used;

g=Cx(€)", (A1)

in which the constant C and exponent 7 are calculated from tensile experiments as;

_ Ouzs

) (A.2)
£

n
uts
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Oyield
lOg Outs
n=—g—-, (A.3)
log i
Euts
based on the yield, gy;.1q, and ultimate stress, 0,5, accompanied by their respective strains,eyjerq & €yts,
which were previously determined by tension test and shown in Table A.3. Previous research conducted by

Wilmink has proven the validity of this model for this material [35].

Table A.3: Mechanical properties of VM50

Property value unit
Syield 390 MPa
Suts 475 MPa
Euts 0.5

Eyield 0.019

Using Equations A.1 to A.2 and the values from Table A.3 the stress strain curve for VM50 at room temperature

can be derived and is shown in Figure A.5.
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Figure A.5: True stress-strain curve of VM50 based on the Swift-law

At elevated temperatures materials become softer and thus the stress strain behavior changes. To account for
this effect the yield and ultimate stresses are corrected for the elevated temperature by means ofj;

T-Tp
a(T)=a(To)*(1+( - )*(I—R)). )
In which R is a material property correlated to the rate of softening at elevated temperatures, T is the temper-
ature at which the material properties are determined and Tj is the temperature at which the measurements
were conducted. for steels a value of R = 1.16[-] is used. Calculation of the elevated temperature stress strain
behavior is then conducted parallel to the room temperature calculations.

A.3. Liner - Overlap

Some sections exist where two liners are expanded in an overlap. Despite the fact that the expansion ratio for
the outer liner is much smaller the higher mechanical properties provide a significant increase in the contact
pressure on the cone and hence the expansion force. Aside from further expansing a previously expanded
section of VM50 liner, at the top of the expandable section a conventional liner is expanded in overlap, this
liner has different dimension and is made of a different material.
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A.3.1. Dimensions

Parallel to the assumptions made for the single liner the host liner is assumed to have a perfect circular shape

and that its volume is conserved throughout the expansion process. This leads to the same simplified set of
dimension required for the single liner.

A.3.2. Material

The typical host liner used for expandable wells is of the type P110. This low-alloy steel consists of amongst
others 0.93%Cr, 0.75%Mn, 0.31%C, 0.24%Si, 0.17%Mo, 0.13%Cu and 0.1%Ni. The main properties of P110
are summarized in Table A.4.

Table A.4: P110 Material properties at room temperature

Property value unit
Density 7830 k—g3
Thermal conductivity 40.2 m%—K
Modulus of elasticity 210 GPa
Specific heat 455 kgLK

A.3.3. Thermal properties

The thermal properties of P110 have been measured according to the procedure described in Appendix B.2
and the results are shown in Figure A.6. From the results a significant dependence of the thermal conductivity
on the temperature can be seen within the expected temperature range.
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Figure A.6: Thermal conductivity (left) and specific heat (right) as a function of the temperature for P110 (Measured according to the
procedure described in Appendix B.2)

A.3.4. Mechanical properties

Despite the limited expansion ratio of the overlap liner plastic deformation still takes place. The mechan-
ical properties are therefore relevant for the model and summarized in Table A.5. Corrections for elevated
temperatures are done parallel to the procedure described in Section A.2.4.

Table A.5: Mechanical properties of P110

Property value unit
Syield 861 MPa
Suts 965 MPa
Euts 0.38

Eyield 0.006

A power law stress-strain model is used to describe the stress-strain curve (as in Equation A.1).
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Figure A.7: True stress-strain curve for P110 based on the Swift-law

A.4. Lubricant

In order to reduce the friction, a specialized lubricant has been developed for the expansion process. This
specialized lubricant, RPSLE (Rust Preventive Solid Lubricant F) is able to handle high loads and cope with
the plastic deformation during expansion under down-hole conditions while remaining chemically and ther-
mally stable. The major complication of the lubricant is that it thermally decomposes when exposed to tem-
peratures above 250[°C]. When the lubricant starts to decompose the friction coefficient and hence the ex-
pansion force will increase. This in turn is related to one of the main reasons for this research. The major

chemical components of RPSLF are of 50% Calcium Stearate, 31% Polyethylene wax and 13% Acrylic emul-
sion.

A.4.1. Thermal properties

The layer of lubricant is typically only very thin (several micrometers), and the influence on the heat transfer
in the entire system is expected to be minimal, as described in more detail in Section 5.1.1. The thermal
properties of the lubricant do however influence the temperature of the material in close proximity to the
lubricant layer. Therefore the thermal properties of the lubricant have been analyzed according to the testing
procedures described in Appendix B.1, the results of these test are shown in Figure A.8. Measurements at
higher temperatures were not possible as the liquid RPSLF starts to boil around 80[°C] at ambient pressure.
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Figure A.8: Thermal conductivity (left) and specific heat (right) as a function of the temperature for RPSLF (measured according to the
procedure described in Appendix B.1)

A.5. Drilling fluid

Through the inside of the drill string there is a flow of drilling fluid. During drilling the purpose of this fluid
is the transportation of the cuttings (from the drill bit) to the surface. Two main types of drilling fluid exist,
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water based and synthetic (oil based). Both come in many different forms with a large variety of additives.
For the base case a standard Gulf of Mexico synthetic mud is selected (NGM 9.85A).

Table A.6: NGM 9.85A Material properties at room temperature

Property value unit
Density 1557 ke
Thermal conductivity 0.375 m%—K
Specific heat 2150 kgLK
Apparent viscosity 0.024 Pas
Power law exponent 0.3 -
Power law consistency index 0.7 -

A.5.1. Thermal properties
Due to the non-Newtonian aspects of these fluids their thermal properties are not only dependent on the
temperature but also of the shear-force [18]. Unfortunately no equipment was available to measure the ther-
mal properties at different shear rates so that they have only been measured when the fluid was at rest. The
results of these measurements are shown in Figure A.9. Measurements at higher temperatures were not pos-
sible as the the drilling fluid started to boil around 100[°C] at ambient pressure.
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Figure A.9: Thermal conductivity (left) and specific heat (right) as a function of the temperature for the drilling fluid (measured
according to the procedure described in Appendix B.1)

A.6. Drill string

Essentially the drill string is nothing more than a thick steel pipe to which the tools are attached such as the
cone or drill bit. The drill string is made of high tensile strength AISI4340 steel. The chemical composition
consists of, amongst others; 1.8%Ni, 0.8%Cr, 0.7%Mn, 0.4%C and 0.25%Mo [31].

Table A.7: AISI4340 Material properties at room temperature

Property value unit
Density 7850 k—%
Thermal conductivity 42 %
Modulus of elasticity 210 GPa
Specific heat 460 ﬁ(

A.6.1. Thermal properties

Unfortunately no samples of AISI4340 were available for testing and the manufacturer was not able to provide
detailed information. Therefore the thermal properties of AISI4340 are assumed as constants.






Measurement of thermal properties

Measuring the thermal conductivity of a material is not straightforward. Several measuring techniques are
available each with its own limitations concerning the measuring range and state of the material. In this
research two different methods are used. Section B.1 gives the measuring procedure for liquids and Section
B.2 for solids.

B.1. Liquids

The liquids are measured using a PSL Systemtechnik LabTemp 30190 which can measure the thermal conduc-
tivity of liquids, gels and powders according to the ATSM D2717 standard, the Instationary hot wire method
[4]. The machine uses a water cooling- and heating system to ensure a constant and controlled temperature
of the sample. Only a very small sample of approximately 50ml is required for this machine. The setup and
detail of the hot wire are shown in Figure B.1
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Figure B.1: Setup for the measurement of the thermal conductivity of liquids using the hot wire method. The picture on the right shows
the wire and temperature sensor. These are inserted to the device shown in the left picture which controls the ambient temperature and
conducts the measurements.

The hot-wire method measures the thermal conductivity of the sample by measuring the temperature in-
crease at a defined distance away from a hot wire. This wire is assumed to be an infinitely long and thin
cylinder. If the heat source is constant and the sample has uniform properties the thermal conductivity can
be directly derived from the measured temperature increase at a known distance from the wire according to:

AT =-T1In (4‘”) (B.1)
" Ak \r?C )

In which ¢ is the time, r the radius of the distance between the hot wire and the temperature sensor and C is
the exponent of Euler’s constant:

C=¢e8 (B.2)
g=0.5772157 (B.3)
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B.1.1. Calibration

Prior to the first test the functionality of the machine is verified using a sample of distilled water. The ther-
mal conductivity of this sample is measured at 20[°C] and is found to be within 5% (measuring error of the
machine) of the reference value provided in the manual. Hence validating the proper functionality of the
machine.

B.1.2. Measuring procedure
All measurements are done according to the same standard procedure summarized below.

1. Cleaning The container is cleaned with ethanol and then flushed with purified water. Finally it is dried
with a paper towel to ensure the sample is not contaminated with any residue of previous measure-
ments.

2. Set temperature The temperature is set to a fixed temperature and the machine is allowed time for the
temperature to stabilize. The temperature is called stable once it deviates no more then 0.1[°C] over 1
minute.

3. Measurement The thermal conductivity is measured 20 times, whilst the bulk temperature of the sam-
ple is constantly monitored to ensure it still remains within the set limits.

4. Increase temperature The temperature of the sample is increased and steps 2 and 3 are repeated.

B.1.3. Analysis

Once the measurements are done the two highest and lowest values are excluded and the average of the
remaining 16 measurements is taken as the thermal conductivity. Parallel to the thermal conductivity also
the thermal diffusivity of the material is measured. As the density is known also the specific heat can be
calculated by means:

k
a=—-, (B.4)
pCp

where k is the thermal conductivity, p the density and C, the specific heat.

B.2. Solids

Thermal measurements of the solids is done using the C-Therm Tci machine. This machine uses the modi-
fied transient plane source method and is only suitable for the measurement of solid samples [5]. The solid
samples are placed on a sensor as shown in the right image of Figure B.2 and then placed inside an oven. The
oven is used to control the bulk temperature of the sample which is measured by the sensor on which it is
placed.

Figure B.2: Setup for the measurement of the thermal conductivity of solids using the modified transient plane source method. The
picture on the right shows how two samples have been stacked to obtain one sample with sufficient size.

The modified plane source method uses a spiral heating measurement to apply a short, known and constant
heat input to the sample. The change of the voltage over the coil is correlated with the temperature of the
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spiral which is in direct contact with the sample. Less thermally conducting materials (for instance plastics)
would give a higher temperature at the surface and hence a bigger drop of the voltage over the coil. This drop
of the voltage is used to determine the thermal conductivity and effusivity.

B.2.1. Calibration

The machine is calibrated using a perspex sample which is supplied with the machine. The thermal conduc-
tivity of the sample is measured at room temperature and compared to the reference value provided by the
manufacturer. The value is within the specified range and thus the proper functionality of the machine is
verified.

B.2.2. Measuring procedure

The modified transient plane source method requires, a sample which is sufficiently thick so that no heat
penetrates all the way through the sample and is lost to the surroundings. For metals the required thickness
is around 20[mm)]. Samples of the material from the different liners had to be cut from actual liners and which
were not available with the required thickness. To overcome this issue, multiple samples are cut and stacked
on top of each other to obtain the required thickness. A set of 4 different S355 samples with different amount
of layers and heights were used to verify the stacking method.

Thermal conductivity [W/mK]

$355 - 1x8[mm] 36,8
$355 - 2x8[mm] 38,0
§355 - 3x8[mm] 37,8
S355 - 1x24[mm] 39,0
0 10 20 30 40 50

Thermal conductivity [W/mK]

Figure B.3: Verification of the stacking method by means of 4 different S355 samples with different amount of layers and thickness

As can be seen in Figure B.3 the thermal conductivity of the unstacked sample (1x24[mm]) is the highest, the
samples with 2 and 3 layers come to within 3% of this value which is an acceptable error. For the measure-
ments of the liner materials 3 layers of 8mm] are used. Measurement are done according to the procedure
described below.

1. Stacking If required the sample is stacked using a highly thermal conductive paste between the layers.
2. Cleaning The sensor is cleaned with ethanol to remove any residue from previous measurements.

3. Apply contact agent The contact agent supplied by the manufacturer of the machine is applied on the
sensor and the sample is set on top.

4. Set temperature The temperature of the oven is set to a fixed temperature and allowed to stabilize for
about 1 hour.

5. Measurement The thermal conductivity is measured 10 times.

6. Increase temperature The temperature of the sample is increased and steps 4 and 5 are repeated.

B.2.3. Analysis

An average is taken of the 10 measurements to determine the thermal conductivity and effusivity of the ma-
terial at a specific temperature. Calculation of the specific heat then follows the same procedure as described
in Section B.1.3.






Conduction of heat

C.1. Theoretical background

Conduction is the transfer of internal heat by collisions of particles and the movement of electrons on a mi-
croscopic scale [26]. Conduction is generally homogeneous in all direction of a single material and propor-
tional to the local gradient of the temperature. Thermal conduction is also referred to as diffusion and occurs
spontaneously with only the temperature gradient as the only driving force.

C.2. Analytical approach
The conduction of heat is described by Fourier’s law [1] [26] which is (per unit area) given by:

G=kVT (C.1)
Where ¢ is the heat flux per unit area, k the thermal conductivity and VT the gradient of the temperature. By

integrating Fourier’s equation over a certain area one arrives at the integral form of Fourier’s equation:

Q= kaTdA. (C.2)

Where Q is the total heat flux. Furthermore the first law of thermodynamics states that:

AU=Q-W. (C.3)

In which AU is the change of internal energy in, Q the external heat input on, and W the work done by any
system or body. In other words the first law states that energy is always conserved. For most solids one can
assume a (temperature dependent) value for the specific heat,Cj, , of the material and thus the internal energy
per unit volume of any body is given by:

U=pCpT, (C.4)

this Equation can be rewritten to equate a temperature increase as a function of the change of internal energy
in a system:

AU

AT = ——.
pCp

(C.5)

Inserting Equations C.2 & C.5 in Equation C.3 and assuming that W = 0 a differential equation for the tem-
perature increase as a consequence of eat conduction is found:

dT _k§VTdA

—-— = C.6
dt pCp €6

Which can be rewritten in cylindrical coordinates (useful considering the cylindrical nature of the cone and
liner) following the cylindrical nature of the system considered:
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L0 (,5T), 10 (1), 8 (3T) ¢ 9T o
ror( or) 260\ 60) 62\"52) PP er ‘
Where r, 6 and z represent the cylindrical coordinates. Next the thermal diffusivity, a is introduced as:

oGy .

Finally if one assumes axis symmetry and an infinity long cylinder all derivatives of 8 and z turn zero and
inserts Equation C.8 you find the simplified differential equation for axis symmetric heat conduction:

16(6T)_16T C9)
ror\ 6r) aét’ '
This differential equation can be solved using the method of separation of variables so that we find:
2Ty & ]o (An1) a/12 t
T(rt)=— e, (C.10)

which is based on Bessel functions, J,, and zero’s, 1,, of the n-th order [34]. Now a simplified test geometry
is introduced which can be solved with the equation above. Results from this analytical calculation can later
be used to verify a numerical model. The simplified geometry is shown in Figure C.1

T(0)=0 T(1) = 100

Figure C.1: Setup of the test calculation to verify Analytical method. The setup is based on a cylinder with a radius of 0.2[m], initially at
T =0[°C] everywhere. Then the outer surface temperature is set to T = 100[°C] and the radial temperature distribution is analyzed.

For the verification calculation the test cylinder is chosen to be at a uniform temperature of T = 0[°C] at
t = 0[s]. At any time after that the outer boundary of the system is set to T = 100[°C] and the heating of the
cylinder with respect to the radial coordinate and the time is analyzed. Furthermore for the sake of simplicity
all the properties of the cylinder are assumed to be independent of the temperature.

Two even further simplified methods are first used to get an estimate for the order of magnitude Temper-
atures to be expected. The first method is known as the "Heat penetration theorem” (equation C.11 this
theorem gives the expected depth heat will penetrate (Ax) within a certain time (¢) dependent on the thermal
diffusivity (@) of the material. The heat penetration theorem is intended for application in a semi-infinite
body as in our case the cylinder is heated from two sides, the theorem will only be valid for short time scales
(where there is no interference from heating of the other side).

Ax=Vnat (C.11)

The second simplified method comes from Mills, it gives the expected centerline temperature of an infinitely
long object when the outer surface is set a constant temperature [1]:

T.=T, (1 —Ale_’le"). (C.12)

Here T, is the centerline temperature and T, is the surface temperature of the object. The shape factors
(A; &A1) have to be selected based on the Biot number,
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heL
k ’
and the corresponding shape. For the fixed temperature boundary condition the Biot number is equal to

infinity so that the shape factors are given by Table C.1. This method is only valid for longer timescales where
Fo>0.2,

Bi= (C.13)

_at
=2z
where R is the radius of the cylinder and ¢ the time. In the Figure C.2 it can be seen that at every time the
simplified analytical solutions match the full analytical solution thus providing a good reference case to which
the numerical model can be verified.

Fo (C.149)

Table C.1: Shape factors for Mills long time solution [1]

Shape A Ay

Slab 2.467 1.273
Cylinder 5.784 1.602
Sphere 9.869 2.000
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Figure C.2: The temperature distribution along the r-coordinate of the test calculations is shown at four different moments in time. The
full analytical solution shows a good match with the simplified methods with their ranges of validity.
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Model flowchart
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Figure D.1: High-level flowchart of the numerical heat transfer model. Input and Output is shown in green, processing steps in blue and

choices in red.



Thermal resistance models

Thermal resistance models are used to derive an estimate for the relative thermal effect of a specific com-
ponent or layer. A thermal resistance model works by considering obstruction of the component to the flow
of heat as electrical resistors, placed either in series or in parallel [1]. When several thermal resistances are
positioned in series, for example during conduction through consecutive materials as illustrated in the top of
Figure E.1, the total resistance, R, of the system is calculated as:

Rior = Ra+ Rp, (E.1)

in this specific case, the total resistance (101) is nearly equal to the resistance of resistance A (100) and the
smaller resistance B (1) could be ignored. When the resistances are placed in parallel, as in the bottom of
Figure E.1 for example during conduction and convection from a solid to a liquid, the total resistance is cal-
culated as:

1 RARp
Rior = T, T :RA"'RB. (E.2)
Ra T Rp

The parallel thermal resistance is calculated as 1.01, now resistance A can be ignored

Resistance A Resistance B .
Heat source Heat sink
100 1

Resistance A
100

Heat source Heat sink

Resistance B
1

Il Thermal resistance Il Heat source [l Heat sink

Figure E.1: Schematic of thermal resistance model, top in series and bottom in parallel

For each form of heat transfer the thermal resistance can be calculated. The thermal resistance from conduc-
tion is given by;
R L
cond = 2 A’

in which L is the length over which the heat is transfered, k the thermal conductivity and A the area normal
to the heat transfer. The thermal resistance of conduction is given by;

(E.3)

1 Dy,

— =L E.4
hA Nuk E4)

Reony =

85
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in which £ is the convective heat transfer coefficient, D, the hydraulic diameter and Nu the Nusselt number.
Finally, the thermal resistance due of radiation is given by;

_ea T, - T¢
A T,-T.

in which € is the radiative emissivity, o Stefan-Boltzmanns constant, T}, the high temperature and T, the cold
temperature.

(E.5)

Ryaq
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been removed from the body.
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Figure E2: Design of the cone for the split cone test. The design shows the 3 segments of the cone and the hole for the placement of the

thermocouples.
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Figure G.1: Design of the cone for the thermal cone test, showing the location and depth of the holes for the thermocouples.
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Figure G.2: Design of the liner for the thermal cone test. The liner consists of 3 segments, a single liner, overlap and heavy overlap

section.






Full results thermal cone

H.1. Single liner expansion

Table H.1: Expansion parameters during single liner expansion

Parameter value unit
Peak expansion force 1110 kN
Steady state expansion force 1063 kN
Expansion speed 25.75 mm/s
Temperature increase liner 25.5 °C
Section length 2560 mm
Shortening 128.6 mm
2.500 5.000
2000 4.500
g £ 4000
g 1.500 =
= s
= £ 3500
= =]
Z 1000 =
§ £ 3.000
o] o
200 2.500
0 2.000
200 225 250 275 300 325 200 225 250 275 300 325
Time [s] Time [s]

Figure H.1: Expansion force and cone displacement during single liner expansion

95



96

Full results thermal cone
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Figure H.2: Steady state temperatures inside the cone during single liner expansion
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Figure H.3: Transient temperature development on the outside of the liner during single liner expansion



H.1. Single liner expansion 97

Thermocouple 1-3 Thermocouple 4-6

70 | |start Start |Start Start |Start 70 | |Start Start | Start Start |Start
Ze0 S 60
a [+
— —
Z 50 £ 50
o m
g g
g40 240
£ e
30 I 30 I
20 20
30 50 70 90 110 130 150 170 190 210 230 250 270 30 50 70 90 110 130 150 170 190 210 230 250 270
Time [s] Time [s]
Thermocouple 7-9 Thermocouple 10-12
70 | |Start Start |Start Start |Start 70 | |StartStart |Start Start |Start
S0 S 60
g g
Z 50 Z 50
g g
j=1 =%
= ﬁ% 40 /-"""’””‘
& = /
30 >_x:=-—- 30 n fk
20 = 20 =

30 50 70 90 110 130 150 170 190 210 230 250 270
Time [s]

30 50 70 90 110 130 150 170 190 210 230 250 270
Time [s]

Figure H.4: Results from cone thermocouples 1-12 of the single liner expansion. For each graph the first thermocouple is represented
by the yellow line, the second by the red line and the third by the blue line.
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Figure H.5: Results from cone thermocouples 13-24 of the single liner expansion. For each graph the first thermocouple is represented
by the yellow line, the second by the red line and the third by the blue line.
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Thermocouple 25-27 Thermocouple 28-29

70 Start Start | Start Start  Start 70 Start| Start | Start Start |Start
S0 N
& g
2 50 £ 50
g E
U ]
£ 40 £40
i) )
= =

30 30 —//

20 20

30 50 70 90 110 130 150 170 190 210 230 250 270 30 50 70 90 110 130 150 170 190 210 230 250 270

Time [s] Time [s]

Figure H.6: Results from cone thermocouples 25-29 of the single liner expansion. For each graph the first thermocouple is represented
by the yellow line, the second by the red line and the third by the blue line.

H.2. Overlap expansion

Table H.2: Expansion parameters during overlap expansion

Parameter value unit
Peak expansion force 1892 kN
Steady state expansion force 1692 kN
Expansion speed 26.15 mm/s
Temperature increase liner 18.0 °C
Section length 3000 mm
Shortening 44.14 mm
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Figure H.7: Expansion force and cone displacement during overlap expansion
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Figure H.8: Steady state temperatures inside the cone during overlap expansion
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Figure H.9: Transient temperature development on the outside of the liner during overlap expansion
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Figure H.10: Results from cone thermocouples 1-12 of the overlap expansion. For each graph the first thermocouple is represented by
the yellow line, the second by the red line and the third by the blue line.
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Figure H.11: Results from cone thermocouples 13-24 of the overlap expansion. For each graph the first thermocouple is represented by
the yellow line, the second by the red line and the third by the blue line.
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Figure H.12: Results from cone thermocouples 25-29 of the overlap expansion. For each graph the first thermocouple is represented by
the yellow line, the second by the red line and the third by the blue line.

H.3. Heavy overlap expansion

Table H.3: Expansion parameters during heavy overlap expansion

Parameter value unit
Peak expansion force 2410 kN
Steady state expansion force 2100 kN
Expansion speed 22.55 mm/s
Temperature increase liner 21.1 °C
Section length 2940 mm
Shortening 54.53 mm
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Figure H.13: Expansion force and cone displacement during heavy overlap expansion
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Figure H.14: Steady state temperatures inside the cone during heavy overlap expansion
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Figure H.15: Transient temperature development on the outside of the liner during heavy overlap expansion
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Figure H.16: Results from cone thermocouples 1-12 of the heavy overlap expansion. For each graph the first thermocouple is

represented by the yellow line, the second by the red line and the third by the blue line.
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Figure H.17: Results from cone thermocouples 13-24 of the heavy overlap expansion. For each graph the first thermocouple is

represented by the yellow line, the second by the red line and the third by the blue line.
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Figure H.18: Results from cone thermocouples 25-29 of the heavy overlap expansion. For each graph the first thermocouple is
represented by the yellow line, the second by the red line and the third by the blue line.



Table I.1: Expansion parameters

Base case

Parameter Value Unit

Expansion speed 0.1 =

Down hole temperature 80 °C

Expansion mode Tension -

Cone type 10.2” TAap_3 -

Liner type VM50 OD 9°/g, wall 0.435 inch

Overlap type P110 OD 113/4, wall 0.54 inch
Table I.2: Boundary conditions

Boundary Type Value

Contact Conduction & heat source

Liner North Isolated

Liner East Convective term

Liner West Convective term

Liner South Isolated

Cone East Convection h=954

Cone West Isolated

Cone South Conduction & Convection h=954
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Base case

The simplified dimensions shown in Tables 1.3 to 1.5 are used to model the cone, liner and the overlap liner in

the numerical model.

Table 1.3: Cone dimensions

Dimension Description Value [m]
Tin Cone inner radius 0.0922
TmaxA Front straight section outer radius 0.1092
TeutA Radius reduction at front outer chamfer 0.0050
'maxC Maximum outer radius of the cone 0.1296
TeutE Outer radius at the rear of the cone 0.1073
Ly Length of section A 0.0275
Lp Length of section B 0.0551
Lc Length of section C 0.1720
Lp Length of section D 0.0372
Lg Length of section E 0.0258
Table 1.4: Liner dimensions
Dimension Description Value [m]
Tin Initial liner inner radius 0.11049
t Initial thickness of the liner 0.01105
Length of a casing section 12.192
Table 1.5: Overlap casing dimensions
Dimension Description Value [m]
Tin Initial liner inner radius 0.13551
t Initial thickness of the liner 0.01372
Length of a casing section 12.192



Table J.1: Expansion parameters

Test case

Parameter Value Unit

Expansion speed 0.02 / 0.025 =

Ambient temperature 22 °C

Expansion mode Tension -

Cone type 10.2” TAap_3 -

Liner type VM50 OD 9°/g, wall 0.435 inch

Overlap type P110 OD 113/4, wall 0.54 inch
Table J.2: Boundary conditions

Boundary Type Value

Contact Conduction & heat source

Liner North Isolated

Liner East Convective term

Liner West Convective term

Liner South Isolated

Cone East Isolated

Cone West Isolated

Cone South Isolated
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Test case

The simplified dimensions shown in Tables J.3 to J.5 are used to model the cone, liner and the overlap liner in

the numerical model.

Table J.3: Cone dimensions

Dimension Description Value [m]
Tin Cone inner radius 0.0922
TmaxA Front straight section outer radius 0.1092
TeutA Radius reduction at front outer chamfer 0.0050
'maxC Maximum outer radius of the cone 0.1296
TeutE Outer radius at the rear of the cone 0.1073
Ly Length of section A 0.0275
Lp Length of section B 0.0551
Lc Length of section C 0.1720
Lp Length of section D 0.0372
Lg Length of section E 0.0258
Table J.4: Liner dimensions
Dimension Description Value [m]
Tin Initial liner inner radius 0.11049
t Initial thickness of the liner 0.01105
Length of a casing section 12.192
Table J.5: Overlap casing dimensions
Dimension Description Value [m]
Tin Initial liner inner radius 0.13551
t Initial thickness of the liner 0.01372
Length of a casing section 12.192
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