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I

Abstract

In response to the urgent need for sustainable energy sources to combat climate change, offshore wind
power has emerged as a promising solution. However, the installation process of offshore wind turbines,
particularly the driving of monopile foundations, presents challenges, notably concerning underwater
noise pollution and its environmental impacts. This research studies the efficacy of an alternative ap-
proach to traditional installation methods: the vibratory pile driving, renowned for its minimized noise
impact. It focuses on its effects on the long-term performance of monopiles under cyclic lateral loading,
through numerical simulations. By addressing certain uncertainties, the aim of this work is to contribute
to optimizing offshore wind turbine installation practices and ensuring the stability and performance of
monopile foundations in challenging marine environments.

Two models are integrated and merged to address the previous objectives. The first model simulates
the dynamic behaviour of the soil after vibratory installation effects. Meanwhile, the second model ana-
lyzes monopile response to lateral loading induced by environmental factors like wind and waves. The
OpenSees software is employed for the computation of 3D finite element analyses, and the soil, repre-
sented as dry, initially dense, Karlsruhe fine sand, is modeled using the SANISAND constitutive model,
which relies on the Critical State Soil Mechanics framework, to accurately capture stress and state-
dependent behaviour. Only half of the monopile’s embedment depth is evaluated, due to computational
constraints.

Both the behaviour of the soil after the vibro-installation process and after the lateral loading are evalu-
ated. Significant vertical and radial displacement occurs during pile driving, leading to settlement around
the pile shaft and mudline as soil densify. Horizontal displacement patterns indicate an initial outward
movement followed by lateral drawing-in towards the pile shaft, driven by soil compaction and rearrange-
ment induced by installation vibrations. Notably, post-installation, there is a marked increase in relative
density around the pile shaft, enhancing soil strength and friction, particularly near the pile tip. This
densification, along with changes in mean effective stress, significantly affects soil behaviour and sets
the stage for subsequent lateral loading.

After the lateral loading stage, the influence of installation on pile response becomes apparent. Post-
installation soil conditions profoundly impact lateral displacement patterns, with vibro-installed piles ex-
hibiting larger displacements during initial loading cycles compared to wished-in-place piles. Throughout
lateral loading cycles, localized soil densification and remoulding further influence stiffness and dis-
placement patterns. Notably, the relative density changes reflect these alterations, showing the intricate
interplay between installation effects and lateral loading response. Overall, the results emphasize the
necessity of considering installation processes in predicting pile behaviour accurately.

While this study provides valuable insights into the behaviour of piles in dry sand conditions, it also
underscores several limitations that necessitate further research. Future investigations should address
these limitations to provide more robust insights into the behaviour of offshore wind monopiles and
inform more effective design and installation practices in the renewable energy sector.
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1 | Introduction

1.1 Background and motivation

In recent years, there has been a growing recognition of the pressing necessity to tackle climate change
and reduce greenhouse gas emissions. This recognition has grown due to mounting scientific evidence
revealing the profound impact of climate change on our planet. To address this issue effectively, experts
propose transitioning to sustainable energy sources. The reason for this is that traditional fossil fuels
like coal, oil, and gas, which have served as the main energy sources for many years, are also major
culprits behind greenhouse gas emissions. Therefore, shifting towards sustainable energy sources is
now gaining increasing importance as a crucial step in combating climate change.

As our planet strives towards a more sustainable future to combat the harmful impacts of climate change
and foster a healthier environment for future generations, research indicates that offshore wind power
is one of the most promising and rapidly expanding sources of renewable energy. In fact, by 2020 it
had become one of Europe’s largest form of electricity generation capacity, exhibiting the most rapid
development rate among all energy sources. It had, up to that year, a total installed offshore wind
capacity of 25 GW, equivalent to 5,402 grid-connected wind turbines across 12 countries (Ramírez et
al., 2021). Currently, there is over 30 GW of installed capacity (5,954 functioning turbines), up to date
(“European Offshore Wind Farms Map Public”, 2023), and some analysts project the sector to expand
sixfold globally by 2030 (BNEF, 2018). By harnessing the power of the wind, offshore wind turbines are
capable of generating electricity counting with higher wind speeds and fewer visual and noise impacts
than their onshore counterparts, making them an attractive solution for sustainable energy production
(Sánchez et al., 2019).

The ocean is a formidable and ever-changing environment, and constructing wind farms offshore re-
quires careful consideration of many factors, including the type of foundation used on the offshore wind
turbines (OWTs) and their installation. Such foundation is subjected to a combination of loading (axial
and lateral loading, and bending and torsional moments, all generated by environmental conditions) and
it is responsible for supporting the weight of the wind turbine (O’Kelly & Arshad, 2016). Moreover, it
must be designed to resist and absorb the load cycles of varying direction exerted by the sea and by the
wind. The most commonly used type for OWTs are monopiles (Sunday & Brennan, 2021), especially
in Europe, where more than 80% are founded using this type of piled foundation (“European Offshore
Wind Farms Map Public”, 2023; Ramírez et al., 2020, 2021).

The installation of offshore monopiles is most commonly performed by means of impact hammering
(Merchant, 2019), i.e. by driving the pile into the seabed using a percussive piling hammer to repeatedly
strike its head (typically several thousand times, until reaching the required depth) with an energy of up
to several thousand kilo-joules. As the impact induces a force at the top of the foundation, this causes
a compressional wave propagating along the pile in axial direction, reaching the tip and pushing the pile
into the ground. Despite being a highly sturdy, robust, and effective installation technique (Tsetas et al.,
2023), its primary drawback is the significant noise levels produced during the process of driving the
piles into the seabed. As the compression wave travels along the pile and reaches the tip, it causes the
monopile to undergo radial expansion due to the Poisson’s ratio effect (Achenbach, 1973), resulting in
the generation of high-amplitude pulses of underwater noise (van Rhijn, 2017).

The aforementioned underwater noise produced by the installation process of monopiles offshore is
linked, by scientific evidence, to various detrimental effects on marine mammals, sea turtles, fish, and
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invertebrates, that range from site avoidance to permanent auditory damage (Merchant, 2019; Tsetas
et al., 2023). As a result, many governmental agencies and regulators are enforcing restrictions for
the noise level produced during pile driving and underwater noise pollution and its mitigation measures
have become a prominent concern on the policy agenda. For this reason, there is an increasing interest
in researching the applicability of other techniques and a growing spotlight is being cast on the use of
vibratory driving. This method has been shown to minimize the underwater noise levels and, hence, to
reduce the potential for harm to marine mammals and other marine life, since it leads to lower piling loads
compared to impact hammering. Some research are now focusing on this, such as the GDP project
in The Netherlands, by developing the ’Gentle Driving of Piles’ technique based on the simultaneous
application of low-frequency/axial and high-frequency/torsional vibrations to drive the pile in a "gentler"
manner (Metrikine et al., 2020).

Furthermore, research has shown that the installation of piles affects the state, structure, and properties
of the surrounding soil. Additionally, it has been observed that different installation techniques can yield
varying effects and may have distinct impacts on the pile’s behaviour when the wind turbine is opera-
tional and exposed to subsequent cyclic lateral loads from the offshore environment. These differences
could potentially hinder the turbine’s long-term performance. Unfortunately, when it comes to vibratory
driven piles, the suitability of current foundation design practices for lateral loading remains uncertain,
as these methods have been traditionally studied, developed, and designed based on experience with
impact-driven piles (Staubach et al., 2022). As this novel installation technique is characterized by low
noise levels, short installation times and low costs (Tsetas et al., 2023) it is worth addressing unresolved
questions related to such vibratory post-installation effects to hasten the transition from impact ham-
mering to a gentler installation technique. Since the effects of this installation method on the bearing
capacity and life-time performance of the monopile are still unknown to some extent, further research
is vital for optimizing the process and ensuring the long-term performance and stability of offshore wind
turbines installed with vibro-driving.

1.2 Objectives and Research Questions

Building on the aforementioned motivation, this work presents a numerical investigation into how the
vibratory installation technique affects the lateral response of tubular piles to subsequent cyclic lateral
loading, considering a pile with an outer diameter of D = 0.76 m embedded 8 m into dry, dense sand.
To achieve this, a soil-monopile 3D Finite Element model is developed using non-linear sand modelled
with the Manzari-Dafalias constitutive model. This purpose is accomplished by combining two existing
models: The output loads produced in the pile-soil interface from a model that simulates the vibratory
installation process (Tsetas et al., 2023) are used as an input in a 3D finite-element model that repro-
duces the non-linear cyclic soil behaviour on a long-term, when the pile is subjected to lateral loads
(Kementzetzidis et al., 2019). The latter accounts for the interaction between the foundation and the
surrounding soil. Hence, the main objective of this study is to address the following research question:

"What is the effect of vibratory pile driving on the long-term performance of monopiles installed offshore
and subjected to environmental cyclic loads?"

To achieve such purpose of addressing some uncertainties associated with the OWT’s response during
storms accounting for installation effects, the study centers on the following research sub-questions:

– What are the changes in soil properties and structure during vibratory driving and in the long-term?

– How the initial soil conditions influence and impact the extent of these changes?

This M.Sc. thesis adopts a well-defined and structured approach. The forthcoming chapters (Chapters
2 and 3) delve into and elaborate on the methodology employed to fulfill the study’s objectives, including
details about the model generation, parameters, and variables. Theoretical aspects and concepts are
also included in both chapters to enhance the overall understanding of the project. Chapter 4 presents
the obtained results, providing valuable insights into the performance of monopiles after installation,
under subsequent lateral loading. Lastly, Chapter 5 concludes the thesis by offering a brief overview of
the work and discussing its significant findings.
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2 | Methodology

As previously mentioned, the objective of this research project is to comprehend the impact of vibratory
pile driving on monopile stability and the surrounding soil on a long term. This chapter primarily centers
on providing a concise explanation of the adopted approach to attain this objective and address the
research question.

Conducting this study involves the integration of two separate models: the first model accommodates
vibratory installation effects and is formulated by Tsetas et al. (2023) as a component of a doctoral
program; while the second model assesses soil behaviour under lateral cyclic loading conditions and is
formulated by Kementzetzidis et al. (2019) during his pursuit of a M.Sc. in Geotechnical Engineering,
both at the Technical University of Delft in The Netherlands. The subsequent sections first provide an
overview and theoretical description of the vibratory installation concept, together with its effects, and of
the lateral loading process. Afterwards, descriptions of both models, followed by an explanation of the
procedure used to combine them is presented. Some key aspects of the Finite Element Method are also
discussed, and finally, the tested scenarios in terms of applied loading are outlined.

It is important to note that in this research, the soil modelled is considered dry, despite being intended
for offshore wind applications (where soils are typically water-saturated). This choice and simplification
are primarily due to the fact that numerical analyses involving multi-phase processes are significantly
more complex, computationally intensive, and time-consuming compared to single-phase analyses. The
limitations and advantages of this simplification are discussed in detail in Section 3.2.2 of this report.

2.1 Vibratory Installation of Monopiles

The monopile, one of the most widely utilized offshore foundations (Figure 2.1) due to its ease of installa-
tion, cost-effectiveness, and logistical advantages (O’Kelly & Arshad, 2016), comprises a single circular
hollow pile. Typically deployed in shallow water depths ranging from 20 to 40 meters, this foundation
type is primarily installed into the seabed through large impact hammers or vibratory pile driving, i.e.
vibro-piling. As discussed in the preceding chapter, while the former method is the most widely and
commonly employed, it does possess certain limitations that can be addressed through the employment
of the latter approach.

Figure 2.1: Different types of offshore foundations. (Retrieved from Xie and Lopez-Querol (2021)).



Chapter 2. Methodology 4

While impact driving, as described before, involves using a large hammer to strike the top of the pile and
drive it into the seabed, vibratory driving utilizes the harmonic rotation of eccentric masses, powered
by hydraulic motors, to generate a rapidly alternating sinusoidal vertical force applied to the pile. The
rotation of these weights is such that it counteracts horizontal vibrations, allowing only vertical vibrations
to be transmitted into the pile. This results in a periodic force acting in a single plane and directed toward
the center-line of the shaft (Nedwell et al., 2003), which must overcome the static and dynamic resistance
along the pile shaft and at the tip to penetrate the pile into the ground (Feng & Deschamps, 2000). In
simpler words, when using vibratory pile driving, the consistent upward and downward movement of the
pile diminishes the soil’s shear resistance. This leads to a condition where the soil loses its particle
structure and transforms into a kind of localized liquefied state.

This installation technique offers several advantages compared to impact driving, such as faster driving
of the pile, quieter operations, and easier transportation of the needed equipment. By employing this
method, it becomes possible to drive even extremely large piles and it significantly reduces the amplitude
of underwater noise compared to piles driven by impact. In addition, vibro-piling generates continuous
sound, unlike the more disturbing intermittent sound produced by impact driving, and, overall, it produces
significantly lower piling loads (Feng & Deschamps, 2000).

Nevertheless, impact driving remains preferred for several reasons. Its extensive historical use has
led to the development of reliable estimation and design methods, such as wave equation analyses,
which can accurately predict driving resistance and aid in equipment selection (Massarsch et al., 2021).
Additionally, stress wave measurements can be employed after driving to estimate the bearing capacity
of the pile. In contrast, when it comes to vibratory driving, reliable scientific tools for equipment selection
are lacking, and there is a significant level of uncertainty when assessing the bearing capacity of piles
following vibratory installation (Bosscher et al., 1998).

2.1.1 Installation Effects

The pile installation process leads to significant changes in the primary state parameters of the sur-
rounding sandy soil, causing notable stress and deformation regardless of the installation method. This
introduces a critical source of uncertainty in the analysis and design of pile foundations, as the operation
involved alters the soil’s characteristics and stress-strain states, impacting pile settlement and bearing
capacity.

In a broad sense, while driving the pile, the sandy soil is displaced both vertically and radially to facilitate
the penetration of the pile, compressing the soil around it (Kabeta, 2022). As a result, the final stress
distribution is quite different from the in-situ stress in the free field, as observed in the sketch from
Figure 2.2, retrieved from al-Omari et al. (2017). The aforementioned compression may cause the soil
to compact and become denser (depending on the initial relative density of the soil), which may lead to
increased soil strength and friction along the sides of the pile.

Figure 2.2: Stress distribution after the installation of a pile. (Retrieved from al-Omari et al. (2017)).

As a simplified process, in terms of vibratory installation, while the profile experiences vibratory vertical
movement it transmits shear stresses and shear strains to the adjacent soil laterally. Simultaneously,
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it induces normal soil movement beneath the pile tip (Holeyman, 2002). Certain writers assert that
the base resistance of the pile increments as the number of cycles applied increases, owing to the
compaction of sandy soil near the pile toe. Conversely, the radial stress acting on the shaft decreases
with the number of cycles due to the densification of the sandy soil adjacent to the pile shaft (Kabeta,
2022). Moreover, as the distance between the pile tip and the ground surface increases, there is a
tendency for friction fatigue phenomenon to occur, resulting in a further reduction in radial stress. This
is more pronounced for this pile driving technique due to the induced cyclic shearing (Staubach et al.,
2022).

The effects of vibratory pile driving on dry sandy soils are further evaluated, analyzed, and reported in
subsequent chapters of this report.

2.1.2 Vibratory Installation Model

The process for simulating the vibratory pile installation used in this research, as outlined by Tsetas
et al. (2023), involves a non-linear dynamic pile–soil interaction model where the pile is represented by
a thin cylindrical shell via a semi-analytical finite element approach. It depicts the soil medium as a
layered half-space using the Thin-Layer Method (TLM) coupled with Perfectly Matched Layers (PMLs)
to characterize the underlying half-space. Furthermore, the entire three-dimensional model exhibits
axisymmetry, given the symmetry of all the elements in the model with respect to the vertical axis. The
non-linearity in the model is represented and concentrated at the pile-soil interface region, while the rest
of the soil body exhibits linear elasticity. A schematic of such model is shown in Figure 2.3, where the
application of a dynamic ring load is observed. The model allows for this input excitation to either be
directly applied at the pile head or at a certain component, taking into account the overall interaction
(Tsetas et al., 2023).

Figure 2.3: Model used to simulate the vibratory pile installation process: A pipe pile partially embedded
in a layered soil medium. (Retrieved from Tsetas et al. (2023)).

The authors characterize this approach as a "computationally efficient yet accurate scheme" due to
the comprehensive integration of its elements. Such integration allows it to effectively capture the vi-
bratory installation process’ physical aspects while simultaneously maintaining computational efficiency
and practical relevance in engineering applications. Moreover, its accuracy is supported by a thorough
comparison of the model predictions with pile installation data from field tests and the description of the
pile–soil interaction by a history-dependent frictional interface characterized by real S-CPT measure-
ments (Tsetas et al., 2023).
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2.2 Lateral Loading

In structural analyses, lateral loading refers to the application of horizontal forces on a structure. In the
context of an offshore wind turbine monopile, these lateral forces primarily originate from environmental
factors such as wind and waves.

When designing and evaluating offshore structures, addressing lateral loading is crucial. Estimating
the potential lateral forces is essential to ensure the structure can endure these loads and maintain
stability. Various factors, including wind speed and wave conditions, influence lateral loading. Nowa-
days, advanced modelling and analysis techniques are employed to simulate environmental conditions,
assessing their impact on the monopile’s stability and structural integrity.

The cyclic pressures exerted by these forces on the monopile, displaying variations in both direction
and amplitude, lead to changes in the stiffness of the surrounding soil over time. Additionally, the piles,
being stiff in bending, may undergo rigid body rotation when subjected to such loads. Consequently,
substantial movements occur at the pile base, potentially mobilizing significant resisting base shear
force and moments (Wang et al., 2023). This alters the interaction between the foundation and the soil,
posing challenges for the OWT, and such cumulative effect of irreversible deformation is attributed to
potential failure.

2.2.1 Lateral Loading Model

This model, developed by Kementzetzidis et al. (2019), involves the analysis and understanding of off-
shore wind turbine dynamic interactions with a sandy seabed, using three-dimensional finite element
modelling techniques. It specifically focuses on establishing a connection between how the wind tur-
bine structure responds to the external lateral forces it experiences (like wind and waves), and how the
seabed’s non-linear behaviour affects such response. By employing this approach, the research sur-
passes the limitations of traditional non-3D analysis methods, enabling a more intricate comprehension
of complex interactions between wind turbines, monopile foundations, and sandy soils under dynamic
conditions.

This model is the basis of the current research and is further developed and described in subsequent
sections of this report. The first model, previously described in Section 2.1.2, is not described upon
further, as its output is the primary focus. Delving into the specific intricacies of the vibratory installation
itself is beyond the scope of this thesis.

2.3 Finite Element Methodology

The present study employs the Finite Element Method (FEM) for soil dynamics analyses, a power-
ful and versatile numerical technique for analyzing and simulating complex physical soil phenomena.
This method yields outcomes including displacements, stress and strain distribution, time history, etc.,
needed for understanding the soil behaviour when subjected to external loading.

The focus of soil dynamics lies in understanding the behaviour and response of soil under specific loads.
It involves and deals with analyzing and predicting how soils react to these loads, along with examining
how soil-structure systems respond to them, employing the FEM in this case.

It is important to highlight that the key distinction between static and dynamic analyses lies in the nature
of the load. Dynamic analyses deal with rapidly changing loads, which introduce inertial effects, making
it a time-dependent process. For instance, when a vibratory load is applied to a soil medium, it causes
acceleration, generating inertial forces that are accounted for in this type of analyses. This approach
helps to understand the real-time response of the soil to dynamic loads, even at different frequencies.
In contrast, static analyses assume that loads are applied slowly enough to prevent the generation of
these accelerations, thus failing to capture the time-dependent effects.

Since this research aims to model soil behaviour under cyclic loading, a dynamic analysis is performed.
A static analysis would fail to capture the accumulation of strain from repeated loading cycles, the effects
of repeated loading and unloading, and the evolution of stiffness and strength properties, which are
typically revealed through dynamic analyses.
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The subsequent sub-sections explore and delve into the fundamental principles and applications of FE
analysis, crucial for assessing soil behaviour under dynamic loading. Additionally, some of its critical
aspects are discussed, underlying the mathematical foundations that govern it.

Key factors such as mesh generation, time-step, boundary conditions, and other considerations essential
for FE analysis are highlighted in later chapters.

2.3.1 Governing Equations and Numerical Solution

In the context of soil dynamics problems, the choice of solutions may vary based on whether it is ap-
proached as a one-phase problem or a multi-phase problem. The former solution can be applied to
address the problem in scenarios where the soil is dry, without any fluid in its pores, when it is water-
saturated but exhibits high permeability, or when the load is applied gradually enough to prevent pres-
sure build-up. Conversely, the latter solution is employed in nearly all other cases when the soil is
water-saturated. The present research, which focuses on analyzing dry sand, is treated as a one-phase
problem, and the following section outlines and focuses on its governing equations. The dry soil simpli-
fication is further expanded in Section 3.2.2.

Following the work by Hughes (1987), the so-called strong and weak formulations of the momentum
balance are here adopted as a base to describe the dynamic mechanical response of the soil. Though
a three-dimensional problem is solved on this research, the foundation of the strong formulation lies in
considering a simple case of a one-dimensional embedded bar with a length L, subjected to a dynamic
tension loading σ(t) at x=L. The time-dependent boundary conditions of the problem consist of both
Dirichlet conditions, specifying a fixed displacement at the embedment point (u(0) = 0), and Neumann
conditions at the end of the bar (σ(L) = σ(t)).

The analysis commences with the equation of dynamic equilibrium, which is represented by the one-
dimensional wave propagation equation, together with the equation of strain compatibility and the consti-
tutive relation for elastic behaviour (Equations 2.3.1). The strong formulation represents the equilibrium
equation for such beam under dynamic conditions (Equation 2.3.2) and it is obtained by combining these
three equations to reach a solution for the displacement. Such solution corresponds to a function that is
twice differentiable (in both the whole domain of space and time) (Pisanò, 2022).

∂σ

∂x
= ρ

∂2u

∂t2
ε =

∂u

∂x
σ = Eε (2.3.1)

∂

∂x

(
E
∂u

∂x

)
= ρ

∂2u

∂t2
(2.3.2)

An arbitrary differentiable test function that fulfils the boundary conditions of the original problem is
multiplied on both sides of the strong formulation equation. Owing to this, the weak formulation is
reached (Equation 2.3.3) as a dynamic virtual work principle by integrating by parts. The final solution
for the displacement, only once differentiable, expresses the work carried out by the external forces
applied at the boundary of the bar as a summation of the internal forces (stresses) and the inertial
forces within the bar (acceleration).

σ(t).δu(L) =

∫ L

0

σ.δε dx+

∫ L

0

ρ
∂2u

∂t2
.δu dx (2.3.3)

The preceding method can be extended to three-dimensional one-phase boundary value problems,
employing both the strong (or differential) formulation and the weak (or integral) formulation. Following a
similar approach as described earlier, the strong formulation is obtained by combining the inertial forces
from the dynamic equilibrium equation with the compatibility equation and the constitutive relationship
for linear elasticity, as illustrated in Equation 2.3.4 using tensor notation (Pisanò, 2022). It is worth noting
that the Dirichlet and Neumann conditions are also generalized to three dimensions.

ρüi = σij,j + bi εij =
1

2
(ui,j + uj,i) σij = Dijhkεhk (2.3.4)
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The initial equation encompasses dynamic equilibrium, which accounts for inertial forces, represented
as the divergence of the stress tensor, along with body forces like gravity or other forces acting upon the
body. The subsequent equation, the compatibility equation, expresses strain as a function of the dis-
placement vector. Finally, the third equation establishes the constitutive relationship for linear elasticity,
describing the correlation between stress and strain tensors. All three equations, combined to formulate
the strong solution, are considered within the domain and during the analyzed time interval.

Additionally, the weak formulation, expressed in Equation 2.3.5 in tensor notation, is derived from the
strong formulation following the same path as described earlier: by multiplying, on both sides of the
strong formulation equation, a test function and integrating over the whole spatial domain. Such func-
tion, in this case ωi = δui, must be differentiable and must belong to the same functional space of the
displacement ui (Pisanò, 2022). This procedure provides an equation in which inertial and internal
forces (first and second integrals in Equation 2.3.5, respectively) must be balanced by external forces
(body forces, surface tractions, loads applied on the surface or within the domain, etc).∫

Ω

δuiρüi dΩ+

∫
Ω

δu(i,j)σij dΩ =

∫
Ω

δuibi dΩ+

∫
Γσ

δuiti dΓσ (2.3.5)

The weak formulation is a powerful tool for dealing with certain types of partial differential equations in a
more flexible and mathematically manageable way. It achieves this by integrating the differential equation
by parts and eliminating higher-order derivatives. This "weakening" of the requirement allows for con-
sidering more general functions, as it removes the need for the displacement to be twice-differentiable.
Additionally, in some cases, strong solutions may not exist or might be difficult to find, making weak
solutions a more versatile framework for addressing such situations (Hughes, 1987). In this research,
such weak form of the momentum balance is solved.

2.3.2 Space Discretization and Finite Element Formulation

The weak formulation can be discretized in space using the Standard Galerkin finite element method. To
achieve this, the unknown function and the test function are approximated by employing finite element
spaces, resulting in a system of algebraic equations that can be estimated numerically to obtain the
solution (Hughes, 1987).

The Galerkin finite element formulation poses a spatial domain, Ω, divided into a collection of non-
overlapping elements, Ωe. Every element has nodes in which the unknown function, displacement
u(x) in this case, is approximated using a polynomial approach, involving a linear combination of basis
functions (Equation 2.3.6). These elements are often simple shapes like triangles, quadrilaterals, or
tetrahedra in three dimensions, and this spatial discretization simplifies the problem by transforming it
into a set of interconnected sub-problems.

u(x, t) ≈ N(x) · U(t) ε ≈ B(x) · U(t) (2.3.6)

It is observed from Equation 2.3.6 that the solution in each element is only a function of the vector nodal
variables that depends on time, U(t), and a shape function matrix, N, that provides a depiction of how
the solution is distributed in space. Similarly, for the strain calculation in each element, a compatibility
function matrix, B(x), is introduced. These solutions for displacement and strain can be substituted in the
weak formulation (Equation 2.3.5) to discretize the problem in space by considering each element sep-
arately. Afterwards, the global behaviour of the entire system is determined: the equations established
for each element are combined to form a global system of equations by assembling the contributions
from each one of them into a larger matrix system.

The resulting ordinary differential equation system after the space-discretization for a linear viscoelastic
medium is depicted in the following equation, known as the equation of motion.

MÜ(t) + CU̇(t) +KU(t) = Fext(t) (2.3.7)
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The first term corresponds to the element’s inertia, while the second and third correspond to the soil
internal forces. From which:

M =

Ne∑
1

∫
Ωe

NT ρN dΩ (2.3.8)

C =

Ne∑
1

∫
Ωe

BTV B dΩ (2.3.9)

K =

Ne∑
1

∫
Ωe

BTDB dΩ (2.3.10)

Fext =

Ne∑
1

∫
Ωe

NT b dΩ+

Ne∑
1

∫
Γσe

NT t dΓσe (2.3.11)

Where the elastic stiffness matrix, K, and the viscous physical material damping matrix, C, are assem-
bled once prior to time integration (Pisanò, 2022). Additionally, the internal force term is observed to
be implicitly linked to the global (tangent) stiffness matrix and to the viscous damping, which may arise
either from the constitutive level (viscous soil behaviour) or be introduced through numerical Rayleigh
damping (Zienkiewicz et al., 1999). For this research, the latter approach is employed to account for ma-
terial and numerical dissipation, utilizing damping parameters a and b, and expressing proportionality to
the mass and stiffness matrices in the form of CRayleigh = aM + bK. This is further explored in Section
3.1.

Solving the system of equations together with the boundary conditions of the problem, yields the un-
knowns, in this case displacements, across the entire domain. This is often done numerically using
iterative methods.

2.3.3 Time Integration Schemes

In dynamic finite element analyses, the goal is to obtain a time domain solution for the equation of mo-
tion originating from the weak formulation (Equation 2.3.7) to understand its progression in time. To
achieve this, step-by-step integration methods are used to obtain such solution at discrete time inter-
vals. The crucial aspects of these integration schemes are that they need to be unconditionally stable
for linear problems and that they must hold second-order accuracy and possess algorithmic damping,
simultaneously (Hughes & Hilber, 1978).

Nonetheless, according to Strang and Fix (1973), modes corresponding to medium-to-high frequencies
tend to become increasingly inaccurate in some methods, due to poor spatial discretization and an ab-
sence of algorithmic damping. For example the Newmark method, which is the most widely utilized
integration scheme in geotechnics due to its unconditional stability, results in excessive numerical os-
cillations when higher frequencies are used as input. Besides, even though if numerical dissipation is
introduced into the Newmark scheme the oscillations are damped, the method loses its second-order
accuracy (Kontoe et al., 2008).

As vibro-installation of monopiles is one of the main focus of this research, and it induces high fre-
quencies into the soil, the time integration scheme proposed by Hilber et al. (1977), also known as
the Hilber-Hughes-Taylor Method, is chosen. The primary rationale behind this selection is that the
method possesses a combination of unconditional stability and numerical damping capability for high-
frequency modes in conjunction with second-order accuracy. When compared with other methods
(Wilson-θ method, for example), it is preferred and widely implemented in geotechnical finite element
codes and within the structural dynamics community (Kontoe et al., 2008).

The Hilber-Hughes-Taylor Method, hereafter referred to as the HHT method, is a single-step integration
algorithm derived from the Newmark (1959) method. In the latter, a family of integration formulas that
depend on the parameters γ and β is defined to discretize the displacement and velocity at time tk+1

(Equations 2.3.12 and 2.3.13, respectively). ∆t represents the integration step size, while tk and tk+1

denote two consecutive time intervals (tk+1 = tk+∆t). However, the HHT method introduces a third
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parameter, α, into the equation of motion, resulting in Equation 2.3.14 (Negrut et al., 2007).

u(tk+1) = u(tk) + u̇(tk)∆t+ (
1

2
− β)ü(tk)∆t

2 + βü(tk+1)∆t
2 (2.3.12)

u̇(tk+1) = u̇(tk) + (1− γ)ü(tk)∆t+ γü(tk+1)∆t (2.3.13)

Mü(tk+1) + (1− α)Cu̇(tk+1) + αCu̇(tk) + (1− α)Ku(tk+1) + αKu(tk) = (1− α)Fext(tk+1) + αFext(tk)
(2.3.14)

To ensure the promised stability and accuracy properties of the HHT method, it is essential to select
a value for α within the range of -0.33 to 0 (Hilber et al., 1977). A smaller value results in increased
damping in the numerical solution, whereas setting α=0 leads to a solution without numerical damping
(Negrut et al., 2007). Furthermore, γ and β should be set to γ = 0.5− α and β = (1− α)2/4.

2.3.4 Solution Algorithms

Following the process described earlier, it becomes necessary to employ an iterative solution scheme
for each step increment as, for non-linear problems, the relationship between the stresses and strains
is unknown. The most commonly utilized methodology to achieve the solution of the equation of motion
is the Newton iteration method, also known as the Newton-Raphson method, due to its capabilities and
efficiency compared to other methods (Akram & ul Ann, 2015). This method is an optimization algorithm
aimed at iteratively refining better approximations to locate the roots or zeros of a real-valued function in
a sequential manner.

In a very concise and simple manner for only one variable, the Newton-Raphson method begins with
an initial guess, close to the true root of a function. It then approximates the function and its slope
by a straight line, determined using calculus, and calculates the x-coordinate where this line intersects
the x-axis, providing a more accurate estimate of the root than the initial guess. Further, this process is
repeated iteratively to converge towards the actual root of the non-linear function (Akram & ul Ann, 2015).
Additionally, this algorithm might also be expanded and used for a system of equations with k variables
using the Jacobian matrix instead of the slope used in the simple case. This Jacobian represents the
partial derivatives of each equation with respect to each variable, i.e. it describes how each equation
changes with small changes in the variables.

In this research, the Modified Newton algorithm is employed due to its efficiency in comparison with the
original Newton: in the iterations, the tangent at the initial guess is used instead of the current tangent,
meaning that the Jacobian system is formed only once at the beginning of each step.

All the theoretical information previously presented and described corresponds to the different parame-
ters and conditions set up in the finite element model to run the analyses. Although this whole process
is automatically performed by the OpenSees software, it is important to know the theory behind it to be
able to select the proper and most accurate modelling conditions.

The comprehensive theoretical information discussed earlier serves as the foundation for defining the
various parameters and conditions essential for the finite element model used in the analyses. While
the OpenSees software automates this entire process, understanding the underlying theory is crucial
for selecting the most appropriate and precise modelling conditions, making informed decisions and
ensuring the accuracy and reliability of the simulation results.

2.4 Approach

In order to successfully achieve the comprehensive objectives outlined within this project, the used
strategic approach involves the integration of the two previously described models. The initial phase of
such integration centers around the utilization of the Tsetas et al. (2023) model, which generates data
related to the loads produced within the interface between the monopile and the soil during the process
of vibratory pile installation. These generated loads, obtained as the output of the aforementioned
model, are utilized as the input for the Kementzetzidis et al. (2019) model: they are applied on the
three-dimensional non-linear domain, altering the state of the foundation soil, which, in turn, affects
the monopile’s behaviour after installation; and the monopile is, then, subjected to environmental loads
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(wind, waves) to simulate the lateral loading. By merging these two models, the lateral behaviour of
the monopile and the non-linear vicinity soil is observed and the effects of the installation process are
accounted for.

This exchange of information creates an important link between the two models, helping them work
together to gradually build a complete understanding of how the vibratory installation process affects the
surrounding soil and the overall stability of the offshore wind turbine on a long term. By combining these
models, the process of installing vibratory monopiles and some of the complexities involved regarding
the performance of the offshore foundation are tackled.

The following list outlines the procedure for integrating both models and, consequently, accomplishing
the objectives of this study.

– Once the soil and monopile properties, boundary conditions, model parameters (including algo-
rithm, solver, integrator, and analysis type), time-step size, and mesh geometry (further elaborated
in the upcoming section) are defined, the entire process starts with a gravitational analysis, often
referred to as the soil self-weight stage. At this stage, the numerical model of the soil, devoid
of any structural components, is subjected to its own weight to understand the initial stress state
and how it affects the constitutive behaviour of the soil in subsequent loading stages. To achieve
this, specific displacement conditions are set, ensuring that nodes sharing the same Z-coordinate
are tied in their vertical displacement. This constraint aims to attain a uniform settlement across
the entire mesh. In this instance, this stage is executed in 20 gradual increments, which proves
adequate for obtaining the initial state of stress and strain. This step serves to establish the initial
geostatic stress distribution in the soil.

– After the gravity stage, the loads generated in the pile-soil interface during the vibro-installation
process, obtained as an output from the installation model previously described, are simulated. In
order to produce such loads, Tsetas et al. (2023)’s model uses as input: the shear modulus profile
of the soil, estimated using a constitutive equation (Equation 3.2.4) proposed by Manzari and
Dafalias (1997) and explained in subsequent sections (Section 3.2); the cone resistance profile
with depth, calculated via empirical expressions and correlation factors posed by Jamiolkowski
et al. (2003) (Equation 3.2.9); the geometry and properties of the monopile; the selected damping
conditions; and the soil properties and parameters such as the elastic shear incremental modulus,
the Poisson’s ratio, mass density, initial void ratio and relative density. All these parameters are
further elaborated and explained in Chapter 3.

– Following the completion of the simulation and modelling for vibratory installation, the forces gen-
erated on the shaft as a result of this procedure are extracted and incorporated into the second
model. They are introduced as ring loads aligned with the relevant time-step and mesh discretiza-
tion. These input excitations are allocated to all the nodes encompassing the monopile shaft,
considering both their depth and the corresponding time-step of their occurrence.

– Once these loads are incorporated into the second model and the soil reaction to them is esti-
mated, the elements that originally represented the soil are now replaced by pile elements. This
includes assigning the defined material and properties of the pile to the previously replaced ele-
ments, while preserving the initial FE mesh. Additionally, a fictitious section of the pile is generated
to be able to simulate and apply lateral loads, and its corresponding properties are defined. The
latter corresponds to new elements connected via rigid links to the mudline monopile elements.
In reality, this stage occurs concurrently with the preceding one, but this is the adopted approach
adaptable for the numerical merge of the two models.

– Finally, the monopile undergoes lateral loading, and the cumulative impact of such forces, predom-
inantly from wind and waves, are simplified and depicted by applying them in a designated section
created specifically for this purpose, at the mudline. The excitation is applied solely along the pos-
itive X-direction, mimicking the environmental forces commonly experienced in offshore settings.
Moreover, it is carefully selected so that it complies with the widely accepted methodology for the
Ultimate Limit State (ULS) design limit, i.e. the load is high enough to produce a displacement of
the pile head of at least 10% of the diameter of the monopile. It is also selected as high enough
to cause non-linearity in the soil but slow enough not to cause any inertial effects. This is further
explained in Subsection 2.6.
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– The procedure was intended to be repeated for three vibration frequencies employed for the pile
installation: 16 Hz, 23 Hz, and 30 Hz, to assess their influence on the long-term behaviour of the
monopile and draw comparisons among them. However, due to computational limitations, only
the scenario with a frequency of 30 Hz is examined in the remainder of this thesis. Additionally,
a baseline scenario is incorporated in the analysis for comparison, focusing on lateral loading of
the monopile without considering installation effects, i.e. considering the pile as wished-in-place
(WIP).

2.5 Tested Scenarios

As previously mentioned, three loading case-scenarios of vibratory driving frequencies were going to be
evaluated within the framework of the analysis program of this research, all obtained as an output of the
vibratory installation model described in Section 2.1.2. Nonetheless, due to limited computational and
time resources available, only one of them is presented (vibratory frequency of 30 Hz).

Similarly, modelling the entire pile driving process is challenging considering the high computational
cost. For this reason, only the last four meters of vibratory installation are analyzed, i.e. from 4 m to 8 m
depth, since they are considered to be more critical. This assumes that the first four meters of the pile
are wished-in-place, reducing the driving time to 288.5 seconds of installation. The computational time
to run the vibro-installation model of the entire 8 m pile and obtain the output loads generated in the soil
was around 1 hour.

Additionally, a base case of the more widely used wished-in-place assumption (scenario without any
applied installation load) is included in the numerical study for comparison. A summary of the examined
scenarios is found below.

– Driving force with an amplitude of 522,102 kN and a vibratory driving frequency of 30 Hz. The
active force is active for 337.31 seconds to achieve the installation of the 8 meters monopile. The
loads that are generated with this vibration frequency at the pile-soil interface at the depths of 4.5
m, 6 m, and 7.5 m are depicted in Figures 2.4, 2.5, and 2.6, respectively. In these figures, the first
horizontal line with null values corresponds to the top meters before reaching the evaluated depth
of installation and, as expected, the 4.5 m depth plot (Figure 2.4) starts sensing the loads before
the 6 m depth plot (Figure 2.5) and the 7.5 m plot (Figure 2.6). To the right of these graphs, a
zoom-in of the initial load response at those depths is shown.

– Case without installation loads and featuring exclusively the applied lateral loads (Section 2.6);
employed as a reference point for comparative analysis.

The chosen specification of 30 Hz is a typical value for vibratory drivers used in the industry and the
amplitude displayed in the figures below is distributed uniformly amongst all the nodes situated within
the pile shaft at the shown particular depth.

Figure 2.4: Installation loads produced with a driving frequency of 30 Hz at a depth of 4.5 m.
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Figure 2.5: Installation loads produced with a driving frequency of 30 Hz at a depth of 6 m.

Figure 2.6: Installation loads produced with a driving frequency of 30 Hz at a depth of 7.5 m.

2.6 Applied Lateral Loads

After the installation process is completed and the installation loads, output coming from the model
developed by Tsetas et al. (2023), have been incorporated into the current model as part of the dynamic
analysis, the system experiences the influence of lateral forces, predominantly originating from wind and
waves. To simplify the representation of their cumulative effects, these lateral loads are applied on the
monopile at mudline elevation in the positive X-direction, following the guidelines in Sections 2.4 and
3.3.

The bearing capacity is defined as the load that leads to the ultimate state first, in either direction. Given
the inherent challenges in accurately estimating the true ultimate capacity of a monopile, this research
adopts the practical approach of employing the 10% diameter rule of thumb for pile bearing capacity,
widely accepted as a ULS design. This empirical guideline stipulates that the maximum permissible
displacement of a pile under external lateral loads should typically not exceed 10% of the pile’s diameter.
Consequently, the applied load that results in a 10% diameter displacement is regarded as the ultimate
bearing capacity in this context.

For this reason, and as explained in previous sections, the applied excitation is selected so that it is
high enough to produce a displacement of the pile head of at least 10% of the diameter of the monopile
and to cause non-linearity in the soil, and slow enough not to cause any inertial effect. Initially, the
soil undergoes testing purely under lateral loads, without any installation or additional external forces.
This preliminary assessment aims to determine the theoretical bearing capacity, specifically identifying
the load magnitude that results in a 0.1 times the diameter displacement. For this evaluation, the load
pattern plotted in Figure 2.7 is applied, ensuring a high-enough load to reach the desired displacement
on the first loading cycle.
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Figure 2.7: Load pattern of the initial stage lateral load.

The resulting load-displacement chart for the initial phase to determine the maximum load is depicted in
Figure 2.8, showcasing the application of a maximum load of 3850 kN. Examining the figure, it becomes
evident that the load responsible for generating a displacement of 10% of the diameter (0.076 m) during
the first cycle is 2000 kN. This assessment is performed with the soil and pile characteristics described
in previous sections of this report, but using a smaller mesh due to time constraints.

Figure 2.8: Load - displacement plot of the initial stage lateral load.

Consequently, following the first stage, the chosen lateral load for all the examined vibratory installa-
tion scenarios matches the 2000 kN particular maximum load value. Figure 2.9 showcases this load,
comprising 10 cycles applied over a duration of 346 seconds at a frequency of 0.03 Hz and with an
amplitude of 1000 kN. Its corresponding displacement response can be observed in Figure 2.10. The
lateral loading stage is analyzed with a 0.2 seconds time-step and the same analysis settings selected
for the installation phase. The chosen frequency is slightly lower than the typical frequencies found in
an offshore environment, but it remains close to realistic values.
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Figure 2.9: Load pattern of the lateral load to be applied after the installation stage.

Figure 2.10: Load - displacement plot of the lateral load to be applied after the installation stage.

It is worth highlighting that, as depicted earlier, the load includes a gradual increase from 0 to 1000 kN
at a uniform rate of 80 kN/s (monotonic loading stage), followed by the cyclic loading stage. This specific
loading sequence is deliberately chosen to simulate one-way cyclic loading conditions. Recent research,
including Haiderali et al. (2015), underscores the significance of such loading scenarios. They state
that foundations experience greater challenges and exhibit a higher propensity for cyclic deformations
accumulation when subjected to one-way loading, compared to two-way loading. This bias in loading
direction represents a critical consideration and a more cautious approach in the design and assessment
of foundation systems.



Chapter 3. Model 16

3 | Model

This chapter centers on the introduction and comprehensive explanation of the numerical model that is
utilized, in later stages of this research, for simulating and examining the soil’s response following the
vibro-installation of the pile and the successful installation and lateral loading of the wind turbine. This
model plays a pivotal role in grasping the intricate interplays happening within the soil and is the main
aid to answer the research questions and uses, as a base, the model developed by Kementzetzidis
et al. (2019). Through a thorough delineation of the model’s attributes, assumptions, and capabilities, a
strong groundwork is established for the upcoming sections of this study. The current chapter has been
divided into segments to enhance clarity, addressing aspects such as mesh generation, the types of
elements employed, the soil chosen for modelling, the specific mesh geometry and time-step selected,
the properties and modelling of the monopile, and the boundary conditions.

It is important to emphasize that, as previously stated in this report, the model developed by Tsetas
et al. (2023) is solely used to acquire the soil loads generated during the vibro-driving process. The
researcher has not engaged in utilizing the model for obtaining these loads, as it is beyond the scope
of this MSc. Thesis. Such loads serve as an input for the model generated by Kementzetzidis et al.
(2019). Consequently, the subsequent sections will exclusively focus on describing the latter model,
with no further elaboration on the former.

3.1 General Aspects and Description

The OpenSeesPL pre- and post-processor software is employed on this research to create the three-
dimensional soil mesh. It includes the soil elements as well as those elements that, after the installation
process, correspond to the monopile and the soil inside of it. Subsequently, the 3D model is introduced
for computation into the OpenSees software, using scripts written in the Tcl programming language.
OpenSees (Open System for Earthquake Engineering Simulation) is a package copyrighted by the Uni-
versity of California, Berkeley, that is designed to generate software applications capable of emulating
the behaviour of structural and geotechnical systems under seismic conditions or cyclic loads over-
all. Its main goal is to improve the modelling and computational simulation in earthquake engineering
(OpenSees Official Webpage, 2006) and, due to this enhanced competence, it effectively captures intri-
cate non-linear phenomena and the viscous-plastic behaviour of soils. Due to these factors, it has been
chosen for the numerical analyses in this project.

The Paraview software, which allows the performing of data analysis and user-friendly data visualization,
is adopted throughout the research as a post-processor to track the displacements, stresses, strains,
and other important outcomes of the analyses in the nodes and elements from the model.

The soil continuum and the embedded portion of the monopile are discretised and modelled using one-
phase, low-order, eight-node hexahedral elements (bricks) with physically stabilized single-point integra-
tion, implemented in the OpenSees framework as SSPBrick elements. These elements, formulated as
H1ssp elements by McGann et al. (2015), are chosen for their stabilization scheme, accuracy, increased
computational efficiency, and their enhanced assumed strain field, which makes them devoid of volumet-
ric and shear locking issues. They are configured in three dimensions and three degrees of freedom, as
depicted in Figure 3.1. A depiction of an example of a generic, basic model for the numerical analysis
after the monopile and the wind turbine are in place is shown in Figure 3.2 and every detail related to
the mesh, soil, and monopile is further developed in subsequent sections.
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Figure 3.1: Brick element in OpenSees. (Retrieved from OpenSees Official Webpage (2006)).

Figure 3.2: Example of a soil-monopile system mesh.

Modelling the cyclic behaviour of a monopile and surrounding soil through numerical simulations de-
mands significant computational resources. This is owed to the problem’s substantial size, non-linear
and intricate nature, and the necessity for time integration methods to predict the system’s temporal
evolution (Xie & Lopez-Querol, 2021). Due to this, and because both the geometry and loads exhibit
symmetry, only one-half segment of the model is simulated to enhance the computational efficiency, as
observed in Figure 3.2. The elements are subjected to gravity (-9.81 m/s2) as constant body force in the
global z-direction.

Moreover, within this study, the modelled soil exhibits damping arising from both radiation damping,
which entails the dissipation of waves in an expanding medium, and hysteretic damping, an inherent
material property of the soil (Kementzetzidis et al., 2019). While this intrinsic damping effectively ac-
counts for the influences stemming from vibrations at low frequencies, the analysis incorporates an
extra damping source to accommodate energy dissipation resulting from the high-frequency oscillations
arising from the vibro-installation process: Rayleigh damping. It is introduced into the simulation uni-
formly on the nodes’ degrees of freedom, with the properties shown in Table 3.1. The damping matrix
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updates at every time-step and each node in the model experiences damping forces based on its velocity
and displacement.

Table 3.1: Damping Parameters

Rayleigh damping parameter Value Unit

Damping ratio, ζ 2.0 %

Lower frequency, fi 0.8 Hz

Higher frequency, fj 100.0 Hz

Factor applied to elements mass matrix, αm 1.995 x 10-1 s-1

Factor applied to elements stiffness matrix, αk 6.316 x 10-5 s

The Rayleigh damping ratio, ζ, quantifies the level of damping in the system and provides insights into
how the system’s vibrations decay over time, i.e. it characterizes the rate at which the amplitude of a
damped oscillation decreases (Chopra, 1995). The frequencies, ωi and ωj , correspond to the selected
range of frequencies depicted in Figure 3.3. Further, the constants αm and αk are linked to these
frequencies and the damping ratio of the system via the expressions depicted in Equation 3.1.1. These
coefficients define the damping matrix, C, as shown in Equation 3.1.2, and represent its proportionality
to the mass (M) and stiffness (K ) matrices, dealing with forces generated by velocities of the model and
with forces generated by strain rates of the model, respectively (Ekanayake et al., 2013).

αm = ζ
2ωiωj

ωi + ωj
αk = ζ

2

ωi + ωj
(3.1.1)

CRayleigh = αm ·M + αk ·K (3.1.2)

Typically, the values presented in Table 3.1 are selected based on laboratory tests, aiming to accurately
depict the real behaviour of the soil. However, due to the absence of experimental data in this particular
study, a conservative approach is taken on the selection of these parameters. This involves considering
a wide spectrum of frequencies below the ζ=2% to primarily address the attenuation of low frequencies
resulting from the soil’s self-excitation upon the introduction of loads into the system. Additionally, since
frequencies around 20 Hz are predominantly anticipated from the vibrations induced by the installation
loads, a sufficiently high upper limit frequency (ωj) is chosen to minimize damping effects within the
frequency range of primary interest. Furthermore, this choice, combined with the ζ=2%, is made with
care to prevent excessive damping and overly excessive filtering of certain ground motion components.
Figure 3.3 illustrates ωi and ωj , revealing a lower damping ratio between them and significant damping
at very low frequencies (ω < ωi).

Figure 3.3: Rayleigh damping plot representing the variation of modal damping ratios with natural fre-
quency. (Retrieved from Chopra (1995)).
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All in all, including a 2% Rayleigh damping factor is justified by considering its primary role in damping
out small vibrations. This choice is particularly relevant because larger vibrations are already effectively
dampened by the inherent hysteretic damping characteristics of the constitutive model, as it exhibits a
notable increase as strain amplitudes rise, but becomes negligible at small strains. To ensure a realistic
representation of damping effects at lower strain levels, the incorporation of Rayleigh damping becomes
essential.

The process of discretizing a problem in time and space to apply the finite element method might intro-
duce high-frequency oscillations or instability in the solution which can lead to inaccurate or unrealistic
results. Therefore, numerical damping is sometimes needed, which involves introducing artificial damp-
ing in a way that it effectively dissipates high-frequency energy. Nonetheless, while this can stabilize
the simulation, it can also lead to a loss of accuracy in capturing the true physical behaviour of the soil
response, since it does not represent a physical or real damping mechanism but rather a mathematical
artifact. For this reason, the HHT method is selected as the time integration scheme for this research,
elaborated in Section 2.3.3.

If the time-step chosen is too large or the integration method is not chosen carefully, numerical damping
becomes necessary. As depicted in subsequent sections with a detailed explanation of the time-step
and mesh discretization for this study, this process is carefully and thoroughly carried out. Accordingly, a
low numerical damping is applied. As demonstrated in Section 2.3.3, reducing the value of α intensifies
damping in the numerical solution, while higher α values correspond to reduced numerical damping.
Specifically for this case, α is set to -0.10, γ is set to 0.5 - α = 0.60, and β is set to (1 - α)2/4 = 0.30.

3.2 Soil

The soil used on this study is modelled as Karlsruhe fine sand. To account for both the installation
and post-installation lateral effects, it is imperative to employ a constitutive model capable of accurately
representing the stress and state-dependent behaviour of sand. Thus, the study employs the SANISAND
model (Manzari & Dafalias, 2004). Before stating the soil characteristics, an overview and technical
description of the key concepts, theories, and empirical studies related to the soil constitutive model is
presented to establish a solid foundation and theoretical framework for the research and to provide a
context for the subsequent research findings and discussions.

3.2.1 Soil Constitutive Model

Derived from mechanics, soil constitutive models are fundamental formulations utilized to define and
characterize soil materials. They offer both qualitative and quantitative insights into the mechanical
behaviour of the soil, serving as tools for illustrating the stress-strain relationship based on the soil’s
stress state. Additionally, they enhance the description of the material by highlighting its significant
features.

The behaviour of the soil is influenced and depends on a variety of factors. While tests offer valuable
insights into the behaviour of a specific soil sample under some specific test conditions, they cannot
cover all possible combinations or scenarios. Moreover, conducting numerous tests to account for every
potential combination of characteristics, test set-ups, stress levels, and so on, would be highly unwise
and costly. To overcome this limitation, the use of practical constitutive models allows for quick, cost-
effective, and reasonably accurate predictions of strength variations and deformation properties across
the entire range of relevant stress levels and void ratios. Thus, such models provide a chance to establish
a connection between the experimentally observed behaviour of a certain material and equations that
possess appropriate physical significance.

A computational analysis of offshore wind turbine systems under environmental loads is intricately tied
to the representation of cyclic soil behaviour. In recent years, multiple cyclic soil models have been for-
mulated within different plasticity theories, contributing to a deeper understanding of this phenomenon.
On the development of the present research, the soil is modelled using the Manzari-Dafalias compre-
hensive constitutive model for sands (Manzari & Dafalias, 2004), developed within the Critical State Soil
Mechanics (CSSM) theoretical framework and being fully compatible with its principles. This particular
model is primarily chosen due to its capability to effectively depict the complex non-linear mechanical
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behaviour of soils when subjected to cyclic loading with more simplicity and fewer model parameters
compared to alternative models. Other advantages of using this model are presented in later sections
of this research.

The following sections briefly describe the most important aspects and characteristics of the CSSM
theoretical framework, followed by an overview of the Manzari-Dafalias model, its parameters and its
advantages.

Critical State Soil Mechanics

Critical state soil mechanics is an effective stress framework that postulates the existence of an ’ideal
soil or granular material that flows as a frictional fluid at constant specific volume (ν) when, and only
when, the effective pressure (p’) and axial-deviatoric stress (q) satisfy Equations 3.2.1 and 3.2.2’. The
former determines the magnitude of the deviatoric stress needed to keep such continuous flowing of
the soil, and the latter states that the specific volume occupied by unit volume of flowing particles will
decrease as the logarithm of the effective pressure increases (Schofield & Wroth, 1968). As a summary,
this framework implies that when a soil undergoes continuous deformation, such as shearing, until it
transitions into a flowing state, it reaches a critical condition. In this Critical State, shear deformations
keep occurring for fixed stresses and zero volumetric strain rate (Manzari & Dafalias, 1997). When
coming to such final state, a critical void ratio (ec), independent of the soil’s initial state, is reached as
well as a residual strength after large shear strains.

q =Mp′ (3.2.1)

ν = Γ− λln(p′) (3.2.2)

M represents a stress-ratio and, when Critical State is reached, it is the slope of the CSL in the p’-q space
(critical friction ratio or Critical State stress-ratio in compression). Furthermore, Γ is the parameter that
determines the location of the isotropic normal compression line in the semi-logarithmic compression
plane, ν - ln p’, and portrays a reference state. λ represents the compression index under isotropic
conditions, being the slope of the normal compression line. Both equations are illustrated in the figure
below (Figure 3.4).

Figure 3.4: Representation of the Critical States. (Retrieved from Schofield and Wroth (1968)).

The initial equation (Equation 3.2.1) establishes that the deviatoric stress (q) required to maintain contin-
uous soil flow is the product of a frictional constant (M) and the mean effective stress (p’). It represents
a stress-ratio (M=q/p’). Meanwhile, the second equation (Equation 3.2.2), sometimes known as the nor-
mal compression line (Wood, 1991), asserts that the specific volume occupied by flowing particles per
unit volume (ν = 1+e) experiences a logarithmic reduction as the mean effective stress increases. The
constants M, Γ, and λ, previously described, represent basic soil properties. These equations allow the
definition of a line, or locus, in the void ratio - mean effective stress space (e - ln p’ space), which is
called the Critical State Line (CSL), depicting the Critical State of a given soil. It is worth mentioning that
this state does not indicate or represent a state of failure.

Casagrande (1936) was one of the first noticing that, when subjected to shearing, loose soils contracted
and dense soils dilated until they reached approximately the same void ratio, later defined as the critical
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void ratio. A clear example is observed in sands where, at the Critical State, there is neither contraction
nor dilation during shear deformation. If the sands are in a state looser than the Critical State, shearing
causes contraction. Conversely, if they are in a denser state, shearing leads to dilation. In both sce-
narios, as shearing occurs, the material tends towards its Critical State, and there is no volume change
during subsequent shearing. Such typical material response is visually represented in Figure 3.5: when
a material with an initial state that is denser than critical (point a) is subjected to a drained constant-p
triaxial compression, it contracts (from a to ad’) and, subsequently, dilates until reaching ac’ on the CSL
(e=ec). Under undrained conditions, point a moves first to ad", due to the generation of positive pore
water pressure, which reduces the effective stress and, then, due to a dilative tendency, it reaches the
CSL at point ac".

On the other hand, when the initial state is looser than critical (point b) the response differs. Under
drained constant-p loading, the material contracts and reaches the CSL, without dilation or softening.
As depicted in Figure 3.5, if the state at point b is not significantly looser than critical, the constant-p path
may even cross the CSL and move to a denser point than critical before turning upward and reaching
the CSL again. A similar scenario is observed for the undrained path.

Furthermore, Been and Jefferies (1985) introduced the State Parameter ψ as part of the CSSM frame-
work, which is widely used for soil characterization and plays an important role as a controlling parameter
in many soil models based on this principle. This parameter was defined to account for effective con-
finement stress levels and void ratio effects on the sand response (Been & Jefferies, 1985) and it is
characterized as the deviation in void ratio from the soil’s end state (Critical State) under the current
mean effective stress (Equation 3.2.3). For the previous sand example, as shown in Figure 3.5, when
the State Parameter is higher than zero (ψ>0), the sand is in a looser than Critical State. Contrariwise,
when the State Parameter is lower than zero (ψ<0), it is in a denser than Critical State. The situation
ψ=0 means that the material is already at Critical State.

ψ = e− ec (3.2.3)

Figure 3.5: Schematic illustration of drained and undrained paths in an e, ln(p) space for a state denser
than critical (point a) and looser than critical (point b). (Retrieved from Manzari and Dafalias (1997)).

The main parameters that are needed when employing the CSSM framework are the effective friction
angle, ϕ’, the compression index in one-dimensional compression, Cc (or the compression index in
isotropic compression, λ), and the swelling index in one-dimensional compression, Cs (or the isotropic
swelling index, κ, for unloading/reloading cases). It should be noted that the Critical State concept is
primarily developed using reconstituted or remolded soil samples, which may not accurately represent
the effects of factors such as cementation.

Many of the advanced soil models rely on the Critical State Soil Mechanics theory, such as the Cam-Clay
model, which uses it as a core and main basis; NorSand; PM4Sand; Hypoplasticity; or Manzari-Dafalias
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bounding surface plasticity model, which will be used in this research and explained in the following
section.

Manzari-Dafalias Constitutive Model

The current study uses the bounding surface plasticity and critical state model proposed by Manzari and
Dafalias (2004), which builds upon their earlier research (Manzari & Dafalias, 1997). The latter model
has been further expanded to incorporate the effect of fabric changes in sand during shear loading, since
it was not able to appropriately model the effective pressure reduction under continuing undrained cyclic
loading conditions. It has been considered as the soil constitutive model for this research to involve
fewer model parameters, for efficacy and for simplicity.

The Manzari-Dafalias model (2004), hereafter referred to as SANISAND, implements the CSSM con-
cepts and it is a comprehensive multi-axial constitutive model that simulates stress-strain behaviour of
sands under both monotonic and cyclic loads, considering drained and undrained conditions. It uses a
two-surface formulation of plasticity coupled with the state parameter, ψ, making an explicit use of it. The
former takes place in the deviatoric stress-ratio space, the latter is used to define the peak and dilatancy
stress-ratios of sand (Manzari & Dafalias, 1997) and they are linked together relating the bounding and
dilatancy stress-ratios to the critical stress-ratio by means of ψ. A proposed peak stress-ratio surface
is selected as a bounding surface and at ψ=0 both peak and dilatancy stress-ratios becomes critical.
Such linkage enables the model to simulate the effects of both hardening and softening, as well as the
changes in volume or development of pore water pressure in sand, at various densities and confining
pressures. This also allows to employ a unique set of constants or model parameters for a specific type
of sand in these simulations, independent of soil density and confining pressure values.

Within the general stress space, there are two distinct surfaces, the bounding surface and the dilatancy
surface, as well as a critical surface (coming from the CSSM model). The bounding surface (M b), used
to simulate the (kinematic) hardening and softening behaviour along with the translating yield surface,
represents the limit of the material’s strength under various stress conditions and defines the maximum
stress levels that the material can withstand before undergoing irreversible deformation or failure. It also
allows to model reverse and cyclic loading response simulations (Kementzetzidis et al., 2019). On the
other hand, the phase transformation or dilatancy surface (Md) describes the material’s tendency to
dilate or expand in response to changes in stress. It characterizes the volumetric response and pore
pressure development of the material under different states of confinement and density, allowing for the
simulation of denser or looser states compared to the Critical State. The position of these surfaces
depend on the current value of the state parameter ψ (Roy et al., 2020) and they are depicted in Figure
3.6a, as lines, in the triaxial space and in Figure 3.6b in the stress space.

When the stress-ratio (η=q/p) is above the dilatancy line in Figure 3.6a, dilation occurs, while if it is above
the Critical State line and, at the same time, ψ>0, the soil contracts. Furthermore, this constitutive model
postulates the existence of an open wedge-type yield surface in the triaxial space q, p (shaded area in
Figure 3.6a), that will move together with the stress-ratio in a typical stress path and that, interacting
simultaneously with the previously described surfaces, will aid in the understanding of the behaviour of
sands. Such surface is added to delineate the start of the plastic strain region and, from it, it is clear
that no deviatoric plastic deformation or volume strains occur if q and p increase at constant stress-ratio
(dη=0) (Roy et al., 2020). If the stress level is within the current yield surface, the soil behaves elastically,
i.e. behaviour being controlled by the elastic shear modulus (G) and bulk modulus (K), quantities that
are stress level and density dependent (Roy et al., 2020). This could result in unrealistic results for pile
driving because it assumes that the soil behaves elastically until it reaches such surface, whereas soils
might exhibit non-linear behaviour in cyclic loading prior to approaching this point, specifically in the pile
vicinity.

Furthermore, the model does not present a closing ’cap’ at increasing p, since that would complicate
the formulation significantly and it would not add considerable gain in the results when sands are being
modelled (Manzari & Dafalias, 1997). The yield surface appears as a circular cone in the multiaxial
stress space, with its apex at the origin, and it is circular in the deviatoric stress-ratio plane, as observed
in Figure 3.6b.
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(a) Schematic of the yield, critical, dilatancy, and bounding
lines in q, p space. (Retrieved from Manzari and Dafalias

(2004)).

(b) Schematic of the stress-ratio π-plane of the
yield, bounding, critical and dilatancy surfaces.
(Retrieved from Manzari and Dafalias (1997)).

Figure 3.6: Manzari-Dafalias (1977, 2004) model surfaces

In addition, Manzari and Dafalias (2004) implemented some adjustments to the original model pro-
posed by Manzari and Dafalias (1997). One significant modification involved incorporating the effect of
a change in fabric of non-cohesive soils, which gives a realistic description of the soil response during
reverse incremental and cyclic loading. This key addition was the inclusion of a fabric-dilatancy tensor,
denoted as z, whose evolution during the dilative phase of shearing accounts macroscopically for the
change and enables an improved contractile response when the loading is reversed following a phase
that induces dilatancy. Thus, in this new version of the model, the dilatancy is made to depend on such
tensor.

Constitutive Model Parameters

The SANISAND model uses constants such as the dimensionless modulus, G0, and the Poisson’s ratio,
ν, to describe the pressure and density - dependency of the shear modulus, defining a hypoelastic
response, i.e. G and K are considered functions of p and current void ratio, as observed in Equations
3.2.4 and 3.2.5. patm represents the atmospheric pressure, ν is the Poisson’s ratio and G0 is the elastic
material constant.

G = G0patm
(2.97− e)2

1 + e

(
p

patm

) 1
2

(3.2.4)

K =
2(1 + ν)

3(1− 2ν)G
(3.2.5)

Moreover, the kinematic yield surface cone’s size and, hence, the size of the elastic domain, is regu-
lated by the parameter m (observed in the shaded area in Figure 3.6a), a stress-ratio quantity that is
selected to be small in order to induce plastic strain nearly instantaneously upon the initiation of shearing
(Ramirez et al., 2018). Further, as previously mentioned, the Critical State surface is defined in the q -
p’ space by the Critical State stress-ratio in triaxial compression, M, shown as a straight line in Figure
3.6a, and the ratio of Critical State stress-ratio in extension and compression, c. In the p’ - e space, it
is defined by the state line constants λc and ξ, and by the void ratio at pc = 0, e0, as shown in Equation
3.2.6 (suggested by Li and Wang (1998)).

ec = e0 − λc

(
pc
patm

)ξ

(3.2.6)

The constitutive parameters h0, ch, and nb define the plastic modulus, Kp, which plays a crucial role in
determining how the soil’s state changes in response to strain and, hence, controls the model’s harden-
ing and softening behaviour in the deviatoric space (Ramirez et al., 2018; Roy et al., 2020). The main
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factor that determines the value of Kp is the distance between the current stress state of the material
and the bounding surface. On the same note, the amount of incremental plastic volumetric strains is
proportional to the distance between the current stress-ratio and its corresponding projection on the di-
latancy surface, as described by Rowe’s dilatancy theory, i.e. if the stress state is higher, lower or equal
to the dilatancy surface, a contractant, dilatant or zero volumetric rate response is obtained, respectively
(Rowe, 1962). This is affected by the constitutive parameter nd, which is a positive material constant that
plays a role in determining the mobilized stress-ratio at phase transformation (dilatancy stress-ratio), and
by the constitutive parameter that portrays the aforementioned proportionality and influences the rate of
dilatancy, A0. Manzari and Dafalias (2004) describes the latter as a positive quantity that is a function of
the state.

Moreover, and as previously described, Manzari and Dafalias (2004) introduced a noteworthy addition
to their earlier research, incorporating a symmetric second order fabric dilatancy tensor (z) into the
updated model. This change was carried out mainly to account for the influence of fabric changes during
sand’s dilatation-contraction behaviour. The evolution of this tensor is regulated by two newly introduced
parameters, cz and zmax. The former is described as the main controller of the pace of evolution of z,
and the latter the maximum value that z can attain.

Table 3.2 presents a summary of the parameters associated with the SANISAND constitutive model
(2004). It is observed that it consists of a total of 15 parameters, from which M, c, λc, ξ, and e0, are
mainly used to describe the position of the Critical State line; G0, ν and m mainly influence the elastic
behaviour; and h0, ch, nb, A0, and nd influence the plastic and dilatancy behaviour. The fabric parameters
zmax and cz play a key role in modifying dilatancy. The determination of most of all these parameters is
based ideally in triaxial drained and undrained tests (static and cyclic) over a range of relative densities
and confining stresses (Kementzetzidis et al., 2019).

Table 3.2: SANISAND Model Parameters

Model Constant Variable Description

Elasticity G0 Dimensionless shear modulus constant

ν Poisson’s ratio

Critical State M Critical State stress-ratio in triaxial compression

c Ratio of Critical State stress-ratio in extension and
compression

λc State line constant

e0 Void ratio at p=0

ξ State line constant

Yield Surface m Constant that determines the size of the yield contour
(size of the elastic domain)

Plastic Modulus h0 Scalar parameter

ch Scalar parameter

nb Positive material constant that influences the
bounding stress-ratio

Dilatancy A0 Dilatancy constant

nd Positive material constant that influences the dilatancy
stress-ratio

Fabric Dilatancy Tensor zmax Maximum value that z can attain

cz Controller of the pace of evolution of z
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Possibilities and advantages of using the SANISAND model

Compared to other constitutive models, the SANISAND model sets itself apart and stands out by
uniquely integrating several advantages. While such advantages are found individually in other mod-
els, this model excels in bringing them together. Some of these noteworthy advantages include:

– It is capable of capturing the complex non-linear stress-strain behaviour of soils under various
loading conditions.

– The model is based on Critical State soil mechanics. This is possibly its most attractive feature
due to the simplicity and well-established framework of the Critical State theory for describing the
mechanical behaviour of soils.

– The simplicity of the mathematical formulation and the number of parameters involved in the defi-
nition of its yield surface results in simple general constitutive equations. Furthermore, the model’s
numerical efficiency is high because it only needs to update the yield surface due to kinematic
and isotropic hardening. The remaining surfaces are entirely determined by the value of the state
parameter, ψ.

– The need for accurate soil constitutive models to predict soil behaviour often leads to complex
models with numerous parameters, some of which may even lack clear physical interpretation.
In contrast, SANISAND utilizes a small number of parameters, with a calibration comparatively
straightforward when compared to other models.

– The fact that the dilatancy and the peak-stress ratio depend on the state parameter unifies the
constitutive description of sandy soils. This allows to define a specific set of model constants for
a particular type of sand, which remains consistent regardless of variations in soil density or the
applied pressure.

– The next step is solely determined by the current state of the model, without requiring any usage
of memory or recollection of past stress reversal points or accumulated strain measures.

– According to Manzari and Dafalias (1997), the SANISAND model can attain equivalent outcomes
to multi-surface models while requiring significantly less computational effort. Moreover, it encom-
passes extra attributes, such as softening and zero dilatancy at Critical State.

– Due to the addition of an evolving fabric-dilatancy tensor that is able to model the fabric changes in
the soil, it is widely used to simulate the effective stress reduction under undrained cyclic loading
which gives a realistic description of soil response in reverse loading.

– On the same note, due to this fabric-dilatancy tensor, the model is able to capture different cyclic
loading phenomena, such as liquefaction in saturated sands. This is essential for assessing the
seismic stability of structures on sandy soils.

The SANISAND model, which incorporates a wedge-type open yield surface, is not able to capture the
oedometric behaviour accurately, according to some studies carried out by Wichtmann et al. (2019).
They declare that in order to account for a correct assessment of the volumetric behaviour under oe-
dometric conditions, or for cases where the settlement is of interest, the yield surface shape should be
reformulated. Moreover, it is stated on their analyses that the SANISAND model does not perform opti-
mally under monotonic conditions. Nonetheless, as the scope of this research encompasses only cyclic
loads, the SANISAND model is considered as the preferred choice.

3.2.2 Evaluated Soil

As previously mentioned and described, the soil for this study is modelled as Karlsruhe fine sand, dry,
employing the SANISAND model (Manzari & Dafalias, 2004). The parameters specific to this sand
and those utilized in the research are sourced in Table 3.3. The determination of these parameter
values for this particular sand involved laboratory experiments and subsequent calibration conducted by
Wichtmann et al. (2019). The authors outline the calibration procedure as follows:

– The Critical State parameters, e0, λ, and ξ were derived from data obtained from numerous
undrained monotonic triaxial tests conducted on Karlsruhe fine sand, encompassing variations
in initial relative density and mean effective stress.
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– The values of Mc, Me, and consequently, c, were extracted from the slope of the final phase of
effective stress paths observed in undrained monotonic triaxial tests. Specifically, these values
were determined using the Mohr-Coulomb relations, and a critical friction angle of φc = 33.1º, in
conjunction with the expression Me = 6 sin φc / (3 + sin φc).

– The value for the m parameter was adopted from the work of Manzari and Dafalias (2004) in order
to ensure an accurate representation of the small-strain response.

– According to Wichtmann et al. (2019) in their calibration process for the SANISAND parameters
of the Karlsruhe fine sand, the shear modulus coefficient, G0, was selected to achieve a realistic
estimation of the initial stiffness in drained monotonic triaxial tests. Moreover, it was subsequently
slightly adjusted based on cyclic tests to achieve a better reproduction of stiffness.

– To approximate the experimental data for oedometric stiffness, this type of sand required a consid-
erably low and unrealistic value for the Poisson’s ratio.

– h0 and ch were adjusted iteratively to achieve the closest possible match between the stress-strain
relationship q(ε1) obtained from simulated results and that measured in drained monotonic triaxial
tests. Likewise, nb was adopted to replicate the peak deviatoric stresses measured in these tests,
while nd and A0 were chosen to reproduce the volumetric response εv(ε1) in the best possible
manner.

– Lastly, the fabric-related parameters zmax and cz were chosen to emulate the cyclic mobility effect
observed in one of the performed undrained cyclic triaxial tests.

The comprehensive explanation of the meanings for each of the parameters in Table 3.3 is located in
the Section 3.2.1 of this report.

Table 3.3: Material parameters of the SANISAND model for Karlsruhe fine sand (Wichtmann et al., 2019)

Parameter Value Unit Laboratory test used for calibration

e0 1.103 − Critical State line in e-p space

λ 0.122 − Critical State line in e-p space

ξ 0.205 − Critical State line in e-p space

Mc 1.34 − Undrained monotonic triaxial test

c 0.70 − Undrained monotonic triaxial test

m 0.05 − −
G0 150.00 − Drained monotonic triaxial test and undrained cyclic triaxial test

ν 0.05 − Oedometric test

h0 10.50 − Drained monotonic triaxial test and undrained cyclic triaxial test

ch 0.75 − Drained monotonic triaxial test

nb 1.20 − Drained monotonic triaxial test

A0 0.90 − Drained monotonic triaxial test

nd 2.00 − Drained monotonic triaxial test

zmax 20.00 − Undrained cyclic triaxial test

cz 10,000 − Undrained cyclic triaxial test

As briefly mentioned earlier, in this analysis the soil medium is modelled as dry for simplicity, making
computations and calculations easier and reducing the number of parameters needed. However, this
study focuses on offshore wind applications, which involve water-saturated conditions. Saturated soils
exhibit different long-term behaviour compared to dry soils, leading to performance issues not predicted
by the models studying the latter. This discrepancy arises because such models do not account for
excess pore pressure generation, consolidation, liquefaction potential, or the different responses under
cyclic loading conditions.
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Nonetheless, studying soil and monopile behaviour under dry conditions can still provide valuable in-
sights that can aid in understanding pile installation in offshore environments. These studies provide a
foundational and preliminary understanding:

– Studying the interaction between monopiles and dry soil helps establish fundamental principles
and mechanisms such as stress distribution or pile deflection under different loads. These princi-
ples are also applicable to saturated conditions, though modified by factors like pore pressure.

– Understanding how a dry soil reacts to different loads can provide initial insights into how the
monopile might behave under similar loading conditions in saturated soils. The qualitative be-
haviour (stress concentration zones, deformations) will have similarities, even if the quantitative
aspects differ.

– Observations from dry soil studies can serve as a benchmark for validating more complex models
that include saturation effects. They can even serve as a starting point for building the whole infras-
tructure for more complicated numerical analyses in the future, i.e. with saturated soil analyses.
Further, different parameters can be compared against saturated conditions to identify the most
critical factors influenced by such saturation.

– In some scenarios, dry soils have a higher shear strength when compared to saturated soil, po-
tentially providing a conservative upper bound.

On another note, the analyses center on initially dense soil conditions, specifically with a relative density
of DR = 80%, as the primary emphasis is placed on dense soil states, which are frequently more relevant
in the offshore environment. The initial void ratio of the soil is e = 0.76, linked and consistent with the
initial relative density. Further, the soil mass density is ρs = 1.60 g/cm3. These soil properties and initial
conditions are summarized in Table 3.4.

Table 3.4: Soil properties and initial conditions

Initial relative density, DR Initial void ratio, e emin emax Soil mass density, ρs
% − − − g/cm3

80.0 0.76 0.67 1.10 1.60

Given the research’s primary objective, it is crucial to highlight Equation 3.2.7. This equation forms the
fundamental basis for calculating relative density at each examined time-step, which is critical since it
affects the foundation’s ability to resist such lateral forces. Understanding the variability of this parameter
in these type of analyses bears paramount importance: relative density has a significant effect on safe
bearing capacity of sandy soils and, in general, on how the foundation soil behaves under different
loading scenarios.

It is expressed in terms of void ratio and, specifically, it is defined as the ratio of the difference in void ra-
tios of a cohesionless soil in its loosest state (emax) and its natural state (e) to the difference between the
void ratio in its loosest state and its densest state (emin). Equation 3.2.8, (Upadhyaya, 2005) illustrates
the relationship between the void ratio and its corresponding plastic volumetric strain. The relative den-
sity is obtained by the combination of these two expressions, being the plastic volumetric strain derived
as an output of the FE analyses.

RD =
emax − e

emax − emin
(3.2.7)

dεv = − de

1 + ei
(3.2.8)

Furthermore, the maximum and minimum void ratios for the Karlsruhe sand were established through
standardized laboratory tests on minimum and maximum density, conducted by the research team that
also calibrated the SANISAND parameters specific to this sand type. They are documented in Wicht-
mann et al. (2019) and shown on Table 3.4.
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Using the specified parameters and the formulation introduced by Manzari and Dafalias (2004) for the
SANISAND material, shown in Equation 3.2.4, the initial depth evolution of the shear modulus within the
examined soil is plotted. Concurrently, the cone resistance’s (qc) variation with depth is also plotted. The
latter is derived from an empirical equation for evaluating geotechnical properties of sands, put forth by
Jamiolkowski et al. (2003) and shown below in Equation 3.2.9. It employs the relative density, vertical
effective stress, and certain empirical correlation factors as input parameters. Both depth profiles are
illustrated in Figure 3.7), they are used as one of the intakes for the vibratory-piling model and, hence,
to obtain the loads generated by this installation procedure.

qc = Copa · (σ′/pa)
C1 · exp(C2DR) (3.2.9)

qc corresponds to the penetration resistance of a cone penetration test, DR is the relative density of
the soil as decimal, σ’ refers to an initial effective geostatic stress, pa represents the atmospheric pres-
sure expressed in the same unit system of stress and penetration resistance, and Co, C1, and C2 are
non-dimensional empirical correlation factors that, after some experimental fittings performed by Jami-
olkowski et al. (2003) for similar sands, were determined to be 17.68, 0.50 and 3.10, respectively.

Figure 3.7: Evolution of certain soil parameters with the depth. Left: G profile vs depth. Right: qc profile
vs depth.

3.3 Monopile

In addition to the soil conditions detailed earlier, the model features a 762 mm outer diameter, 15.9 mm
thickness steel pipe monopile driven 8 m into the Karlsruhe homogeneous fine sand. As highlighted
before, the modelling approach for this offshore foundation employs 8-node hexahedral SSPBrick ele-
ments, which effectively eliminate shear locking. This feature permits users to adopt a coarser mesh,
enhancing accuracy when dealing with problems primarily influenced by bending forces, as is the case
in this particular study (McGann et al., 2015). The pile is represented in the simulation as a linear-elastic
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isotropic three-dimensional hollow solid structure, utilizing the linear-elastic characteristics of steel out-
lined in Table 3.5. Given its considerably higher stiffness compared to the adjacent soil, the likelihood of
the pile undergoing excessive strains beyond its yield threshold is minimal.

Table 3.5: Monopile properties

Property Value Unit

Outer diameter, Do 0.7620 m

Inner diameter, Di 0.7302 m

Thickness, t 0.0159 m

Embedment length, L 8.0 m

Young Modulus, E 210.0 GPa

Poisson’s ratio, ν 0.3 −
Mass density, ρp 7.85 g/cm3

Section Circular −

On the other hand, after the installation of the monopile is carried out, some theoretical elements are
integrated at the mudline to accommodate the application of lateral loads stemming from the offshore
environment, as described in Section 2.4. They are included at the pile nodes at the mudline. It is
modelled and simulated adding linear-elastic beam elements, connected to the the monopile head via
rigid links at the mudline (z=0). These elements are introduced into the model exclusively during the
lateral loading test (i.e. environmental loads), conducted subsequent to the monopile installation. They
are incorporated in three dimensions and feature six degrees of freedom, which allows them to effec-
tively respond to three-dimensional loads, providing both moment and torsion reactions across all three
directions.

In what regards to the soil-pile interface, the intention was to create a simple and straightforward repre-
sentation of the interaction between the soil and the pile. This was planned to be achieved by incorpo-
rating elements that depict degraded soil in the vicinity of the monopile, represented by a weaker and
more deformable soil material. However, because of time constraints and difficulties in achieving model
convergence while attempting to incorporate these elements, such simulation of the interface has not
been implemented, and it stands as a recommendation for future studies in this area.

3.4 Boundary Conditions

In the realm of dynamic calculations, the correct selection of boundary conditions holds paramount im-
portance in simulating real-world scenarios with accuracy, owing to the potential impact of wave reflec-
tion at these boundaries on the resultant outcomes of the analyses. To mirror the physical environment,
a combination of displacement boundary conditions has been meticulously applied.

First, the model requires the symmetric boundary condition (symmetry with respect to the y=0 plane)
to be applied to both pile and soil elements, which means that any displacement in the -Y direction for
all nodes contained in such symmetrical plane is prevented, i.e. a constraint condition of zero normal
displacement is applied there. Furthermore, the nodes at the bottom of the soil layer (with a z = min(z)
coordinate) are subjected to roller constraints, enabling movement along the X and Y directions, but
restricting any vertical displacement; to reproduce underlying rigid rock conditions. Conversely, the
surface of the soil layer is completely unrestricted in its movement across all three dimensions. The
system is initially at rest (zero initial velocities and accelerations).

Moreover, when an infinite domain is modelled by finite discrete subdomains, waves exhibit a tendency
to reflect upon encountering the finite boundary of the mesh. This phenomenon subsequently exerts
a substantial impact on the overall system’s response (Kim, 2014). For this reason, the dissipation of
vibrational energy at the periphery of the model is simulated integrating artificial absorbing boundary ele-
ments called dashpots, or viscous dampers, into the outermost nodes. They operate in conjunction with
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the existing constraints, facilitating the controlled absorption of energy in the boundaries during dynamic
loading and interactions, annihilating such effect of the reflected waves caused by the discretization of
the infinite domain. Further, these dashpots are modelled in OpenSees by creating external nodes on
the outer nodes of the mesh, with three degrees of freedom, and generating zero-length elements with
viscous material properties. The nodes subjected to these dashpots showcase a resistive response,
effectively emulating damping effects and avoiding that the vibrations reaching these nodes return to the
source as artificial disturbances to the real vibrations. This approach is employed since it has demon-
strated considerable effectiveness and accuracy in specific research, as detailed in the study by Kim
(2014). Additionally, Ong et al. (n.d.) suggests that it is used as a means to minimize the size of the finite
element domain.

If during the simulation, for example, lateral stress increases, it typically leads to an increase in the
deformation and motion of the soil mesh. The relative velocities at the nodes where dashpots are
connected change and dashpots respond to this velocity changes by generating damping forces that
oppose such motion. This opposition leads to energy dissipation, which helps in stabilizing the system
and reducing the amplitude of vibrations even for situations in which the lateral stress is changing.

An overview of the boundary conditions is illustrated in Figure 3.8, showcasing the restricted vertical dis-
placement at the lower nodes, the unrestricted upper surface, and the lateral dashpots. The visualization
is presented in a two-dimensional representation, focusing on the X-Z plane for clarity; however, these
conditions are extrapolated in the simulated model to also encompass the three-dimensional plane (Y-
plane). It is important to highlight, as depicted in the Figure, that the use of viscous dampers is limited to
the lateral boundaries of the mesh. Meanwhile, at the bottom, displacement is solely restricted vertically,
simulating an interface with the bedrock. This choice is related to the fact that the selected mesh depth
is sufficiently deep, causing the compression waves to almost entirely dissipate before reaching this
boundary. This is explained further in Section 3.5 in which the mesh sensitivity analysis is described.

Figure 3.8: Boundary conditions of the problem in 2-D for clarity.

Although the roller boundaries at the bottom of the mesh suggest that compression waves might reflect
back, the effects of plasticity, damping, and an appropriately sized mesh in the Z direction reduce this
likelihood, as the waves are attenuated before reaching the bottom.

3.5 Sensitivity Analysis

The reliability and fidelity of a numerical simulation are intricately tied to the discretization parameters
employed within the simulation. The two main parameters that significantly influence and control its
accuracy and computational efficiency are the time-step and the mesh size and geometry (Jeremić et
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al., 2009). The former dictates the temporal resolution of the simulation, affecting how well the dynamic
behaviour of the system is captured over time. Further, the latter defines the spatial discretization,
determining the level of detail in representing the geometry and material distribution within the domain.

Although there are readily available guidelines in this matter for dynamic analyses in the context of
seismic loads, it is essential to acknowledge the unique considerations that come into play in analyses
when dealing with artificial dynamic loads, such as those generated during the vibratory installation
of a monopile (Schepers et al., n.d.). Due to this rationale, a sensitivity analysis of FEA results to
variations in time-step and mesh size necessitates a comprehensive exploration to determine the optimal
combination of these parameters. In this section, a rigorous sensitivity analysis of time-steps and mesh
sizes in the context of a finite element model applied to soil subjected to dynamic loading is thoroughly
carried out. By systematically varying these parameters and evaluating their impact on the simulation
results, the aim is to shed light on the interplay between accuracy and computational cost.

3.5.1 Time-step

The time-step, as a discrete increment in time, plays a pivotal role in capturing the dynamic behaviour
of the soil system under varying loading conditions. Accurately capturing the temporal behaviour of the
system is crucial: if the time-step is too large, important transient behaviours might be missed, leading to
inaccurate results. Further, with such large time-steps, a given wave front might reach two consecutive
nodes at the same time, leading to instability (Jeremić et al., 2009; Watanabe et al., 2017).

In this section, the effects of different time-step values on the simulation results is systematically ex-
plored, aiming to strike a balance between temporal accuracy and computational cost: selecting an
appropriate time-step range that yields truthful results without excessive computational burden. This
is achieved by varying the time-step while keeping the domain and mesh size constant: as the time-
step decreases, the solution progressively approaches convergence with the real problem’s solution.
Nonetheless, exceedingly small time-steps need to be avoided, since they can lead to inconsistencies
and numerical disruptions.

A sufficiently wide mesh in the three-dimensions is chosen: lateral distance of around 40 times the
diameter of the monopile (± 30.37 m in the X-axis and 30.37 m in the Y-axis); depth equivalent to three
times the embedment length (24 m); and grid elements of 1 m for both ∆x, and ∆z (Figure 3.9). The
selection of the latter is guided by the theoretical principle for soil dynamics simulations, ensuring a
minimum of 8 to 10 nodes per wavelength (Jeremić et al., 2009; Lysmer & Kuhlemeyer, 1969; Watanabe
et al., 2017). Furthermore, the soil is considered as an elastic medium.

Figure 3.9: Mesh for the time-step evaluation and selection.
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Another crucial factor that is important to replicate is the nature of the applied load. In this case, the
sensitivity analysis employs loads that are simpler in nature yet share similarities in their properties with
the loads generated during the vibro-installation of the monopile. This approach is undertaken primarily
to gain insights into the behaviour and to accurately select an appropriate time-step with a rather simpler
response. The load command applied for this stage involves a sinusoidal, compression, cyclic load with
a frequency of 23 Hz and an amplitude of 560 kN. It is applied to all the nodes within the pile shaft,
resulting in an allocation of over 3 kN load amplitude per node in this particular mesh configuration
(Figure 3.10). These parameters are chosen as they align with the standard installation configurations
for vibro-piling.

Figure 3.10: Load applied for performing the (time-step) sensitivity analysis.

To establish suitable time-step orders of magnitude to explore in the sensitivity analysis, the formulation
proposed by Watanabe et al. (2017), outlined in Equation 3.5.1, is applied. It suggests that, for a linear-
elastic analysis, the maximum allowable time-step should be determined by dividing the maximum grid
spacing by the shear wave velocity (Vs), which is a function of the Young’s modulus, E, or the elastic
shear modulus, G, the soil mass density, ρ, and the Poisson’s ratio, ν. Adhering to this expression,
an initial time-step of ∆t = 0.005 seconds is chosen for the commencement of the time-step sensitivity
analysis. It represents a good starting point, as it also coincides with the findings of Jeremić et al. (2009)
regarding this matter: the smallest fundamental period of the system (1/f = 0.04 seconds) needs to be
represented with at least 10 time-steps.

∆t ≤ ∆x

Vs
Vs =

√
E

2(1 + ν)ρ
=

√
G

ρ
(3.5.1)

Five different time-steps are examined (0.0002 seconds, 0.0005 seconds, 0.001 seconds, 0.002 sec-
onds, and 0.005 seconds), along with their resulting behaviours, for nodes situated both in close prox-
imity to the pile and at a significant distance from it. Additionally, nodes positioned at the boundaries are
monitored to ensure and confirm the accurate performance of the dashpots.

Once the time-dependent displacement in the X and Z directions is assessed, an optimal time-step of
∆t = 0.001 seconds is chosen. A demonstration of the elastic time response is depicted in Figure 3.12
focusing on a node situated near the pile’s vicinity, at a depth of 2 meters (red circle in Figure 3.11).
Notably, at the elected time-step, it is evident that the solution aligns with that obtained from smaller
time-steps. A consistent pattern is discernible across all assessed nodes within the mesh. Moreover,
the effectiveness of the dashpots is confirmed, evidenced by minimal vibrations near the boundaries and
by the absence of vibrations reflection.

Moving forward to subsequent sections, following the determination of both domain size and mesh den-
sity, a series of time-steps are once again tested using the new established settings. The purpose is to
double-check the consistency and validate the suitability of the chosen time-step.
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Figure 3.11: Location of the node which response is depicted in Figure 3.12 - illustrative mesh.

Figure 3.12: Example of the time response in terms of displacement for a node at the vicinity of the pile
- different ∆t values.

3.5.2 Domain size

After selecting the time-step, the next stage includes the selection of the X, Y and Z sizes for a proper
simulation of the soil response. Careful thinking and definition of the location of these boundaries is
crucial to guarantee the accuracy of the analytical results, as previously explained, to minimize boundary
influence on the calculation outcomes.

Initially, the depth of the mesh is selected by testing different Z values, while maintaining the same con-
siderably large X and Y dimensions (Figure 3.9). The primary rationale behind first choosing the depth
and subsequently determining the lateral extent relates to wave propagation. This approach accounts
for the quicker attenuation of body waves and the fact that surface waves, which predominantly propa-
gate laterally, cover larger distances before experiencing attenuation. Consequently, waves reaching the
lower boundary are likely to attenuate first, making the depth less influential in the model compared to
radial distance. Hence, in this stage the main goal is selecting a domain that is deep enough, i.e. body
waves are able to dissipate before reaching the bottom boundary.

Furthermore, the soil continuum is considered as elastic for both the mesh’s depth and lateral extent
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assessment. The main reason for this comes from the fact that if a plastic soil is used instead, it will
introduce energy dissipation, intrinsic from plastic behaviour. Consequently, the energy transmitted
to the boundaries is expected to be reduced when contrasted with the linear scenario, where energy
dissipation solely arises from material damping. As a result, relying on a domain size estimation derived
from a linear medium provides a reasonably conservative approach.

The tested depths are Z = 2·L = 16 m, Z = 3·L = 24 m, Z = 3.5·L = 28 m, and Z = 4.25·L = 34 m. All
of them evaluated with a ∆t = 0.001 seconds, as the suitable time-step defined in the previous section.
After the analyses, a Z = 28 m deep soil mesh is chosen. A demonstration of the time response is
depicted in Figure 3.14 for the different values tested, focusing on a node situated near the pile’s vicinity,
at the plane of symmetry and at a depth of 4 meters (red circle in Figure 3.13). The same response is
observed in the rest of the nodes throughout the mesh, with outcomes converging consistently from 28
m upwards. Subsequently, different evaluations of time-steps are conducted again for this revised depth,
yielding similar outcomes to those previously demonstrated. For this reason, the choice of ∆t = 0.001
seconds is maintained. Furthermore, there are no dashpots integrated at the mesh’s bottom because
the body waves dissipate almost entirely before they reach this boundary.

Figure 3.13: Location of the node which response is depicted in Figure 3.14 - illustrative mesh.

Figure 3.14: Example of the time response in terms of displacement for a node at the vicinity of the pile
- different depths.
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The same procedure is followed with the lateral distances. Some studies show that a lateral extent of 2
times the Rayleigh-wave length is enough to have accurate results in similar analyses (Schepers et al.,
n.d.). Nonetheless, in this study the value of this length, for simplicity approximated by the shear-wave
length, is approximately 16 m, which in some tests showed not to be sufficiently wide. For this reason,
five higher different extents: ± 24 m, ± 30 m, ± 36 m, and ± 40 m, with a ∆t = 0.001 seconds and a
depth of Z = 28 m, are tested. The results showed a better convergence starting at ± 30 m, even at the
boundaries of the mesh. For this reason, a lateral mesh extent of X = ± 30 m and Y = 30 m is chosen,
representing a distance of almost 45 times the diameter of the pile from the pile to the outer boundary.
An example of the behaviour with this mesh is depicted in Figure 3.16.

Both the lateral and depth dimensions have been proven to produce minimal boundary effects through
the assessment and visualization of responses along the mesh boundaries. The waves stemming from
pile installation are largely dissipated before reaching these boundaries, ensuring that the simulation
results remain almost unaffected by artificial reflections.

Figure 3.15: Location of the node which response is depicted in Figure 3.16 - illustrative mesh.

Figure 3.16: Example of the time response in terms of displacement for a node at the vicinity of the pile
- different lateral extents.
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In this phase of the sensitivity analysis, a trial was conducted to examine the soil’s response following
the gravitational stage, without any external loads. The primary objective was to confirm that the system
is at rest before subjecting it to cyclic and complex excitations, devoid of any residual effects from the
gravitational loading or any inherent self-induced disturbances. Furthermore, Fast Fourier Transforms
(FFT) were generated for specific node responses to definitively ensure the absence of any external
frequencies beyond the loading frequency being introduced into the system. Both observations were
validated.

3.5.3 Mesh density

The starting step in determining the mesh size, or mesh density, involves adopting the approach put
forth by Watanabe et al. (2017). This approach recommends maintaining at least eight to ten nodes
per wavelength of the system in the vicinity of the pile for accuracy. As such, for this research, it is
advisable to have an area around the monopile with elements of less than 1.0 meter in height and width.
As moving further away from the pile, the element size has the potential to be enlarged. It is important
to mention that mesh configurations with element sizes smaller than 0.5 are not evaluated due to the
associated expensive computational constraints.

As previously mentioned, the waves’ horizontal spread experiences the most significant impact. To
address this concern, a mesh featuring elements with a fixed ∆z close to the pile of 0.5 meters is
chosen. For ∆x, three different mesh configurations are tested. The first one involves ∆x = 1 meter for
distances up to 22 meters from the pile, and then a transition to ∆x = 2 meters, referred to as Mesh
1. The second configuration starts with ∆x = 0.5 meters up to 8 meters from the pile, followed by a
transition to ∆x = 1 meter up to 20 meters, and then a final transition to ∆x = 2 meters, labeled as Mesh
2. Lastly, there’s Mesh 3, which is non-uniform, featuring elements that widen as the distance from the
pile increases, until it reaches 1 m elements and ends as Mesh 2. The rationale behind employing a
coarser mesh density near the domain boundaries stems from the anticipation of minimal deformation
occurring in those regions. The three tested meshes are illustrated in Figure 3.17 in two-dimensions for
simplicity and clarity.

Figure 3.17: Tested meshes for mesh density evaluation and selection.

Since computational effort scales with both mesh density and time-step, the aim is to investigate the
potential for utilizing a coarser mesh without sacrificing accuracy. It is evident that achieving an ac-
curate depiction of the events around the pile post-installation, needed for the purpose of this project,
requires an increased mesh density in the immediate vicinity of the pile. Upon analyzing the displace-
ment response and stress-strain behaviour of the three distinct meshes, this becomes visible as Mesh
1 did not represent the local pile-surrounding soil behaviour properly. For this reason, it is disregarded.
The disparity in response between the other two examined meshes is relatively comparable, leading to
the selection of Mesh 3 due to its ability to yield results with reduced computational effort and time. It
accurately depicts both local and global stress-strain behaviour.

The model resulted in a total of 9,170 nodes and 7,752 elements and, as depicted on the right-hand-side
of Figure 3.17, in the lateral direction, the node-to-node distances expands with increasing distance from
the pile. Specifically, the mesh resolution is finer in proximity to the pile and gradually becomes coarser
towards the lateral boundaries. A summary of the outcomes from the sensitivity analysis is shown below,
in Table 3.6, and the final mesh is illustrated in Figure 3.18. It is worth noting that the three colors in this
image solely serve to distinguish between various element sizes in the Z-axis and do not signify distinct
soil layers.



Chapter 3. Model 37

Table 3.6: Sensitivity Analysis summary

Time-step ∆t 10-3 s

Domain size in X 60.74 m (±30.37 m)

Domain size in Y 30.37 m

Domain size in Z 28.00 m

Elements size ∆x Increasing with distance to the pile

Smallest elements next to the pile: 0.15 m

Elements size ∆z 0.5 m from 0 to 10 m depth

1.0 m from 10 m to 24 m depth

2.0 m from 24 m to 28 m depth

Figure 3.18: Final mesh selected based on the sensitivity analysis.

3.6 Reduced Final Model

Following the completion of the sensitivity analysis, the analyses started with the chosen mesh and
the selected attributes outlined in Table 3.6. However, the installation procedure requires between 300
and 600 seconds, depending on the driving frequency. An estimate was made regarding the number
of days required to model this duration using the refined mesh, and it exceeded 70 days under the
most favorable circumstances. Due to the critical time constraint involved, a decision had to be taken to
set aside a particular aspect of the mesh. This was done in such a way that it would not significantly
compromise the precision and accuracy of the results, while also reducing the time required by at least
half.

In the end, a smaller mesh is set (Figure 3.19), and only the installation loads and effects from the last 4
meters of the pile (from 4 to 8 m depth) are taken into account for the analyses, disregarding the first 4
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meters (previously discussed in Section 2.5). It is worth noting that, as mentioned, the diverse colors in
the Figure 3.19’s mesh solely serve to distinguish between various element sizes in the Z-direction and
do not act as a distinction for different soil layers.

Table 3.7: Mesh geometry and time-step for analyses

Time-step ∆t 10-3 s

Domain size in X 48.74 m (±24.37 m)

Domain size in Y 24.37 m

Domain size in Z 24.00 m

Elements size ∆x Increasing with distance to the pile

Smallest elements next to the pile: 0.2 m

Elements size ∆z 0.5 m from 3 to 9 m depth

1.0 m from 0 m to 3 m and from 9 m to 16 m depth

2.0 m from 16 m to 24 m depth

Figure 3.19: Reduced mesh selected to decrease the computation time.

As observed, the mesh dimensions have been adjusted, specifically reducing it by 12 meters along the
X-axis (6 meters on each side of the pile), 6 meters along the Y-axis, and 4 meters along the Z-axis, in
comparison to the mesh generated by the performance of the sensitivity analysis, discussed in Section
3.5. This decision to opt for a smaller domain rather than a coarser one is driven by the need for more
detailed information and resolution in the immediate vicinity of the pile to observe the behaviour of the
surrounding soil after installation and under lateral loads. As discussed by many authors, for example
Schepers et al. (n.d.): "local mesh refinement in areas of strong stress or deformations gradients is
strictly required". During the sensitivity analysis, altering the domain size within the ranges of X = ±30
m and X = ±24 m, or Z = 28 m and Z = 24 m, did not yield as significant an impact on the results as the
transition from a coarser mesh (Mesh 1) to denser meshes (Mesh 2 and Mesh 3). The latter substantial
change is visually depicted for a node close to the pile in Figure 3.20, but is similar to all the evaluated
nodes in this area.

Moreover, the analysis focuses exclusively on the loads generated by installing the lower 4 meters of
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the monopile, which extends from a depth of 4 meters to 8 meters. This portion is considered the most
crucial as it bears the majority of the loads and stresses. These loads are not only higher but also more
critical in terms of stress and deformation during installation compared to those generated in the upper 4
meters. Additionally, they penetrate to greater depths, enabling the modelling of soil behaviour at actual,
real depths.

Figure 3.20: Example of the time response in terms of displacement for a node at the vicinity of the pile
- Different mesh densities.

It is crucial to emphasize that both options, whether reducing the mesh geometry or element size, intro-
duce errors into the simulation. However, the author deems the former option as the safest, based on the
outcomes of the sensitivity analysis. Nevertheless, this adjustment to the model does result in a slight
loss of accuracy, leading to the appearance of reflections. Nonetheless, these reflections are to some
extent absorbed and attenuated by the dashpots or by the material damping. For all the reasons men-
tioned, the mesh depicted in Figure 3.19 and described in Table 3.6 is used for the analyses conducted
in this research, comprising a total of 4,940 nodes and 4,100 elements and with a mesh resolution that
is finer in proximity to the pile and gradually becomes coarser towards the lateral boundaries.
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4 | Results and Discussion

Over the preceding chapters, the groundwork has been meticulously laid and the methodology followed
is described. In this chapter, the outcomes and core findings that have emerged from this research
are outlined, and a discussion is given. The following sections will present the results from the steps
described in Chapter 2 using the model detailed in Chapter 3.

It is crucial to emphasize that the findings outlined in the subsequent sections are not entirely conclusive
or fully representative of actual conditions. This is due to the simplifications required to execute the
simulations with the available computational resources. These findings merely offer an initial insight into
the potential behaviour of the soil under such conditions, indicating the necessity for future studies with
more realistic features. These simplifications primarily include limiting the pile installation depth to only
4 meters (from 4 m to 8 m depth), instead of the entire pile; employing a simplified mesh; and applying
a reduced number of lateral loading cycles.

4.1 Installation Process

During pile driving, the soil around and beneath the pile tip undergoes multiple loading cycles, resulting
in the induction of shear stresses and strains into the soil. Furthermore, the vibration of the pile radiates
body and surface waves in the soil directly beneath it, leading to its deformation. These loading mecha-
nisms give rise to several soil-related phenomena addressed in this section. Such processes constitute
a significant source of uncertainty in the analysis and design of pile foundations, as they are foreseen to
impact the post-installation behaviour of such installed foundation.

As noted earlier, limitations in computational resources restrict the analyses to a single vibratory instal-
lation frequency (f = 30 Hz). Additionally, only the final 4 meters of the pile installation process are
examined, for a pile with an 8 m embedment depth, as they are considered to be the most critical ones
in terms of installation effects when compared to the shallower meters. Consequently, for a total driv-
ing time of 337 seconds, the last 4 m of driving lasted 288.5 seconds. Another aspect constrained by
computational power is the view of the evolution of the installation process: although every time-step of
the installation process is simulated and analyzed, only certain instants of the process can be displayed
due to the extremely big size of the files, meaning that a sequence of the installation effects for each
time-step cannot be depicted.

Figures 4.1 and 4.2 illustrate, respectively, the overall X and Z displacements, and the deformation mag-
nitude of the soil/pile mesh subsequent to the completion of the installation process, before the lateral
loading stage. Additionally, detailed depictions of the evolution of both horizontal and vertical displace-
ments for specific nodes situated in close proximity to the pile during the vibro-installation process are
presented in Figure 4.3. The deformation magnitude d from Figure 4.2 is defined as the square root of
the sum of the squares of the displacements in X, Y, and Z, expressed as d =

√
U2
x + U2

y + U2
z .
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(a) Horizontal displacement X (m) (b) Vertical displacement Z (m)

Figure 4.1: Total displacements produced in the soil mesh after the 30 Hz vibro-installation process.

Figure 4.2: Total deformation magnitude in meters.

As observed both in the previous figures (Figures 4.1 and 4.2) and in Figure 4.3, during the pile driving
process the soil is vertically and radially pushed out to allow the pile to penetrate. As anticipated, the
main impact of vibratory driving is most pronounced in close proximity to the pile, gradually decreasing
as the distance from it increases, and becoming negligible when such distance is sufficiently large,
i.e. the mesh ’feels’ the effects of the load up to 12 diameters away from the pile (1.5 wavelengths
approximately), due to non-linearity and damping.

In what regards to the vertical displacement, it is observed that as the pile advanced, settlement of the
soil around its shaft and close to the mudline occurred due to the rearrangement of the sandy soil and
its densification. Nodes positioned beneath the pile tip underwent downward movement, attributed to
the application of normal stresses induced by the pile and its vibratory loads. Every downward motion
from the vibration cycles resulted in a subsequent vertical displacement of soil volume. Experimental
findings conducted in dry, dense sand support this, revealing a significant rise in stress beneath the pile
tip, producing substantial downward displacement of the soil in that area (Yang et al., 2010). Moreover,
for nodes at sufficient depth, such as the assessed node at a depth of 16 meters and 2 diameters away
(second-to-last plot on Figure 4.3), the vertical displacement was nearly negligible.

Conversely, the horizontal displacement diagrams (X Disp vs Time plots in Figure 4.3) illustrate an
initial phase during the driving process, wherein the soil was pushed, leading to its outward lateral
displacement, away from the pile. This phenomenon arises due to the induction of increasing stresses
in the soil by the pile driving, primarily manifesting in the soil surrounding the pile and coming from the
vibration waves originating due to installation. Nevertheless, a subsequent stage can be noted, in which
the soil positioned slightly away from the pile and nearer to the surface shifted towards the pile after the
initial outward motion (Figure 4.1a displaying darker red and blue shades on the left and right sides of
the pile, respectively, indicating a shift towards the shaft of the pile). This movement may be attributed
to changing volumetric tendencies in the soil.

The soil near the pile shaft may also experience localized dilation as a result of shearing forces generated
by the pile’s vibrations. This causes the soil to dilate, leading to an increase in the volume.
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Figure 4.3: Displacements of nodes in the vicinity of the pile during the 30 Hz vibro-installation process
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Figure 4.3: Displacements of nodes in the vicinity of the pile during the 30 Hz vibro-installation process
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Moreover, Figure 4.4 depicts the distribution of the relative density of the evaluated soil following the
vibratory installation process. Prior to installation, the soil’s relative density was 0.8, uniform across the
entire mesh.

Figure 4.4: Relative density distribution after the vibro-installation process.

By the previous image, displaying the relative density distribution after the vibro-installation process
is finalized, it is evidenced that when sandy soils are subjected to cyclic loading, i.e. to numerous
vibration cycles, soil densification around the shaft occurs and, as the soil settles at the surface, a net
densification is produced. During vibratory installation, the energy is applied to the pile and vibrations
are transferred to the soil and start to travel within it. This reduces or modifies confining stresses and,
therefore, the mean effective stress. These stress waves affect the soil matrix causing a shear-induced
net densification, i.e. increasing the relative density of the soil (due to non-associated plasticity, this
model simulates plastic volumetric strains induced by shear stresses). Nonetheless, such increase in
relative density is typically more pronounced in loose or medium-dense soils compared to already dense
soils. In initially dense soils, such as the investigated in the current study, the vibratory energy might
not induce significant compaction, as the soil is already packed closely. However, a relative density of
over 90% is noted in the vicinity of the pile’s shaft after installation, signifying more than 10% increase
compared to the soil’s initial condition. This increase may lead to enhanced soil strength and friction
along the sides of the pile, as the sand around the shaft is left in an overconsolidated state by the end
of installation. In addition, the soil immediately at the interface pile-soil is loosening due to disturbance
and due to the shearing effect of the vibro-installation, i.e. when a dense soil is sheared its void ratio
may increase (relative density decreases).

Moreover, within the ongoing transmission of vibration loads into the soil, the wave amplitude diminishes
as distance increases, due to the damping properties of the soil. In other words, the vibration amplitude
decreases further away from the source (pile), as explained multiple times in the past sections, leading
to a decrease in vibration amplitude. Consequently, the influence of vibratory pile installation on the
relative density of the soil at a greater distance from the pile is typically less pronounced compared to
its immediate surroundings. In this instance, as depicted in Figure 4.4, the increase in relative density
observed close to the pile fades with distance from it, encountering values at approximately 10D closer
to the initial 80% value before installation and soil is found to be left in an almost undisturbed state.

Furthermore, the soil beneath the pile tip undergoes significant compaction, resulting in the highest rise
in relative density (with respect to the initial state) by the end of the vibratory installation process in this
area. This is attributed to the substantial compressive axial stresses simulated during the installation
process as the number of cycles applied increased, ultimately with the possibility of contributing to an
increase in the base resistance. This is clearly observed in Figure 4.4. The soil inside the pile presents
a high increase in relative density, due to the compaction caused by the vibration and driving force of the
pile.
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In the figure below, a more detailed examination of the relative density distribution surrounding the pile
is depicted, with a scale factor of 2 applied to amplify the displacements, enhancing their visibility during
this post-processing phase. In this figure, a heaving in the soil near the top surface of the pile, i.e.
at a depth of 4 meters, is observed, due to the phenomenon of volumetric expansion in dense sands.
Additionally, the looser state of the soil in the immediate vicinity of the pile becomes more evident and
there is a clear interface in which the soil gets denser afterwards.

Figure 4.5: Relative density distribution after the vibro-installation, in the vicinity of the pile.

In Figure 4.6 the evolution of the relative density of a soil element located at 6 m depth and at the close
vicinity of the pile is examined. It shows the increase in relative density and subsequent reduction as the
pile tip is at different depths during vibro-installation.

Figure 4.6: Evolution of relative density at a node located at 6 m depth while the pile tip passes different
depths.
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In addition, Figure 4.7 illustrates the change of the mean effective stress during the driving process. On
the left, it displays the distribution before the installation and after the gravity loading stage, while on the
right, it presents the distribution after the installation process.

(a) p’ before installation (b) p’ after installation

Figure 4.7: Mean effective stress before and after the 30 Hz vibro-installation process.

As previously explained, when the sandy soil experiences the vibratory vertical movement induced by
the vibro-installation of the pile, shear stresses and strains are transmitted laterally to the adjacent soil.
In parallel, normal stresses are induced beneath the pile tip. As the number of applied cycles increases,
a densification of the soil and, hence, high stresses, are produced in the latter region, as expected and
as observed in Figure 4.7. This combined effect of increased stress, along with the increase in relative
density discussed in the previous section, contributes to enhancing the strength of the sandy soil.

While stress amplifies beneath the tip and directly at the immediate shaft-soil interface, a decrease is
observed along the shaft, depicted in the figure below (Figure 4.8), with a more detailed examination
of the mean stress surrounding the pile, and an applied scale factor of 3 to amplify the displacements.
Due to the installation process and its induced cyclic shearing, the radial stress acting on the vicinity of
the shaft decreases as the number of cycles increases, which is related to the densification of the soil
in that area. Moreover, even though it is slightly shown at depths of 4 and 5 meters in Figure 4.8, if
installations beyond 4 meters would have been feasible for assessment, a more pronounced decrease
in lateral stresses might have been expected at shallower depths. This stems from the fact that sand
positioned under the model pile, after experiencing an intense axial compression, is displaced laterally
by the advancing tip and undergoes radial stress reductions as the pile shoulder passes.

The drop of p’ supports the net densification that was previously explained and depicted in Figure 4.4.
Lastly and in general, the installation influence becomes negligible at a sufficiently large distance from
the pile (Figure 4.7).

Figure 4.8: Mean effective stress distribution after the vibro-installation process in the vicinity of the pile,
with magnified displacements.
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The installation of vibratory piles leads to significant changes in the final characteristics and conditions
of the sandy soil. Previous observations highlight marked differences in stress levels and void ratios
compared to the soil’s initial state before installation: there is both an accumulation of horizontal stress
and densification of the soil within and surrounding the pile. This dual impact results in an increased soil
strength in the vicinity of the pile.

4.2 Lateral Loading

Following the installation phase, the impact of pile installation on the subsequent lateral loading response
of piles is evaluated. This involves modelling and applying the subsequent loads from the offshore
environment to the system, corresponding to the 10-cycle load in the positive X-direction outlined in
Section 2.6 of this report. The reaction of piles to these operational loads is expected to be influenced by
the installation process and its effects: the contrasts between the initial in-situ soil conditions and those
after installation are assumed to directly affect the lateral pile behaviour. Therefore, considering the
effects of installation is crucial for ensuring an accurate prediction of this lateral response, as neglecting
these effects is likely to lead to an inaccurate prediction of this response.

In order to incorporate the impact of pile installation, it is necessary to consider the soil conditions after
installation prior to the modelling of the subsequent lateral loading. Thus, the soil’s post-vibro-installation
state, in terms of relative density, stress-strain distribution, and other state-dependent variables, serves
as the initial soil conditions for the lateral loading analysis.

Figure 4.9 depicts the lateral displacement increment of the pile, generated during the 10-cycle load
simulating the offshore environment, of both the wished-in-place pile (left) and the vibro-installed pile
(right). As expected, the effects of the cyclic loads are mostly concentrated in shallower areas, above
the point of rotation of the pile.

Figure 4.9: Soil horizontal displacement increment after the lateral loading stage (10 loading cycles),
with a deformation scale factor of 2.

In Figure 4.9, it is observed that at the conclusion of the ten cycles, there is a larger and more pro-
nounced displacement field on both sides of the pile in the simulation where installation loads are con-
sidered, i.e. when the pile installation was modelled and where the changes in soil state induced by
installation are taken into account, as opposed to the scenario where the pile is considered as wished-
in-place. This is translated into an increased pile rotation in the former case, which might be attributed
to the disturbance of the shallower soil located close to the pile during its installation.

Similarly, at deeper levels near the tip of the pile, larger horizontal displacements occur in the vibro-
installed pile case in the opposite direction of the applied loads, when compared to the wished-in-place
base scenario, i.e. in the latter, the impact of these displacements on the soil mesh is confined primarily
to the pile tip. Conversely, in the former case, this impact extends over a significantly broader area.
These lateral displacements stem from the reaction of the rotation of the pile head in one direction,
producing a counteracting force in the opposite direction.
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Additionally, the simulations predict heaving of the soil around the pile at the ground surface, indicating
a slightly stronger impact of such heave in the scenario where the installation process is not taken into
account.

The information detailed earlier is also depicted in the subsequent figures, namely Figure 4.10, Figure
4.11, and Figure 4.12. These figures illustrate the horizontal displacement of the pile head resulting from
the force applied during the lateral loading stage and over the time of the application of such load, and
the cumulative displacements occurring with each cycle of lateral loading, respectively. Notably, it should
be emphasized that the initial monotonic push and its consequent displacement are not accounted for
in the plots. For this reason, a separate plot for the displacement produced in both cases with only the
initial monotonic force (before the cycles are applied) is generated and shown in Figure 4.13.

Figure 4.10: Horizontal displacement of the pile head produced by the force applied during lateral load-
ing.

Figure 4.11: Horizontal displacement of the pile head over the time of the application of the lateral load.
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Figure 4.12: Overall view of the accumulated displacements with each of the lateral loading cycles.

Figure 4.13: Displacements produced during the previous monotonic load stage.

As noted in Figure 4.10 during the initial lateral loading cycles, the vibro-installed pile exhibits greater
displacement in response to the applied force than the wished-in-place pile, which coincides with the
displacements produced by the first monotonic push, before the cyclic loading start (Figure 4.13). How-
ever, starting from before the fourth cycle onward, the situation reverses, with the soil at the mudline
experiencing greater strains in the wished-in-place (WIP) scenario. This trend is illustrated in Figure
4.14, which provides a detailed view of the cumulative displacements. Specifically, the middle plot in-
dicates the moment at which the simulation incorporating installation loads begins to accumulate fewer
displacements per cycle compared to its WIP counterpart. The last cycles exhibit quite comparable
responses and displacements, suggesting that, over time and with ongoing cyclic loading, the impacts
and the influence of the installation may decrease and become less significant and, consequently, less
relevant when studying the behaviour of the soil. Nonetheless, the only conclusion that can be drawn by
this image is that, for N = 10 cycles, the cyclic behaviour is the same for both cases.
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Furthermore, despite the vibro-installed pile exhibiting a softer initial response, the initial soil stiffness
at the mudline is comparable in both scenarios, albeit naturally higher for the WIP pile. Additionally,
as expected, the soil shows slow permanent displacement rates that increase systematically with each
applied loading and unloading cycles for both scenarios.

During the 10 cycles of the lateral loading applied at the mudline, it is also possible to observe common
features of dry sands subjected to cyclic lateral loads, such as the stiffness showing a gradual increase
with the number of cycles. The latter, along with the densification of the soil with each cycle, is proven
by each load-cycle producing less displacement increments than the previous cycles.

Figure 4.14: Closer view of the accumulated displacements with each of the lateral loading cycles.

The images below illustrate the distribution of the relative density in the soil following the lateral loading
stage, depicting both the vibro-installation scenario (Figures 4.15 and 4.16) and the wished-in-place
basis scenario (Figures 4.17 and 4.18). The displacement of the pile is represented with a scale factor
of 2.

Figure 4.15: Relative density distribution after lateral loading - Pile installed using the vibro-installation
method.
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Figure 4.16: Plane view of the relative density distribution at the pile head after lateral loading - Pile
installed using the vibro-installation method.

Figure 4.17: Relative density distribution after lateral loading - Pile wished-in-place.

Figure 4.18: Plane view of the relative density distribution at the pile head after lateral loading - Pile
wished-in-place.
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The preceding figures illustrate the prediction of a strong decrease in the soil’s relative density to the left
of the pile, for both the vibro-pile and the wished-in-place pile. This phenomenon occur because lateral
loading induces shear stresses in the soil adjacent to the pile, potentially leading to loosening of the soil
(increasing of void ratio) on the opposite side to the direction of loading. Moreover, there is evidence of
localized soil densification on the right side of both piles, due to repeated loading and unloading cycles,
enhancing their lateral load-bearing capacity in that particular direction. This is more pronounced in the
WIP pile.

When comparing both cases in terms of relative density changes during the cyclic lateral loading stage,
it is clear that the already disturbed soil from the installation process becomes even more disturbed
during this loading phase, especially in shallower areas. This makes sense, as in this case the soil has
undergone plastic deformation, due to the vibrations, and has already experienced strain beyond its yield
point, which means that it may require less additional stress to induce further plastic deformation. It is
important to note that if the simulation had encompassed the full 8-meter depth of the pile installation, it
could have likely resulted in soil densification around the shaft along its entire length and not only in the
last 4 meters. Such densification might have had an impact on lateral loading outcomes, potentially con-
straining the pile’s lateral displacement in the simulation where vibro-installation effects are accounted
for, as the compacted zone may have provided additional horizontal support for the pile. Consequently,
the WIP scenario could have exhibited increased displacements when both cases are compared.

Conversely, significantly higher relative density values are observed near the pile tip and inside the pile
in the simulation where the vibratory installation method is employed. This zone holds less significance
in simulations where installation is not modelled. Additionally, as the pile rotates under the lateral loading
cycles, the soil to the right of the pile tip experiences a reduction in relative density in both cases.

In summary, when comparing the relative density results of both piles, i.e. the WIP pile and the vibro-pile,
it becomes evident that the local densification, induced by the lateral loading cycles, contributes to the
stiffness increase noted earlier. Additionally, the soil disturbance caused by installation loads primarily
explains why this scenario exhibits greater displacements during the initial cycles compared to the WIP
scenario.
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5 | Final Conclusions

5.1 Final Conclusions

The present study advocates for the broader adoption of vibratory pile driving in offshore wind farm devel-
opments, considering its potential for reducing environmental impacts and enhancing pile performance.
It employs a numerical approach to explore how vibratory pile driving impacts the lateral behaviour of
monopiles in offshore settings. Through the utilization of a 3D Finite Element model and the integration
of the Manzari-Dafalias constitutive model for dry sand, it uncovers some insights into the alterations in
soil characteristics induced by the installation process, which underscores the importance of accounting
for the effects of such process when predicting the performance of monopile foundations under lateral
loads, an aspect that is currently under-explored in the literature.

The installation effects were considered by merging two models. The output loads produced in the pile-
soil interface from a model that simulates the vibratory installation process are used as an input in a
3D finite-element model that reproduces the non-linear cyclic soil behaviour on a long-term, when the
pile is subjected to lateral loads. In this context, a comparison can be drawn to a scenario in which no
installation loads are taken into account.

The research highlights the dynamic soil behaviour during vibratory pile driving, emphasizing the vertical
and lateral displacements of the foundation soil, contributing to changes in soil density and stress distri-
bution around the pile shaft and tip: soil densification (increase in relative density) occurs at the vicinity
of the pile due to the application of the vibrations, leading to an enhancement of the soil’s bearing ca-
pacity in the area and, hence, of the pile lateral stability. This effect, producing an increase in relative
density of up to 10% in the tested dense sands, would have probably been more notorious in initially
loose or medium-dense sands.

Additionally, the compaction of soil beneath the pile tip is significant during vibro-installation, resulting in
a notable increase in relative density and enhanced soil strength. Conversely, soil loosening occurs in
areas located exactly at the immediate vicinity of the shaft of the pile, leading to a decrease in relative
density.

The effects of pile installation are shown to influence mildly the subsequent response of the examined
pile to lateral loading. Displacement fields during lateral loading simulations show differences between
piles installed with vibratory methods and those considered wished-in-place (WIP). According to the
results, vibratory-installed piles exhibit greater initial displacements under lateral loading due to soil
disturbance during installation. However, the influence of installation diminishes with continued load-
ing cycles. Moreover, the densification induced by lateral loading cycles contributes to increasing soil
stiffness, affecting the lateral displacement response of the monopile.

Overall, the findings emphasize the complexity of soil dynamics and the necessity of accounting for
installation effects in pile foundation design and analysis. Understanding the mechanisms driving soil
displacement and densification during both installation and operational loading stages is crucial. Future
studies should further investigate the long-term effects of pile installation on soil behaviour and the
subsequent response to various loading conditions, considering a broader range of parameters and
realistic soil and loading conditions.
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5.2 Limitations and Future Research

Considering the beneficial outcomes associated to vibratory installation, it is recommended to give
greater attention to employing this technique for offshore wind monopiles. Therefore, and acknowl-
edging the study’s scope limitations, such as the focus on dry sand and a simplified mesh, there is a
clear pathway for future investigations to address the specific constraints that were not reached by this
research.

Firstly, pile-soil interface elements are not used in the simulations on this research. Since the behaviour
at the interface is critical in transferring loads between the pile and the soil, neglecting this interface can
lead to significant inaccuracies in the analysis and, hence, hinder the reliability of the results. If further
investigation is performed it is advised to include such elements.

In this research, a vibratory-installed pile is compared, using numerical procedures, with a wished-in-
place pile. It is advised that future research directly compares the post-vibro-installation lateral behaviour
of sandy soils with that of the most commonly used impact driving method, maintaining consistent pa-
rameters. If the results favour the vibratory method, it could lead to wider acceptance and implementation
of this approach.

On a related note, this research employs the Manzari-Dafalias constitutive model. However, it would be
beneficial to perform simulations using different constitutive models for sands to evaluate and analyze
the influence this critical modeling aspect has on the results. For instance, the SANISAND model cannot
simulate grain crushing, which is relevant during pile driving. Understanding the effects of this limitation
on the results would be insightful. Additionally, investigating alternative constitutive models for testing
clayey soils could also be valuable.

Furthermore, the study’s focus on dry sand restricts its applicability to offshore environments where sat-
urated conditions prevail. The absence of excess pore pressure generation in the simulations overlooks
a crucial aspect influencing both installation and lateral responses in real offshore conditions and hinders
a comprehensive understanding of pile response across diverse environmental settings, underscoring
the necessity for further exploration of coupled processes in future investigations (further aspects on this
regard are previously detailed in Section 3.2.2).

Moreover, the study’s focus on a limited portion of the pile due to computational constraints, rather than
its entirety, may hinder the reliability of the results, as it is a non-realistic scenario and represents a gap
in the objectives of this investigation. On the same note, the fact that the optimal mesh size, obtained
after a thorough sensitivity analysis, needed to be re-sized due to computational constraints may also
have had an influence in the outcomes presented in the previous sections. In general, with increased
computational resources, there arises an opportunity not only to simulate the entire length of the pile
installation but also to delve deeper into other aspects. For instance, it could be interesting to explore the
number of lateral load cycles and the necessary load amplitude required for mitigating the impact of the
installation process. Additionally, exploring various vibro-installation frequencies and settings, or even
different pile sizes, is pertinent as they directly influence soil behaviour during driving and its subsequent
response.

Finally, it is acknowledged that the initial relative density of the sands being tested strongly influences the
subsequent effects of the installation process. Therefore, it is advisable to conduct tests across a wider
range of initial soil densities to gain a more thorough insight into soil behaviour under diverse conditions.
For instance, loose and moderately dense sands may exhibit greater deformations compared to the
densely packed sands in the tests, having a stronger impact during the lateral loading stage.

In conclusion, while this study contributes valuable insights into the behaviour of piles in dry sand condi-
tions, its limitations underscore the necessity for future research endeavors to address these constraints
and broaden its scope. Constraints related to computational resources emerged as the main research
limitation, particularly concerning the capacity to execute a comprehensive analysis encompassing a
broader range of scenarios. The need for additional computational power to accommodate more exten-
sive simulations and diverse case studies is evident.
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