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Chapter 1

Introduction

In the past decades, information processing technology has been developed
greatly. The most common form of information processing has happened
on large, general-purpose computational devices, ranging from old-fashioned
mainframes to modern laptops. In many applications, like office applications,
these computational devices are mostly used to process information that is at
its core centered around a human user of a system, but is at best indirectly
related to the physical environment. In another class of applications, the
physical environment is at the focus of attention. Computation is used to
exert control over physical processes, for example, when controlling chemical
processes in a factory for correct temperature and pressure. Here, the com-
putation is integrated with the control; it is embedded into a physical system.
Unlike the former class of systems, such embedded systems are usually not
based on human interaction but are rather required to work without it; they
are intimately tied to their control task in the context of a larger system
[Kar07].

Technological progress is about to take the spreading of embedded control
in our daily lives a step further. Eventually, computation will surround us
in our daily lives, realizing a vision of “Ambient Intelligence” [Zel98][Aar01]
where many different devices will gather and process information from many
different sources to both control physical processes and to interact with hu-
man users. To realize this vision, a crucial aspect is needed in addition to
computation and control: communication. All these sources of information
have to be able to transfer the information to the place where it is needed -
an actuator or a user - and they should collaborate in providing as precise a
picture of the real world as is required [Kar07]. Recent technological improve-
ments have made the deployment of small, low-cost, low-power, distributed
sensors, which are capable of local processing and information transferring,
a reality. Each sensor node is capable of only a limited amount of process-
ing. But when coordinated with a large number of other nodes, they have
the ability to sense or control physical parameters in a given environment
in great detail. Thus, a sensor network can be described as a collection of

1



2 CHAPTER 1. INTRODUCTION

sensor nodes which co-ordinate to fulfill some specific tasks [Bha04].

Previously, a sensor network consisted of small number of sensor nodes
that were wired to a central processing station. However, nowadays, the focus
is more on wireless, distributed, sensing nodes. This is because installing
wires for sensors are expensive (figures up to US$200 for a single sensor in
addition to the cost of the sensor can be found in [Rab00]), in particular, given
the large number of devices that are imaginable in our environment; wires
constitute a maintenance problem; wires prevent entities from being mobile;
and wires can prevent sensors from being close to the phenomenon that they
are supposed to control. Hence, wireless communication between such devices
is, in many application scenarios, an inevitable requirement. To meet this
requirement, a new class of networks has appeared in the last few years: the
so-called Wireless Sensor Networks (WSNs) (See e.g., [Pot00][Aky02]).

In addition to the wireless communication capability, a distributed sens-
ing capability is also desirable for WSNs. This is because when the exact
location of a particular phenomenon is unknown, distributed sensing allows
for closer placement to the phenomenon than a single sensor could be. Also,
in many cases, multiple distributed sensor nodes are needed to overcome en-
vironmental obstacles. Another requirements for WSNs would be distributed
processing capability. This is necessary as communication is a major con-
sumer of energy. While a “Moore’s Law” exists for power consumption of
microprocessors with mW/MIPS decreasing by a factor of ten every five year,
there is no such similar trend in wireless communications. For example, it
is estimated that nearly 80% of the power consumed by wearable computers
can be due to communications[Sie01]. A centralized sensor network would
mean that some of the sensors would need to communicate over long dis-
tances leading to even more energy depletion. Hence, it would be a good
idea to process locally as much information as possible in order to minimize
the total number of bits transmitted [Bha04]. In addition, communication
may not be reliable, particularly in the presence of interference. Therefore,
processing information locally can also reduce the unreliable communication
and therefore make a WSN more robust against interference. Interference
robustness of WSNs is the topic of this thesis.

In the remainder of this chapter, we first introduce IEEE 802.15.4 [IEE06]
and ZigBee [Zig07c], the protocols most widely used for WSNs. We then
present the problem statement. The research motivation, targets and scope,
and contributions of this thesis are then presented, followed by a chapter-
based overview of this thesis.

1.1 IEEE 802.15.4 and ZigBee

As IEEE 802.15.4 and ZigBee are the most widely used protocols for WSNs,
we focus on IEEE 802.15.4/ZigBee-based WSNs in this thesis.
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Figure 1.1: IEEE 802.15.4 Architecture

1.1.1 IEEE 802.15.4

The IEEE 802.15.4 protocol [IEE06] specifies the Medium Access Control
(MAC) sub-layer and the physical layer (PHY) for Low-Rate Wireless Per-
sonal Area Networks (LR-WPANs) (see Figure 1.1).

Note that even though this standard was not specifically developed for
WSNs, it is intended to be suitable for them since WSNs can be built up from
LR-WPANs. In fact, the IEEE 802.15.4 protocol targets low-data rate, low
power consumption, and low cost wireless networking, which typically fits
the requirements of WSNs [Kou05]. As shown in Figure 1.2 and Table 1.1,
the intent of IEEE 802.15.4 is not to compete with other wireless networking
technologies but to complement the range of available wireless technologies
in the lower end of the spectrum of data rates, power consumption, and cost.
Although possible for certain applications, IEEE 802.15.4 was not designed
to overlap its application space with other wireless networking standards.

PHY Layer

The physical layer (PHY) provides the data transmission service, as well as
the interface to the physical layer management entity, which offers access to
every layer management function and maintains a database of information
on related personal area networks. Thus, PHY manages the physical RF
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Figure 1.2: Operating space of various WLAN and WPAN standards[Gut03]

Table 1.1: Comparison of IEEE 802.15.4 with other wireless technologies
IEEE 802.11b Bluetooth IEEE 802.15.4

Range ∼100 m ∼10 - 100 m 10 m
Data Rate ∼2 - 11 Mb/s 1 Mb/s ≤ 0.25 Mb/s
Power Consumption Medium Low Ultra Low
Size Large Smaller Smallest
Cost and Complexity High Medium Very Low
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transceiver and performs channel selection and energy and signal manage-
ment functions. As shown in Figure 1.3, the IEEE 802.15.4 PHY offers three
operational frequency bands:

• 868.0-868.6 MHz: Europe, allows one communication channel
• 902-928 MHz: North America, up to ten channels [IEE03c], extended

to thirty [IEE06]
• 2400-2483.5 MHz: worldwide use, up to sixteen channels

868MHz/ Channel 0 Channels 1-10
2 MHz

868MHz/

915MHz 

PHY

868.3 MHz

Channel 0 Channels 1-10

928 MHz902 MHz

2 MHz

868.3 MHz 928 MHz902 MHz

Channels 11-26 5 MHz

2.4 GHz 

PHY

2.4 GHz 2.4835 GHz

Figure 1.3: IEEE 802.15.4 PHY overview

The original 2003 version of the standard [IEE03c] specifies two physical
layers based on Direct Sequence Spread Spectrum (DSSS) techniques: one
working on the 868/915 MHz bands with data rates of 20 and 40 kbit/s,
and one in the 2450 MHz band with a rate of 250 kbit/s. The 2006 revi-
sion [IEE06] improves the maximum data rates of the 868/915 MHz bands,
bringing them up to support 100 and 250 kbit/s as well. Moreover, it goes
on to define four physical layers depending on the modulation method used.
Three of them preserve the DSSS approach: in the 868/915 MHz bands, us-
ing either binary or offset quadrature phase shift keying; in the 2450 MHz
band, using the latter. Dynamic switching between supported 868/915 MHz
PHYs is allowed.

MAC Sub-layer

The MAC sub-layer of the IEEE 802.15.4 protocol provides an interface be-
tween the physical layer and the higher layer protocols of LR-WPANs. The
MAC sub-layer of the IEEE 802.15.4 protocol has many common features
with that of the IEEE 802.11 protocol, such as the use of CSMA/CA (Carrier
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Sense Multiple Access / Contention Avoidance) as a channel access mecha-
nism and the support of contention-free and contention-based periods. How-
ever, the specification of the IEEE 802.15.4 MAC sub-layer is adapted to
the requirements of LR-WPANs by, for instance, eliminating the RTS/CTS
(Request to Send / Clear to Send) mechanism used in IEEE 802.11. The
MAC protocol supports two operational modes as follows [Kou05]:

• Beacon-enabled mode: beacons are periodically generated by the coor-
dinator to synchronize attached devices. A beacon frame is (the first)
part of a superframe, which also embeds all data frames exchanged
between the devices and the PAN coordinator. A device has to be syn-
chronized to the coordinator and frame transmissions can only start at
the beginning of time slots.

• Non Beacon-enabled mode: in non beacon-enabled mode, the devices
can simply send their frames by using unslotted CSMA/CA. There is
no use of a superframe structure in this mode.

Figure 1.4 presents a structure of the IEEE 802.15.4 operational modes.
In this thesis, we focus on only the popular non beacon-enabled mode and
the unslotted CSMA/CA.

IEEE 802.15.4 MAC

Beacon Enabled Non Beacon Enabled

Superframe Unslotted CSMA/CA

Contention Access 

Period (without 

GTS)

Contention Access/ 

Contention Free Period

(with GTS)GTS) (with GTS)

Slotted CSMA/CA
Slotted CSMA/CA

Slotted CSMA/CA
Slotted CSMA/CA

/Slotted Allocation

Figure 1.4: IEEE 802.15.4 operational modes [Kou05]

Device Types

IEEE 802.15.4 networks support two different types of devices: Full Function
Devices (FFDs) and Reduced Function Devices (RFDs). An FFD is a device
that can support three operation modes, serving as:
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• A Personal Area Network (PAN) Coordinator: the principal controller
of the PAN. This device identifies its own network, to which other
devices may be associated.

• A Coordinator: provides synchronization services through the trans-
mission of beacons. Such a coordinator must be associated to a PAN
coordinator and does not create its own network.

• A simple device: a device which does not implement the previous func-
tionalities.

An RFD is a device operating with minimal implementation of the IEEE
802.15.4 protocol. An RFD is intended for applications that are extremely
simple, such as a light switch or a passive infrared sensor; they do not have
the need to send large amounts of data and may only associate with a single
FFD at a time. An IEEE 802.15.4 network must include at least one FFD
acting as a PAN coordinator that provides global synchronization services to
the network and manages potential FFDs and RFDs.

1.1.2 ZigBee

ZigBee [Zig07c] is the set of specifications built on the top of the IEEE
802.15.4 2003 version standard [IEE03c] and adding network, security and
application services as depicted in Figure 1.5. The name “ZigBee” is derived
from the erratic zigging patterns many bees make between flowers when col-
lecting pollen. This is evocative of the invisible webs of connections existing
in a fully wireless environment [McG10]. The standard itself is regulated by
a group known as the ZigBee Alliance, with over 150 members worldwide
including Philips. The mission of the ZigBee Alliance is to enable reliable,
cost-effective, low-power, wirelessly networked, monitoring and control prod-
ucts based on an open global standard, and the goal is to provide consumers
with ultimate flexibility, mobility, and ease of use by building wireless intel-
ligence and capabilities into everyday devices [Zig10].

Device Types

There are three different types of ZigBee devices:

• ZigBee coordinator (ZC): The most capable device, the coordinator
forms the root of the network tree and might bridge to other networks.
There is exactly one ZigBee coordinator in each network since it is
the device that started the network originally. It is able to store in-
formation about the network, including acting as the Trust Centre &
repository for security keys. A ZC is an FFD.

• ZigBee Router (ZR): As well as running an application function, a
router can act as an intermediate router, passing on data from other
devices. A ZR is also an FFD.
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Figure 1.5: ZigBee Protocol Stack

• ZigBee End Device (ZED): Contains just enough functionality to talk
to the parent node (either the coordinator or a router); it cannot relay
data from other devices. This relationship allows the node to be asleep
a significant amount of the time thereby giving long battery life. A
ZED requires the least amount of memory, and therefore can be less
expensive to manufacture than a ZR or ZC. A ZED is an RFD.

Network Topologies

ZigBee supports three different network topologies: star, mesh, and cluster
tree (also called star-mesh hybrid), as illustrated in Figure 1.6. The cluster
tree topology is less efficient in a sense of communication among devices than
the other two, and is therefore rarely (if ever) implemented.

In a star topology, also called point-to-point, all devices are within di-
rect communication range to the coordinator, through which all messages
are routed. A device sends a message to the coordinator, which then passes
it on to the destination device. Direct communication between the end de-
vices is not supported. The benefits of the star topology are its simplicity
since it does not require a complex network layer or routing protocols, and its
high performance since it takes a maximum of two hops for packets to reach
their destination. However, the limitations of this topology are its lack of
robustness since there are no alternative paths between a device and the co-
ordinator - if a path becomes obstructed, communication is lost between the
device and coordinator, and its limited radio range between the coordinator
and child devices.

The mesh topology, also called peer-to-peer, consists of a mesh of in-
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Figure 1.6: ZigBee Network Topologies

terconnected routers and end devices. Each router is typically connected
through at least two pathways, and can relay messages for its neighbors. The
mesh topology supports “multi-hop” communications, through which data is
passed by hopping from device to device using the most reliable communica-
tion links and most cost-effective path until its destination is reached. The
multi-hop ability also helps to provide fault tolerance, in that if one device
fails or experiences interference, the network can reroute itself using the re-
maining devices. This topology is highly reliable and robust. Should any
individual router become inaccessible, alternative routes can be discovered
and used. Besides, the use of intermediary devices in relaying data means
that the range of the network can be significantly increased, making this
topology highly scalable. On the other hand, however, this topology has a
higher communications overhead than the star topology, which can result in
increased latency and lower end-to-end performance. In addition, the meshed
routing requires more complex network protocols. This means routers require
more embedded resources, which can result in increased power consumption
and costs.

Application Profiles

Application Profiles are an agreement on [Ash09]:

• A set of network and security policies to allow interoperability while
providing the appropriate controls

• Definition of specific device types related to that application (using
items from a library of functions or creating new if necessary)
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Figure 1.7: ZigBee Application Profiles [Ash09]

• Defining a series of messages and attributes for a device

Designed by end users, equipment providers, service providers with assis-
tance from stack providers, profiles define how to use the underlying stack
features. ZigBee targets a wide range of application profiles including home
control, industrial control, consumer electronics, PC & peripherals, energy
management, building automation, telecom services, personal healthcare,
etc., as summarized in Figure 1.7.

1.2 Problem Statement

As mentioned in Section 1.1.1, IEEE 802.15.4/ZigBee mainly operates on
the 2.4 GHz ISM band. In addition to IEEE 802.15.4/ZigBee, there are
many other systems such as IEEE 802.11b/g Wireless Local Area Networks
(WLANs), Bluetooth, cordless phones and even microwave ovens, using the
same band, as illustrated in Figure 1.8. This is because the 2.4 GHz ISM band
is license-free and deployable almost worldwide. However, as the popularity of
these systems, particularly WLANs and WPANs, increases, the 2.4 GHz ISM
band becomes more crowded, which leads to the systems’ QoS (Quality of
Service) degradation. Therefore, it is important to investigate the coexistence
among these different systems.

According to IEEE 802.15.2 [IEE03a], “coexistence” is defined as the abil-
ity of one system to perform a task in a given shared environment where other
systems have an ability to perform their tasks and may or may not be using
the same set of rules. What we focus on in this thesis is the coexistence
among different systems, i.e., using a different set of rules, and in the 2.4
GHz unlicensed frequency band.

The coexistence of IEEE 802.11b WLANs and Bluetooth networks has
been studied extensively.
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Figure 1.8: Coexistence in 2.4 GHz ISM Band

The paper by Haartsen and Zürbes [Haa99] examined the impact an
802.11b network would have on Bluetooth performance. The approach used
in [Haa99] was based on a combination of analytical and Monte Carlo sim-
ulations for a specific network configuration. In [How01a], the impact of
Bluetooth on 802.11b was studied and a closed form analytical model was de-
rived for evaluating the impact. The approach was illustrated by examining
the coexistence between 802.11b and Bluetooth within typical operational
ranges for both network traffic and RF environment. A similar approach
was used to evaluate the impact of IEEE 802.11b on Bluetooth as reported
in [How02]. Furthermore, Conti et al. derived an analytical methodology to
evaluate the performance of a Bluetooth link interfered by IEEE802.11b, and
vice versa, in a Rice/Rayleigh fading channel with Additive White Gaussian
Noise (AWGN).

Due to the importance of coexistence of Bluetooth and IEEE 802.11 de-
vices, both the Bluetooth Special Interest Group (SIG) and the IEEE 802
Working Group were actively looking at methods for improved coexistence.
The IEEE 802.15.2 Task Group has been formed specifically to consider pro-
posals for mechanisms to improve the level of coexistence between Bluetooth
and IEEE 802.11 devices and to come up with recommended practices derived
from these. We will discuss this further in Section 1.3.1.

Compared to the extensive work on the coexistence of IEEE 802.11b
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WLANs and Bluetooth networks, less research has been done on the coexis-
tence of IEEE 802.11b/g WLANs and IEEE 802.15.4/ZigBee WSNs, which
is the focus of this thesis.

IEEE 802.15.4/ZigBee-based WSNs, having very low transmit power, are
more vulnerable to the interference generated by other systems which have
much higher power. For instance, Kim et al. presented in [Kim05] that 802.11
interference can cause serious performance degradation of 802.15.4 networks.
The bad coexistence capability of 802.15.4/ZigBee WSNs in the presence
of interference can lead to unacceptable user experiences if the interference
is not mitigated sufficiently. For example, when a user presses a button
of a remote controller using the 802.15.4/ZigBee protocol, a lamp may not
respond within an acceptable latency or may not even respond at all if control
commands in 802.15.4/ZigBee packets experience serious loss due to heavy
WLAN interference. Such a coexistence issue may get more serious for a
large scale multi-hop 802.15.4/ZigBee-based lighting control network, which
typically covers many floors of a building. This is because:

• A channel free from WLAN interferences might not be consistently
available to a whole ZigBee network

• A large number of hops may make the end-to-end packet delivery ratio
unacceptably small in the presence of interferences

• The loss of ZigBee control messages, e.g., the message to change the
operating channel, could prohibit a ZigBee network from operating
resiliently

As a consequence, the lighting control network may not respond in a
timely manner to a user’s commands. Furthermore, part of the network may
not be reachable and the user may lose control over part of the network
and its associated lighting devices. Therefore, the coexistence issue between
WSNs and other systems, and more generally, the spectrum sharing among
different uncoordinated systems in the unlicensed band is a serious problem,
which needs to be resolved properly.

In fact, there are three ways to share spectrum: exclusive access, vertical
sharing and horizontal sharing. Exclusive access means that only a particular
user can access the spectrum. A typical system which uses exclusive access
is the cellular system. In spite of its immense success, this model often leads
to inefficient spectrum usage in terms of spectral efficiency [Ben09]. A study
[Mar02] conducted in the city of New York has shown that only 13% of the
spectrum opportunities was utilized on average. This is due to two main
reasons: firstly, the spectrum remains non-utilized during the time that the
licensed systems are idle. Secondly, the spectrum can be congested in one
area while being non-utilized in another due to a low spatial density of radio
devices. Likewise, a spectrum occupancy measurement campaign carried out
in the city of Chicago [McH06] corroborates the fact that there is a significant
amount of non-utilized spectrum bands (i.e., white spectral bands). As a
result, over the course of the last decade and motivated by the ever increasing
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Figure 1.9: Classification/taxonomy of Spectrum Sharing Methods

demands for higher data rates and recent proliferation of networks operating
on unlicensed bands such as IEEE 802.11 WLANs a migration from static
to flexible and dynamic spectrum allocation has emerged as a new paradigm
for more efficient resource allocations.

In [Kru03], Kruys firstly proposed the concepts of vertical sharing and
horizontal sharing. The vertical sharing means that systems have different
levels of regulatory status (e.g., newcomers that have to live together with
incumbents), i.e., the primary user pays money for (primary) access to the
spectrum, and the secondary user can borrow the spectrum only if it does
not generate “harmful” interference to the primary user. Note that when one
talks about cognitive radio, one usually means vertical sharing. In contrast,
in horizontal sharing, all systems have the same regulatory status and may
access spectrum on equal footing. In the horizontal sharing case, it is also use-
ful to distinguish between “intra-system” sharing (between systems that are
implemented using the same technology or technology family, e.g., 802.11b
devices), and “inter-system” sharing (between technically distinct systems,
e.g., 802.11 WLANs and 802.15.4 WSNs). Technical standards and coordi-
nation between standard bodies to facilitate efficient shared spectrum use is
necessary, but not sufficient. It addresses the intra-system sharing case, but
not inter-system sharing [Vri03].

In this thesis, we focus on an inter-system horizontal sharing - IEEE
802.15.4/ZigBee WSNs coexist with other systems in the unlicensed 2.4 GHz
ISM frequency band. Figure 1.9 summarizes the classification/taxonomy for
the spectrum sharing methods discussed above.

1.3 Coexistence Standardization Activities

The concerns on the coexistence of different wireless systems operating in un-
licensed frequency bands has caused some standardization activities. IEEE
802.15.2 [IEE03a] addresses the issue of coexistence of wireless personal area
networks (WPAN) with other wireless devices operating in unlicensed fre-
quency bands such as wireless local area networks (WLAN). In the annex of
the IEEE 802.15.4 standard [IEE06], several mechanisms that enhance co-
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existence for IEEE 802.15.4 devices with other wireless devices operating in
the industrial, scientific and medical (ISM) bands are described.

We give a brief introduction as follows.

1.3.1 IEEE 802.15.2

IEEE 802.15.1-2002 [IEE02] has derived a Wireless Personal Area Network
(WPAN) standard based on the Bluetooth v1.1 specifications. It includes
a media access control and physical layer specification. Because both IEEE
802.15.1 and IEEE 802.11b specify operations in the same 2.4 GHz unlicensed
frequency band, there is mutual interference between the two wireless systems
that may result in severe performance degradation.

To address the coexistence issue between IEEE 802.15.1 devices and
IEEE 802.11b devices, several coexistence mechanisms are described in IEEE
802.15.2 standard [IEE03a]. The mechanisms are divided into two classes:
collaborative and non-collaborative. A collaborative coexistence mechanism
can be used when there is a communication link between the WLAN net-
works. This is best implemented when both a WLAN and a WPAN device
are embedded into the same piece of equipment (e.g., an IEEE 802.11b card
and an IEEE 802.15.1 module embedded in the same laptop computer). A
non-collaborative coexistence mechanism does not require any communica-
tion link between the WLAN and WPAN. These coexistence mechanisms are
only applicable after a WLAN or WPAN are established and user data is
to be sent. These coexistence mechanisms will not help in the process for
establishing a WLAN or WPAN.

Both types of coexistence mechanisms are designed to mitigate interfer-
ence resulting from the operation of IEEE 802.15.1 devices in the presence of
frequency static or slow-hopping WLAN devices. Note that interference due
to multiple IEEE 802.15.1 devices is mitigated by frequency-hopping. All
collaborative coexistence mechanism described in IEEE 802.15.2 standard
are intended to be used when at least one WLAN station and WPAN device
are colocated within the same physical unit.

When colocated, there needs to be a communication link between the
WLAN and WPAN devices within this physical unit, which could be a wired
connection between these devices or an integrated solution.

Non-collaborative coexistence mechanisms are intended to be used when
there is no communication link between the WLAN and WPAN.

Collaborative coexistence mechanisms

The three collaborative coexistence mechanisms defined in IEEE 802.15.2
consist of two MAC sublayer techniques and one PHY layer technique. Both
MAC sublayer techniques involve coordinated scheduling of packet transmis-
sion between the two wireless (WLAN and WPAN) networks. The PHY
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layer technique is a programmable notch filter in the IEEE 802.11b receiver
to notch out the narrow-band IEEE 802.15.1 interferer. These collaborative
mechanisms may be used separately or combined with others to provide a
better coexistence mechanism.

The collaborative coexistence mechanism provides coexistence of a WLAN
(in particular IEEE 802.11b) and a WPAN (in particular IEEE 802.15.1) by
sharing information between colocated IEEE 802.11b and IEEE 802.15.1 ra-
dios and locally controlling transmissions to avoid interference. These mecha-
nisms are interoperable with legacy devices that do not include these features.

There are two modes of operation and the mode is chosen depending on
the network topology and supported traffic. In the first mode, both IEEE
802.15.1 synchronous connection-oriented (SCO) and asynchronous connec-
tionless (ACL) traffic are supported where SCO traffic is given higher pri-
ority than the ACL traffic in scheduling. The second mode is based on
time-division multiple access and is used when there is ACL traffic in high
piconet density areas. In time-division multiple access (TDMA) mode, the
IEEE 802.11b beacon-to-beacon interval is subdivided into two subintervals:
one subinterval for IEEE 802.11b and other subinterval for IEEE 802.15.1.
Since each radio has its own subinterval, both radios will operate properly,
due to total orthogonality. This technique does require an additional feature
to restrict when the IEEE 802.15.1 master transmits. The mode to be used is
chosen under the command of the access point (AP) management software.
Frequency nulling may be used in conjunction with these modes to further
reduce interference.

Both alternating wireless medium access (AWMA) and packet traffic arbi-
tration (PTA) may be combined to produce a better coexistence mechanism.

It is recommended that when it is possible, or necessary, to colocate
a WLAN device and a WPAN device within the same physical unit (e.g.,
laptop computer), that either the AWMA collaborative coexistence mecha-
nism or the PTA collaborative coexistence mechanism be used. If the PTA
mechanism is used it is also recommended that the deterministic interference
suppression mechanism be used in concert with the PTA mechanism. While
PTA can be used without deterministic interference suppression, the combi-
nation of the two mechanisms leads to increased WLAN/WPAN coexistence.

If there is a high density of physical units incorporating both a WLAN
and WPAN device in a common area (greater than or equal to three units in
a circle of radius 10 meters) and WPAN SCO link (voice link) is not being
utilized, then it is recommended that the AWMA mechanism be used. If the
density of units incorporating both the WLAN and WPAN devices is low
(less than three units in a circle with a radius of 10 meters), or the WPAN
SCO link is used, then it is recommended that the PTA mechanism be used
in concert with the deterministic interference suppression mechanism.
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Non-collaborative coexistence mechanisms

IEEE 802.15.2 describes several methods that enhance the performance of
the IEEE 802.15.1 and IEEE 802.11 networks through the use of adaptive
interference suppression of IEEE 802.11b devices, adaptive packet selection,
and packet scheduling for ACL links. These methods do not require the
collaboration between the IEEE 802.11 devices and the IEEE 802.15.1 de-
vices. Therefore, they belong to the general category of non-collaborative
coexistence mechanisms.

Two other methods, i.e., packet scheduling for SCO links and adaptive
frequency-hopping (AFH) for the IEEE 802.15.1 devices, are provided as
information in Annex A and Annex B of the IEEE 802.15.2 standard, re-
spectively.

The key idea for adaptive packet selection and scheduling methods is
to adapt the transmission according to channel conditions. For instance, if
the channel is dominated by interference from an IEEE 802.11b network,
the PER will be mainly due to collisions between IEEE 802.15.1 and IEEE
802.11 systems, instead of bit errors resulting from noise. Packet types that
do not include forward error correction (FEC) protection could provide better
throughput if combined with intelligent packet scheduling. The foundation
for the effectiveness of these types of methods is to be able to figure out the
current channel conditions accurately and in a timely manner. Channel esti-
mation may be done in a variety of ways: received signal strength indication
(RSSI), header error check (HEC) decoding profile, bit error rate (BER) and
PER profile, and an intelligent combination of all of the above.

There are five non-collaborative mechanisms described in IEEE 802.15.2.
At least two of these share a common function called channel classification.
Three mechanisms are covered under the second item in the following list:

1. adaptive interference suppression. A mechanism based solely on signal
processing in the physical layer of the WLAN.

2. adaptive packet selection and scheduling. IEEE 802.15.1 systems uti-
lize various packet types with varying configurations such as packet
length and degree of error protection used. By selecting the best
packet type according to the channel condition of the upcoming fre-
quency hop, better data throughput and network performance may be
obtained. In addition, by carefully scheduling packet transmission so
that the IEEE 802.15.1 devices transmit during hops that are outside
the WLAN frequencies and refrain from transmitting while in-band,
interference to WLAN systems could be avoided/minimized and at
the same time increase the throughput of the IEEE 802.15.1 systems.

3. adaptive frequency-hopping (AFH). IEEE 802.15.1 systems frequency
hop over 79 channels (in the U.S.) at a nominal rate of 1600 hops/second
in connection state, and 3200 hops/second in inquiry and page states.
By identifying the channels with interference, it is possible to change
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the sequence of hops such that those channels with interference (“bad”
channels) are avoided. From traffic type and channel condition, a
partition sequence is generated as input to the frequency re-mapper,
which modifies hopping frequencies to avoid or minimize interference
effects.

When it is not possible, or necessary, to colocate a WLAN and WPAN
device within the same physical unit, then a non-collaborative coexistence
mechanism may be the only practical method. There are possible range
limitations under which a non-collaborative mechanism may not be sufficient,
however. For example, when an IEEE 802.11b system and an IEEE 802.15.1
system are operated 30 centimeters apart, the IEEE 802.15.1 signal will be
considerably above the detection threshold of the WLAN system, even when
out of band; thus, non-collaboration schemes relying on channel estimation
and interference detection will be unable to prevent interference in these short
range situations.

The non-collaborative mechanisms considered range from adaptive fre-
quency hopping to packet scheduling and traffic control. They all use similar
techniques for detecting the presence of other devices in the band such as
measuring the packet or frame error rate, the signal strength or the signal to
interference ratio (often implemented as the RSSI).

For example, each device can maintain a frame error rate measurement
per frequency used. FH devices can then infer which frequencies are occupied
by other users of the band and thus modify their frequency hopping pattern.
They can even choose not to transmit on a certain frequency if that frequency
is inferred to be occupied.

MAC sublayer packet selection mechanisms consider encapsulation rules
and use the variety of IEEE 802.15.1 packet lengths to avoid overlap in fre-
quency between IEEE 802.11 and IEEE 802.15.1. In other words, the IEEE
802.15.1 scheduler knows how to use the packet length of proper duration (1,
3, or 5 slots) in order to skip the so-called “bad” frequency.

It is recommended that AFH be used when appropriate changes to the
IEEE 802.15.1 hopping sequence have been implemented.

Furthermore, it is recommended that interference aware packet schedul-
ing and traffic control mechanisms be implemented. These mechanisms can
be implemented either separately or in combination with other coexistence
schemes such as AWMA, PTA, or AFH for additional performance improve-
ments.

It is recommended that adaptive interference suppression be used with all
of the above-mentioned mechanisms because it operates at the physical layer;
it can also be used by itself. It is recommended that the adaptive interference
suppression filter be used when there is sufficient IEEE 802.15.1 interference
to noticeably degrade performance and delaying the IEEE 802.11 traffic is
not sufficient. Specifically, delay sensitive traffic such as streaming media will
benefit from the use of this mechanism.
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1.3.2 Coexistence in IEEE 802.15.4

While not required by IEEE 802.15.4 standard [IEE06], IEEE 802.15.4 de-
vices coexistence with other wireless devices has been taken into account to
some extent. In the annex part of the IEEE 802.15.4 standard, several mech-
anisms that enhance coexistence with other wireless devices operating in the
2.4 GHz band are described. These mechanisms include

• CCA
• Dynamic channel selection
• Modulation
• ED and LQI
• Low duty cycle
• Low transmit power
• Channel alignment

We now briefly describe these mechanisms.

Clear channel assessment (CCA)

IEEE 802.15.4 PHYs provide the capability to perform CCA in its CSMA-
CA (Carrier Sense Multiple Access With Collision Avoidance) mechanism.
The PHYs require at least one of the following three CCA methods: ED
(Energy Detection) over a certain threshold, detection of a signal with IEEE
802.15.4 characteristics, or a combination of these methods. Use of the ED
option improves coexistence by allowing transmission backoff if the channel
is occupied by any device, regardless of the communication protocol it may
use.

However, as we will see in Chapter 2, the timing used in the 802.15.4
CCA mechanism is much longer than that of 802.11b/g, which puts 802.15.4
devices in a disadvantageous position in the channel access competition with
802.11b/g devices.

Dynamic channel selection

When performing dynamic channel selection, either at network initializa-
tion or in response to an outage, an IEEE 802.15.4 device will scan a set
of channels specified by the ChannelList parameter. For 2.4 GHz band
IEEE 802.15.4 networks that are installed in areas known to have high IEEE
802.11b activity, the ChannelList parameter can be defined as the above sets
in order to enhance the coexistence of the networks.

However, it is not uncommon that some new (unknown) high IEEE
802.11b activity appears near the area of an established IEEE 802.15.4 net-
work. And when the IEEE 802.11b activity occurs on a channel which is not
defined in the ChannelList, it may cause the coexistence problem, which the
dynamic channel selection mechanism is not able to solve.
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Modulation

In IEEE 802.15.4, the 2.4 GHz PHY uses a quasi-orthogonal modulation
scheme, where each symbol is represented by one of 16 nearly orthogo-
nal pseudo-random noise (PN) sequences. This is a power-efficient modu-
lation method that achieves low signal-to-noise ratio (SNR) and signal-to-
interference ratio (SIR) requirements at the expense of a signal bandwidth
that is significantly larger than the symbol rate. A typical low-cost detector
implementation is expected to meet the 1% packet error rate (PER) require-
ment at SNR values of 5 dB to 6 dB.

Relatively wideband interference, such as IEEE 802.11b, would appear
like white noise to an IEEE 802.15.4 receiver. The detector performance in
this case is similar to noise performance, but the overall SIR requirement is 9
dB to 10 dB lower because only a fraction of the IEEE 802.11b signal power
falls within the IEEE 802.15.4 receiver bandwidth.

The use of PN sequences to represent each symbol in this standard offers
DSSS-like (Direct-sequence spread spectrum) processing gains to interferers
whose bandwidth is smaller than the bandwidth of the IEEE 802.15.4 stan-
dard. For example, this processing gain helps to reduce the impact of an
IEEE 802.15.1 [IEE02] interferer, whose 20 dB bandwidth is roughly 50%
smaller than the bandwidth of the IEEE 802.15.4 standard. Whereas the
SNR requirement is 5 dB to 6 dB for 1% PER in noise, the equivalent SIR
requirement for an IEEE 802.15.1 signal centered within the pass band of the
IEEE 802.15.4 receiver is only 2 dB.

In terms of interference to others, the IEEE 802.15.4 standard appears
as wideband interference to IEEE 802.15.1, and only a fraction (∼ 50%)
of the IEEE 802.15.4 signal power falls within the IEEE 802.15.1 receiver
bandwidth. Furthermore, due to the bandwidth ratios and to the frequency
hopping used in IEEE 802.15.1, IEEE 802.15.4 transmissions will interfere
with approximately 3 out of the 79 hops, or approximately 4%. To an IEEE
802.11b receiver, the IEEE 802.15.4 standard looks like a narrowband inter-
ferer, and the processing gain resulting from the spread-spectrum techniques
in IEEE 802.11b will help reduce the impact of the IEEE 802.15.4 interferer.

Although the modulation scheme of IEEE 802.15.4 can enhance its in-
terference robustness by reducing the collision loss caused by the packet col-
lision, it may not get rid of the collision loss completely in case of a very
strong interference as we will show in Chapter 3. Furthermore, the modu-
lation scheme cannot help to reduce any inhibition loss, which occurs when
a pending IEEE 802.15.4 packet is discarded if the channel access attempts
exceed the maximum number of backoffs the CSMA-CA algorithm will at-
tempt before declaring a channel access failure. We will discuss this in detail
in Chapter 3.
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ED and LQI

The IEEE 802.15.4 PHYs include two measurement functions that indicate
the level of interference within an IEEE 802.15.4 channel. The receiver ED
(Energy Detection) measurement is an estimate of the received signal power
within an IEEE 802.15.4 channel and is intended for use as part of a channel
selection algorithm at the network layer. The LQI (Link Quality Indicator)
measures the received energy level and/or SNR for each received packet.
When energy level and SNR data are combined, they can indicate whether a
corrupt packet resulted from low signal strength or from high signal strength
plus interference.

Low duty cycle

The specifications of the IEEE 802.15.4 standard are tailored for applications
with low power and low data rates (a maximum of 250 kb/s and down to 20
kb/s). Typical applications for IEEE 802.15.4 devices are anticipated to run
with low duty cycles (under 1%). This will make IEEE 802.15.4 devices less
likely to cause interference to other standards.

Low transmit power

Although operation in the 2.4 GHz band under Section 15.247 of Federal
Communications Commission (FCC) Code of Federal Register (CFR) 47
[FCC] rules allow transmission powers up to 1 W, IEEE 802.15.4 devices
will likely operate with much lower transmit power. A key metric of IEEE
802.15.4 is cost, and achieving greater than 10 dBm transmit power in a
low-cost system on chip, while feasible, will be economically disadvanta-
geous. Furthermore, European regulations (European Telecommunications
Standards Institute (ETSI) EN 300 328 [ETSa] and [ETSb] ) for out-of-band
emissions make it difficult to transmit above 10 dBm without additional, ex-
pensive filtering. These factors limit the distribution of devices with greater
than 10 dBm transmit power to a few specialized applications.

At the low end, the IEEE 802.15.4 PHY specifies that devices must be
capable of at least −3 dBm transmit power. At this level, actual transmit
power represents a small fraction of the overall power consumed by the trans-
mitter, so there is little benefit in terms of energy savings to operate below
this level. However, the IEEE 802.15.4 standard does encourage operating
with lower transmit power, when possible, to minimize interference.

Thus the majority of IEEE 802.15.4 devices are expected to operate with
transmit powers between −3 dBm and 10 dBm, with 0 dBm being typi-
cal. IEEE 802.11b devices also operate under Section 15.247 of FCC CFR47
[FCC], where up to 1 W of transmit power is allowed; however, most devices
in the market today operate at transmit powers between 12 dBm and 18
dBm. IEEE 802.15.3 devices operate under Section 15.249 of FCC CFR47,
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Figure 1.10: IEEE 802.11b/g and IEEE 802.15.4 channels in the 2.4 GHz
ISM band [Pol06]

which limits transmit power to 8 dBm equivalent isotropically radiated power
(EIRP). The EIRP measurement for the IEEE 802.15.3 PHY includes the
antenna gain; therefore, a 1 dB increase antenna gain requires a 1 dB de-
crease in transmit power. In contrast, devices operating under Section 15.247
of FCC CFR47 are allowed up to 6 dB of antenna gain without modifications
to the transmit power.

Assuming moderate antenna gain (∼0 dBi) for typical implementations,
the discussion in this subclause implies that a nominal IEEE 802.15.4 trans-
mitter would operate about 8 dB less than the IEEE 802.15.3 transmitter
and about 12 dB to 18 dB less than a typical IEEE 802.11b implementation.

Channel alignment

The alignment between IEEE 802.11b (nonoverlapping sets) and IEEE 802.15.4
2.4 GHz band channels is shown in Figure 1.10. There are four IEEE 802.15.4
channels that fall in the guard bands between (or above) the three IEEE
802.11b channels (n = 15, 20, 25, 26 for North America; n = 15, 16, 21, 22
in Europe). While the energy in this guard space will not be zero, it will be
lower than the energy within the channels; and operating an IEEE 802.15.4
network on one of these channels will minimize interference between systems.

In practice, however, there is no guarantee that an IEEE 802.11b net-
work and an IEEE 802.15.4 network always operate on the nonoverlapping
channels. Thus, the coexistence problem arises.

To sum up, from the descriptions above, we can learn that the coexistence
issue has been taken into account in the IEEE 802.15.4 standard. However,
as shown in Chapter 2 and Chapter 3, due to its low transmit power and
longer timing used in its CCA mechanism, IEEE 802.15.4 devices are often
in a weak position when they coexist with devices using other standards
like IEEE 802.11b/g. Besides, as IEEE 802.15.4 WSNs and IEEE 802.11b/g
WLANs are more and more popular, the coexistence issue is becoming more
critical. Therefore, a coexistence standard like IEEE 802.15.2 should be made
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as soon as possible.

1.4 Research Motivation, Targets and Scope

As addressed in Section 1.2, the coexistence issue between IEEE 802.15.4/Zig-
Bee WSNs and other systems sharing the same unlicensed frequency band is
getting increasing attention and interest as well from academia and industrial
research communities, which includes Philips Research, where this thesis has
been done. Philips intends to use ZigBee technology for a new generation of
lighting control [Zig07b]. The Philips vision is to “unleash the full potential”
of lighting environments by enabling new applications for personal comfort,
safety, security and efficiency. Philips believes the role of lighting has become
increasingly significant to enable smarter building systems and enhance envi-
ronments. The company selected ZigBee technology for its ability to create
interoperability between lighting control systems and other building subsys-
tems, and its mesh network capabilities which enable redundancy and elimi-
nate single points of failure in a lighting control system. By using ZigBee in
the lighting control system of the future, Philips expects building owners to
realize valuable return on investment through conservation, energy efficiency
and reduction of harmful greenhouse gas emissions. ZigBee technology will
help Philips lighting control systems realize other benefits by creating cen-
tralized, integrated systems that can be both centrally and locally controlled
and managed. For example, occupants can control individual lighting and
thermostats or facilities can internally or externally change these systems
and make adjustments. A monitored system can also capture data for the
facility manager to see, for example, that a lamp has burned out and needs
replacement. As ZigBee technology plays such an important role for Philips
and the coexistence capability of ZigBee WSNs is relevant to a satisfactory
user experience, the research work on exploring the coexistence capability
of ZigBee WSNs in the unlicensed frequency band in this thesis was thus
motivated and performed.

The targets of this thesis work are to achieve a clear understanding on
the coexistence issue between IEEE 802.15.4/ZigBee WSNs and other sys-
tems sharing the same unlicensed 2.4 GHz ISM frequency band, and then to
propose cost-effective methods to enhance the coexistence capability of IEEE
802.15.4/ZigBee WSNs. Among various systems sharing the 2.4 GHz ISM
frequency band with IEEE 802.15.4/ZigBee WSNs, IEEE 802.11b/g WLANs
are the most widely deployed. We therefore focus on the coexistence between
IEEE 802.15.4/ZigBee WSNs and IEEE 802.11b/g WLANs in this thesis.
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1.5 Contributions and Thesis Outline

Based on the research targets defined in Section 1.4, our work has generated
the following contributions.

Our first contribution is the introduction of a coexistence model of IEEE
802.15.4 and IEEE 802.11b/g networks. The model precisely exposes the
interplay between these two standards and therefore clearly explains their
coexistence performance. The coexistence behavior between 802.15.4 and
802.11b/g has been investigated by many previous research such as [How03]
[Pet06][Shi05][Sik05]. However, the conclusions of these are incomplete and
some are even in conflict, causing the coexistence issue between 802.15.4
and 802.11b/g confusing. For example, [How03] and [Pet06] conclude that
802.15.4 has little impact on the 802.11 performance, and this result should
hold unless the device is located near an IEEE 802.15.4 cluster with a high
aggregate activity level. However, our model shows that 802.15.4 can have
a serious impact on the 802.11 performance even when they are not located
near to each other. Actually, in case that they are so close that they can hear
each other, the 802.11 performance will get less impacted. This is because
the 802.11’s Media Access Control (MAC) mechanism uses shorter timing
than does that of 802.15.4, and the shorter timing gives 802.11 an advantage
over 802.15.4 in terms of the media access. Moreover, in [Shi05], the Packet
Error Rate (PER) of IEEE 802.15.4 under the IEEE 802.11b interference is
analyzed from an assumption of blind transmissions, i.e., both IEEE 802.11b
and IEEE 802.15.4 transmit packets regardless of whether the channel state
is busy or not. However, our model shows that this assumption is realistic in
only one of the three coexistence regions and therefore the analysis in [Shi05]
should be refined.

Chapter 2 describes our coexistence model of 802.15.4 and 802.11b/g.
The model considers two aspects, namely power and timing. These two as-
pects jointly have different impacts on the performance of 802.15.4 networks,
depending on the coexistence situations. To classify the coexistence situa-
tions, we introduce a concept of “coexistence region”. We characterize the
coexistence behavior in each coexistence region and identify for each region
the underlying coexistence mechanism and protocol interactions. The sup-
porting publication is [Yua07].

To evaluate the analytical model proposed in Chapter 2 in a real-life en-
vironment, we conducted experiments, which are described in Chapter 3.
Through the experiments, some implementation-related factors such as the
Rx-to-Tx turnaround time are identified. These factors can significantly af-
fect the 802.15.4/ZigBee WSNs coexistence performance in the presence of
802.11b/g interference. By taking these factors into account, we improved
our analytical model so that it can more precisely explain and predict the
802.15.4/ZigBee WSNs coexistence performance in real-life environments.
The supporting publications include [Yua09], [Yua10c], and [Yua11].
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By creating a clear picture of the coexistence issue between 802.11 and
802.15.4, the model inspired us to propose two coexistence capability en-
hancement approaches for 802.15.4/ZigBee WSNs, i.e., our second and third
contributions as follows.

Our second contribution is that we propose a robust, responsive and easy
to be implemented approach to help 802.15.4/ZigBee devices mitigate inter-
ference including but not limited to 802.11b/g. As described in Chapter 4,
in the presence of heavy interference, 802.15.4/ZigBee devices can mitigate
the interference by adaptively and distributively adjusting their Clear Chan-
nel Assessment (CCA) thresholds. As the communication, which is quite
vulnerable under the heavy interference, among 802.15.4/ZigBee devices is
not needed, the approach is interference-robust. Besides, as adjusting the
CCA thresholds can be done very quickly and easily, the approach is also
responsive and easy to be implemented. The OPNET simulation shows that
in the presence of heavy interference, the approach can substantially reduce
the amount of discarded packets due to channel access failures, and there-
fore significantly enhance the performance of 802.15.4/ZigBee WSNs. This
contribution is published in [Yua10b].

Our third contribution is that we propose a distributed adaptive multi-
channel interference-avoidance protocol, which is described in Chapter 5. Dif-
ferent from the approach mentioned above, which enhances the 802.15.4/Zig-
Bee devices’ performance in the presence of heavy interference by increasing
their interference tolerance at the single channel they use, our multi-channel
interference-avoidance approach focuses on making good use of multiple chan-
nels that 802.15.4/ZigBee devices can use. Although the ZigBee specification
[Zig07c] proposes a feature called frequency agility, which refers to the abil-
ity of ZigBee networks to change the operational channel in the presence of
interference, for a large-scale ZigBee network, changing the whole network
operational channel to an idle one, may be neither appropriate if there is only
local interference nor possible if there is not any single idle channel available
globally. Our multi-channel interference-avoidance approach enables a single-
channel large-scale ZigBee network to distributively, adaptively and partially
change the operational channel in the presence of local interference. As a
result, the ZigBee network performance under interference can be effectively
and efficiently improved. This contribution is published in [Yua10a].

In Chapter 6, we conclude the thesis and point out the future research
directions.

The structure of this thesis is schematically depicted in Figure 1.11. As
it shows, besides the introduction and the conclusion chapters, the thesis
consists of two parts: coexistence modeling and coexistence enhancement.
Chapter 2 and 3 present our contributions to the part of coexistence mod-
eling. Chapter 4 and 5 show our contributions to the part of coexistence
enhancement.
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Chapter 1: Introduction

Coexistence Modeling

Chapter 2: Coexistence Modeling

Coexistence Modeling

Chapter 2: Coexistence Modeling

Chapter 3: Model Enhancement

Coexistence Enhancement

Chapter 4: Interference Mitigation

Chapter 5: Interference Avoidance

Chapter 6: Conclusions and Future Work

Figure 1.11: Thesis structure
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Chapter 2

Coexistence Modeling

Essentially, all models are wrong, but some are useful.

- George E. P. Box

As stated in Section 1.4, the targets of this thesis work are to achieve a
clear understanding of the coexistence issue between IEEE 802.15.4/ZigBee
WSNs and other systems sharing the same unlicensed 2.4 GHz ISM frequency
band, and then to propose cost-effective methods to enhance the coexistence
capability of IEEE 802.15.4/ZigBee WSNs. Among various systems sharing
the 2.4 GHz ISM frequency band with IEEE 802.15.4/ZigBee WSNs, IEEE
802.11b/g WLANs are the most widely deployed. We therefore focus on the
coexistence issue between IEEE 802.15.4/ZigBee WSNs and IEEE 802.11b/g
WLANs in this thesis as well as in this chapter.

Although many studies on the coexistence between IEEE 802.15.4/ZigBee
WSNs and IEEE 802.11b/g WLANs have been done, the conclusions they
drew are incomplete and/or conflicting, and therefore confusing. In this
chapter, we propose a coexistence model of IEEE 802.15.4/ZigBee WSNs
and IEEE 802.11b/g WLANs. The model is to expose the interplay between
these two wireless systems and therefore explain their interesting coexistence
performance as well as the incompatible conclusions of many previous studies.

This chapter is organized as follows. First, Section 2.1 defines some main
concepts and terminology used in this thesis. Then, Section 2.2 gives an
overview of the coexistence issue between IEEE 802.15.4/ZigBee WSNs and
IEEE 802.11b/g WLANs. Related work is addressed in Section 2.3. The
standards IEEE 802.11b, IEEE 802.11g and IEEE 802.15.4 are introduced
with an emphasis on their MAC sublayers in Section 2.4. Next, Section 2.5
presents a coexistence model to characterize the coexistence issue in various
scenarios. Further, Section 2.6 gives an analysis of the coexistence model,
and simulation results are shown in Section 2.7. Finally, our conclusions are
drawn in Section 2.8.

27
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2.1 Main Concepts and Terminology

In this section, we define the concepts and terminology used in the remainder
of the thesis.

Coexistence

IEEE 802.15.2 [IEE03b] defines coexistence as: “The ability of one system to
perform a task in a given shared environment where other systems have an
ability to perform their tasks and may or may not be using the same set of
rules.” In the thesis, however, we mainly consider coexistence among systems
using different sets of rules. This is because, on the one hand, as stated in
Section 1.2 we focus on the coexistence between IEEE 802.15.4 WSNs and
other systems sharing the same unlicensed 2.4 GHz ISM frequency band,
i.e., “inter-system” spectrum sharing (see Figure 1.9), and on the other hand,
the coexistence among systems based on a same set of rules usually has been
taken into account, e.g., the IEEE 802.11’s collision avoidance algorithm (i.e.,
listen before talk).

Coexistence Performance

A system’s performance in terms of throughput, packet loss ratio, trans-
mission delay, etc., in the presence of interference caused by other systems
sharing the same frequency band.

Coexistence Capability

The ability of one system to perform a task in the presence of interference
caused by other systems sharing the same frequency band.

Coexistence Region

An area where one system which coexists with other systems sharing the same
frequency band exhibits a characteristic coexistence state. The system can
be in one of three coexistence states, i.e., the system and the other systems
have a mutual influence, an one-way influence or no influence between each
other.

2.2 802.11b/g and 802.15.4 Coexistence Issue

Overview

IEEE 802.11b and IEEE 802.11g WLANs are probably the most widely de-
ployed wireless systems. As a low-power and low-cost technology, IEEE
802.15.4 1is establishing its place in the market as an enabler for the emerging



2.3. RELATED WORK 29

wireless sensor networks (WSNs) [Pet06]. Due to supporting complimentary
applications, they are often colocated with each other.

Like IEEE 802.11b and IEEE 802.11g WLANs, IEEE 802.15.4 WSNs
also use the 2.4 GHz ISM band as shown in Figure 1.10. As we see, there is
not any single IEEE 802.15.4 channel which is guaranteed not to be covered
by IEEE 802.11b/g channels if they are not coordinated properly as it is
actually. Besides, Figure 1.10 also illustrates that transmit powers of IEEE
802.11b/g and IEEE 802.15.4 are significantly different. Indeed, the transmit
power of IEEE 802.15.4 is typically as low as 1 mW [IEE06], while that of
IEEE 802.11b/g is typically 100 mW [IEE99b].

As they share the same frequency band and are often colocated with each
other, their coexistence has been investigated in many research activities, as
described in the following section.

2.3 Related Work

There have been lots of studies about coexistence between the IEEE 802.11b/g
and IEEE 802.15.4. Some studies conclude that IEEE 802.15.4 has little im-
pact on the IEEE 802.11b performance. For example, in [How03], Howitt
and Gutierrez propose a method for analyzing the coexistence impact of an
IEEE 802.15.4 network on an IEEE 802.11b device. Analysis based on an
analytical model suggests the following general conclusion: assuming either
automated or manual frequency management is employed, it is reasonable to
conclude that the IEEE 802.15.4 network will typically have little to no im-
pact on the IEEE 802.11b’ s performance. This result should hold unless the
device is located near an IEEE 802.15.4 cluster with a high aggregate activity
level. In [Pet06], Petrova et al. also conclude that the IEEE 802.15.4 oper-
ation has practically no negative influence on the concurrent IEEE 802.11b
communication.

On the other hand, some studies conclude that IEEE 802.11b can have
a serious impact on the IEEE 802.15.4 performance if the channel allocation
is not carefully taken into account. For instance, in [Sik05], the impact of
IEEE 802.11b on IEEE 802.15.4 is measured. The measurements show that
the impact of IEEE 802.11b stations with high duty cycle on IEEE802.15.4
stations may be extremely critical, if the same carrier frequencies are selected.
Also, the results in [Pet06] show that if no care is taken of the operational
channels of the two technologies, the IEEE 802.11b itself will have a negative
effect on the performance of the IEEE 802.15.4 transmission. While these
conclusions are true in general, we believe the studies so far have dealt with
only limited coexistence scenarios.

1For convenience, in this chapter, we interchangeably use the terms, IEEE 802.15.4

and ZigBee.
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Besides, in [Shi05], the Packet Error Rate (PER) of IEEE 802.15.4 un-
der the IEEE 802.11b interference is analyzed from an assumption of blind
transmissions, i.e., both IEEE 802.11b and IEEE 802.15.4 transmit packets
regardless of whether the channel state is busy or not. However, in this chap-
ter, we will show that this assumption is realistic in only one of the three
coexistence regions and therefore the analysis in [Shi05] should be refined.

Moreover, in [Sik05], measurements are performed to quantify coexistence
issues. The author concluded that even in the worst case conditions such as
frequency overlapping, small physical separation and high traffic load for
interference, the packet error rate never reaches 100 % and there is still
a chance for IEEE 802.15.4 to transmit some packets successfully, as the
IEEE802.11 interframe spaces still may give room, though the PER is above
95%. In this chapter, we also quantify the coexistence issues and show that
in some cases, the PER can reach 100% in fact.

Despite the conclusion, drawn from many studies such as those mentioned
above, that the performance of IEEE 802.15.4 transmission can be seriously
negatively affected by intense IEEE 802.11b traffic if their channels are not
allocated properly, the ZigBee Alliance claimed in [Zig07a] that even in the
presence of a surprising amount of interference, ZigBee devices continue to
communicate effectively.

These conflicting conclusions make the coexistence between IEEE 802.15.4
and IEEE 802.11b/g confusing. In the following sections we shall create a
clear picture of the coexistence issue. We start with a brief introduction
about IEEE 802.11b/g and IEEE 802.15.4 with an emphasis on their MAC
sublayers.

2.4 IEEE 802.11b/g and IEEE 802.15.4

2.4.1 IEEE 802.11b/g

As mentioned earlier, IEEE 802.11b and IEEE 802.11g are standards defining
the Medium Access Control (MAC) and Physical layer (PHY) specifications
for WLANs. Both standards operate in 13 overlapping channels in the 2.4
GHz ISM band and the bandwidth of each channel is 22 MHz. Different
modulation techniques are used to provide different data rates, e.g., Comple-
mentary Code Keying (CCK) is used to deliver 5.5 and up to 11 Mbps for
IEEE 802.11b, and Orthogonal Frequency Division Multiplexing (OFDM) is
used to deliver up to 54 Mbps for IEEE 802.11g.

IEEE 802.11b/g MAC employs the Carrier Sense Multiple Access with
Collision Avoidance (CSMA/CA) mechanism for medium access control,
which is illustrated in Figure 2.1.

Before initiating a transmission, an IEEE 802.11b/g node senses the chan-
nel to determine whether another node is transmitting. If the medium is
sensed idle for a Distributed coordination function Inter-Frame Space (DIFS)
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Figure 2.1: IEEE 802.11b/g medium access control mechanism

time interval the transmission will proceed. If the medium is busy the node
defers its transmission until the end of the ongoing transmission. When the
medium becomes idle for a DIFS interval, the node will generate a random
backoff delay based on an integer uniformly chosen in an interval. This in-
terval [0,W ] is called Contention Window (CW), where W is the size of the
contention window. The initial W is set to CWmin. The backoff timer is
decreased by one as long as the medium is sensed idle for a backoff time slot.
The backoff counter will become frozen when a transmission is detected on
the medium, and resumed when the channel is sensed idle again for a DIFS
interval. When the backoff timer reaches zero, the node transmits a DATA
packet. Immediately after receiving a packet correctly, the destination node
waits for a Short Inter Frame Spacing (SIFS) interval and then transmits an
ACK back to the source node. If two or more nodes decrease their backoff
timers to zero at the same time, a collision occurs. Upon not receiving an
ACK, the CW is doubled and a retransmission is scheduled. The CW is dou-
bled at each retransmission until it reaches a maximum value. If an ACK is
still not received, the MAC sublayer will report a packet transmission error
to its upper layer.

2.4.2 IEEE 802.15.4

The IEEE 802.15.4 MAC sublayer supports two types of channel access mech-
anisms, unslotted CSMA/CA mechanism in non-beacon-enabled network and
slotted CSMA/CA mechanism in beacon-enabled network. In non-beacon-
enabled mode, which is the more popular one so far, a node simply transmits
its data packet, using unslotted CSMA/CA, when it wants to send data to
a coordinator. In beacon-enabled mode, however, a node has to be syn-
chronized to a coordinator and packet transmissions can only start at the
beginning of time slots.

Like IEEE 802.11b/g, IEEE 802.15.4 also employs CSMA/CA for medium
access control. However there is a key difference between their CSMA/CA
mechanisms. Unlike in IEEE 802.11b/g, as shown in Figure 2.2, a channel
in IEEE 802.15.4 is not sensed during backoff periods but only during Clear
Channel Assessment (CCA) periods. Furthermore, the contention window
in IEEE 802.15.4 is doubled correspondingly whenever the channel is deter-
mined to be busy during a CCA period. In IEEE 802.11b/g, however, the
contention window remains the same when the channel is determined to be
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Figure 2.2: IEEE 802.15.4 medium access control mechanism

busy and is doubled only when an ACK is not received. This difference has
a significant impact on their behavior of sharing a channel, which we shall
show in detail in the following sections.

2.5 A Coexistence Model of 802.11b/g and

802.15.4

As mentioned in Section 2.3, there were many studies on the coexistence of
IEEE 802.11b/g WLANs and IEEE 802.15.4 WSNs, but the conclusions they
drew are often conflicting. To gain a clear understanding, we need to develop
a model, which, by reasonably simplifying the complex reality and exposing
essential aspects, can give people insights into the coexistence behavior of
IEEE 802.11b/g WLANs and IEEE 802.15.4 WSNs. Not only can one use
the model to understand the interplay between an IEEE 802.11b/g WLAN
and an IEEE 802.15.4 WSN when they coexist, but also to predict their
coexistence performance, which can help people set up a colocated IEEE
802.11b/g WLAN and IEEE 802.15.4 WSN with less mutual interference.

We now develop the model. First, as mentioned in Section 1.2, due to
very low transmit power, IEEE 802.15.4 devices are more vulnerable to the
interference generated by IEEE 802.11b/g devices which have much higher
power. We therefore focus on the interference that IEEE 802.11b/g devices
bring to IEEE 802.15.4 devices when they coexist. Second, we assume that
IEEE 802.11b/g interference is always saturated, which means there is al-
ways an IEEE 802.11b/g packet available for transmission. This corresponds
a worst-case interference scenario, which in reality would occur for instance
when people watch videos via IEEE 802.11b/g devices. This is becoming in-
creasingly prevalent as the online video applications like YouTube and IEEE
802.11b/g-supported smart electronic devices like iPhones are more and more
popular. Besides, this assumption eases our analysis and therefore allows us
to focus on the most critical aspects of the coexistence issue. To investigate
the worst case, we also assume that their operational frequency bands over-
lap each other to the most extent, i.e., there is only 2 MHz offset between
the center frequency of IEEE 802.15.4 and that of IEEE 802.11b/g as listed
in Table 2.1. The coexistence effects caused by the different operational fre-
quency offsets have been studied. As shown in Figure 2.3, the measurement
in [Pet06] suggests that a 2 MHz offset between the center frequencies can
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Figure 2.3: IEEE 802.15.4 Frame Error Rate when interfered by a 802.11b
transmission[Pet06]

cause an IEEE 802.15.4 frame error rate to be 0.22 to 0.81, depending on the
size of the IEEE 802.15.4 packets. As expected, the larger the IEEE 802.15.4
packet size is, the higher the frame error rate caused by IEEE 802.11b inter-
ference. As the offset increases, the IEEE 802.15.4 frame error rate caused
by the IEEE 802.11b interference declines. When the offset is larger than 7
MHz, the frame error rate gets close to zero. This means that to achieve a a
nearly “interference-free” IEEE 802.15.4 performance, the offset between the
operational frequencies of IEEE 802.11b and IEEE 802.15.4 needs to be at
least 7 MHz. Finally, we consider only the unslotted IEEE 802.15.4 MAC.
This is because the case of slotted IEEE 802.15.4 has been studied exten-
sively [Pet06][Shi05][Tam10], and also because the case of unslotted IEEE
802.15.4 has been less studied while being more popular in practice.

Under IEEE 802.11b/g interference, an IEEE 802.15.4 packet can be suc-
cessfully received if either of the following two conditions is satisfied.

(1)Power Condition: When an IEEE 802.15.4 packet overlaps an IEEE
802.11 packet, the in-band interference power from the IEEE 802.11 packet
is significantly lower than the useful signal power from the IEEE 802.15.4
packet at an IEEE 802.15.4 receiver. According to the specification [IEE99b],
if IEEE 802.11b/g interference is weak enough so that the in-band signal-to-
interference ratio (SIR) is larger than 5 - 6 dB, an IEEE 802.15.4 packet
could be successfully received with a probability of 99%. Note that IEEE
802.15.4 has no error correction capability and just one bit error can make
the complete packet erroneous.

(2)Timing Condition: The transmission time of an IEEE 802.15.4 packet
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Figure 2.4: Coexistence regions of IEEE 802.15.4 and IEEE 802.11b/g

is smaller than the inter-frame idle time, denoted by Tidle, between two con-
secutive IEEE 802.11b/g packets so that the IEEE 802.15.4 packet does not
overlap an IEEE 802.11 packet.

Correspondingly, our coexistence model includes the power and timing
aspects, which are discussed as follows.

2.5.1 Power Aspect

As shown in Table 2.1, the transmit powers of IEEE 802.11b/g nodes and
IEEE 802.15.4 nodes are typically 100 mW [IEE99b] and 1 mW [IEE06],
respectively, while the clear channel assessment (CCA) thresholds of IEEE
802.11b/g nodes and IEEE 802.15.4 nodes are typically -84 dBm and -85
dBm, respectively. Since omnidirectional antennas are most commonly used
by both IEEE 802.11b/g nodes and IEEE 802.15.4 nodes in practice, we
consider only omnidirectional antennas in this work. Thus, given such com-
parable CCA thresholds, the significant differences in the transmit power can
result in the following three distinct regions, R1, R2 and R3 as illustrated in
Figure 2.4:

R1: a region in which IEEE 802.15.4 nodes and IEEE 802.11b/g nodes
can sense each other. This happens when IEEE 802.15.4 nodes and IEEE
802.11b/g nodes are close to each other.

R2: a region in which IEEE 802.15.4 nodes can sense IEEE 802.11b/g
nodes, but not vice versa. This is because IEEE 802.11b/g nodes have much
more power than IEEE 802.15.4 nodes.
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Table 2.1: IEEE 802.15.4 and IEEE 802.11b/g System Parameters and ad-
ditional parameters used to obtain simulation results

IEEE 802.15.4 IEEE 802.11b IEEE 802.11g
Transmit power 0 dBm 20 dBm 20 dBm
Receiver Sensitivity -85 dBm -76 dBm -82 dBm
CCA threshold -85 dBm -84 dBm -84 dBm
Bandwidth 2 MHz 22 MHz 22 MHz
Inter-arrival time 640 µs 744 µs 1365 µs
Transmit rate 250 kbps 11 Mbps 6 Mbps
Payload size 1 byte 1024 bytes 1024 bytes
Backoff unit Tbs 320 µs 20 µs 9 µs
SIFS 192 µs 10 µs 10 µs
DIFS N/A 50 µs 28 µs
CCA 128 µs N/A N/A
DIFS N/A 50 µs 28 µs
CWmin 7 31 15
Center frequency 2410 MHz 2412 MHz 2412 MHz

R3: a region in which neither can sense the other, but IEEE 802.15.4
nodes may still suffer IEEE 802.11b/g interference. This happens especially
when links among IEEE 802.15.4 nodes are very weak.

We define these areas as coexistence regions. Since omnidirectional anten-
nas are considered, R1, R2 and R3 are an area of circle, annulus, and annulus,
respectively. Note that for saving space, we show only parts of these areas in
Figure 2.4. In case of non-omnidirectional antennas, the shapes of the three
regions will change or even these regions may not exist.

To quantify these regions, we use a path loss model which is described in
[IEE99a] and recommended in the IEEE 802.15.2 specification [IEE03b]. The
path loss follows free-space propagation up to 8 meters and then attenuates
more rapidly with a coefficient of 3.3, which is adjusted to 4 in this thesis to
correspond to the 32 meters indoor reliable transmission distance of IEEE
802.15.4 nodes reported in [Pet06]. The path loss is expressed as:

PL(d) =

{

20 log10(
4πd
λ
) if d ≤ d0

20 log10(
4πd0
λ

) + 40 log10(
d
d0
) if d > d0

(2.1)

where d is the distance between a transmitter and a receiver, and d0, i.e., 8 m,
is the length of line-of-sight (LOS); λ = c/fc, where c is the velocity of light
and fc is the carrier center frequency. By taking the receiver sensitivities,
which are shown in Table 2.1, as the received powers, and taking the SIR of
6 dB at the receivers, we obtain R1, R2 and R3 as illustrated in Table 2.2.

Note that for simplicity, when computing the radius of R3, we have not
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Table 2.2: Coexistence Regions of IEEE 802.15.4 and IEEE 802.11b/g
Range IEEE 802.11b IEEE 802.11g
R1 22 m 32 m
R2 67 m 67 m
R3 95 m 95 m

 

Figure 2.5: Power Spectral Density of the IEEE 802.11b [IEE99a]

taken the environment noise into account. However, it could not be ignored
in case of very weak useful signal. Besides, although the transmit power of an
IEEE 802.11b/g node is distributed across the 22 MHz frequency band, only
a part of the total IEEE 802.11b/g transmit power can fall into the 2 MHz
band of an IEEE 802.15.4 node. For convenience, in the computation, we
simply took 2/22 of the total IEEE 802.11b/g transmit power as the power
which an IEEE 802.15.4 node could receive. In fact, as it is shown in Figure
2.5, the power spectral density of 802.11b is not uniformly distributed across
the 22 MHz band. There are more power distributed closely around the
center frequency. Thus, as the offset between the center frequencies of IEEE
802.11b/g nodes and IEEE 802.15.4 nodes is small, IEEE 802.15.4 nodes can
receive more power from IEEE 802.11b/g nodes, resulting in a larger radius
of R2. Instead, a bigger frequency offset will lead to less power falling into
the band of IEEE 802.15.4 nodes and therefore a smaller radius of R2. We
will have a further discussion on this in Section 2.8.

Let us present the timing aspect of our coexistence model.
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Figure 2.6: In R1: An IEEE 802.15.4 node has few chances to access the
channel due to the longer time interval used in its MAC mechanism

2.5.2 Timing Aspect

In Region R1

In R1, an IEEE 802.11b/g node and an IEEE 802.15.4 node can sense each
other and therefore both of their CSMA/CA mechanisms work, i.e., as one
is transmitting; the other has to wait.

The CSMA/CA mechanism ensures that no overlapping of transmissions
can happen if one node seizes the medium first. According to the conditions
we discussed for successful transmissions, we know that the IEEE 802.15.4
throughput performance depends on how many chances it can get to transmit
packets between two consecutive IEEE 802.11b/g packets. IEEE 802.15.4
nodes typically use a 10 to 30 times longer time interval than IEEE 802.11b/g
nodes, e.g., the backoff slot unit is 320 µs, 50 µs and 9 µs for IEEE 802.15.4,
IEEE 802.11b and IEEE 802.11g, respectively. The shorter time interval
gives IEEE 802.11b/g nodes priority over IEEE 802.15.4 nodes to access the
channel and therefore cause unfairness to the IEEE 802.15.4 nodes. This is
illustrated in Figure 2.6.

However, once IEEE 802.15.4 nodes seize the channel, they can transmit
packets free from interference because the IEEE 802.11b/g nodes will defer
for the packet transmission of IEEE 802.15.4 nodes in this region. There-
fore, the sufficient coexistence condition for this scenario is that a CCA of
IEEE 802.15.4 happens during the period of the idle time, tidle, between two
consecutive IEEE 802.11b/g packets.

Now we see whether this sufficient coexistence condition could be satisfied.
According to the specification [IEE99b],

tidle , DIFS + tbo , DIFS +m · Tbs (2.2)

where tbo is a random period of time for an additional deferral time before
transmitting and tbo , m ·Tbs, where Tbs is a backoff unit and m is a random
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Figure 2.7: In R2: IEEE 802.11b/g nodes fail to sense IEEE 802.15.4 nodes

integer drawn from a uniform distribution over the interval [0, CWmin]. The
values of these parameters are shown in Table 2.1.

When m ≥ 4 and 12 for IEEE 802.11b and IEEE 802.11g respectively,
tidle ≥ CCA. Thus, when m is chosen to be a value in the range [4, 31] and
[12, 15] for IEEE 802.11b and IEEE 802.11g respectively, tidle is long enough
for performing a CCA. The performance of an IEEE 802.15.4 network under
IEEE 802.11b/g interference will be quantified in Section 2.6.

In Region R2

In R2, IEEE 802.15.4 nodes can sense IEEE 802.11b/g nodes but not vice
versa, because the transmit power of IEEE 802.11b/g nodes is much higher
than that of IEEE 802.15.4 nodes. Consequently, when IEEE 802.11b/g
nodes are transmitting, IEEE 802.15.4 nodes have to be waiting, whereas
when IEEE 802.15.4 nodes are transmitting, IEEE 802.11b/g nodes are not
aware of this and thus they simply proceed to transmit, probably causing an
overlapping in packet transmissions. This is shown in Figure 2.7.

To check whether IEEE 802.15.4 nodes can have successful transmissions
here, we will first see whether non-overlapping transmissions can happen in
the region R2.

Similar to the region R1, an IEEE 802.15.4 node has to seize the channel
so that its transmission can start. Hence, tidle also needs to be longer than
a CCA period in the region R2. Furthermore, as IEEE 802.11b/g nodes do
not defer anymore for the transmissions of IEEE 802.15.4 packets, to ensure
non-overlapping transmissions, the following condition needs to be satisfied:

tidle , DIFS +m · Tbs ≥ CCA+ tp + SIFS + ACK (2.3)

where tp is the transmission time of an IEEE 802.15.4 packet.

We now show that the inequality (2.3) cannot hold. We take the max-
imum value of the LHS, LHSmax, and the minimum value of the RHS,
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RHSmin, of (2.3) as follows:

LHSmax = DIFS + CWmin · Tst

=

{

50 + 31 · 20 = 670µs for 802.11b
28 + 15 · 9 = 163µs for 802.11g

RHSmin = CCA+ tpmin + SIFS + ACK

= 128 + 640 + 192 + 160 = 1120µs

where tidlemax is the maximum tidle and tpmin is the minimum packet trans-
mission time, which is 640 µs, given by a minimum packet size of 160 bits
transmitted at the rate of 250 kbps. The values of the relevant parameters
are given in Table 2.1.

We see that since LHSmax is less than RHSmin, the inequality (2.3) can-
not hold in any case. Even for the case that an ACK is not employed, where
the RHS of (2.3) has only two items, CCA and tp, (2.3) still cannot hold be-
cause LHSmax remains less than RHSmin, which is 768 µs. As such, in R2, no
IEEE 802.15.4 packet can be received during an interval of two consecutive
IEEE 802.11b/g packets.

In Section 2.5, we addressed that under IEEE 802.11b/g interference, an
IEEE 802.15.4 packet cannot be received successfully unless at least one of
the two conditions, i.e., the power conditions and the timing condition, can
be satisfied. The power condition says that an IEEE 802.15.4 packet and
its following ACK if any can be received successfully in spite of overlapped
IEEE 802.11b/g interference as long as the Signal-to-Interference-Ratio (SIR)
is good enough. And the timing condition actually says that no matter
how severe IEEE 802.11b/g interference is, an IEEE 802.15.4 packet and
its following ACK if any can be transmitted and received successfully in an
interval between two consecutive IEEE 802.11b/g packets.

According to the analysis above, we learn that in R2, since no IEEE
802.15.4 packet (regardless of using an ACK or not) can be received during
an interval of two consecutive IEEE 802.11b/g packets, an IEEE 802.15.4
packet cannot be received successfully unless the Signal-to-Interference-Ratio
(SIR) is good enough.

In Region R3

In this region, neither IEEE 802.15.4 nodes nor IEEE 802.11b/g nodes can
sense the other. IEEE 802.15.4 nodes, however, may still suffer from the
IEEE 802.11b/g interference in case of weak IEEE 802.15.4 links, because a
region in which a wireless device can cause interference to others is usually
larger than that where it can be sensed by the others. This means both
IEEE 802.15.4 nodes and IEEE 802.11b/g can freely transmit packets without
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deferring for the other, which is described as the assumption, called blind
transmissions in [Shi05].

It can be shown that like in R2, in case of using ACKs, the timing con-
dition described as inequality (2.3), i.e., the condition for non-overlapping
transmissions, can never hold in R3, too. Therefore, for a successful IEEE
802.15.4 transmission, a good SIR at the receivers is necessary. By contrast,
unlike in R2, in case of not using ACKs, the condition for non-overlapping
transmissions could be satisfied in R3.

From the discussion above, we see that IEEE 802.11b/g nodes and IEEE
802.15.4 nodes have a mutual impact only in R1, which makes the coexistence
in R1 the most interesting as well as the most complicated. Therefore, in the
following section, we will focus on analyzing the coexistence performance in
R1.

2.6 Throughput Analysis of 802.15.4 networks

in R1

In this section, we analyze the IEEE 802.15.4 coexistence performance in
terms of throughput in R1. For ease of analysis, we assume that there are
only one pair of IEEE 802.15.4 nodes and one pair of IEEE 802.11b/g nodes.
We will discuss this assumption at the end of this section. Furthermore, in
each pair, one node is a transmitter and the other is a receiver. In addition,
we assume the physical channel conditions are ideal, i.e., no transmission
error would occur if there is no interference. Thus, the IEEE 802.11b/g
transmitter can always receive ACKs after transmitting data packets, causing
its contention window to keep the initial value, i.e., CWmin. According to
[How03] [Pet06] [Sik05] and our own simulation, IEEE 802.15.4 has little
impact on IEEE 802.11 performance, which justifies our assumption that the
IEEE 802.11b/g traffic is not affected by the IEEE 802.15.4 traffic. Finally,
we assume that both IEEE 802.11b/g traffic and IEEE 802.15.4 traffic are in
the saturation mode, which implies that there is always at least one packet
awaiting transmission at the transmitters.

As shown in Figure 2.8, for each transmission attempt, an IEEE 802.15.4
node performs a backoff first for an interval sampled from a uniform distri-
bution over the range [0, 2BEi−1](i = 0, 1, 2, 3, 4), where BEi is the backoff
exponent for the ith retransmission attempt and 0th retransmission attempt
means the first transmission attempt. A successful CCA will be followed by
a successful IEEE 802.15.4 packet transmission. Otherwise, in the case of a
busy channel, the IEEE 802.15.4 node will defer for a backoff period defined
by BEi+1 and then perform a CCA again until the default maximum retry
limit, i.e., 4, is reached [IEE06]. Subsequently, an error of channel access
failure will be reported to the upper layer. In either case, a new transmission
cycle will start with a backoff period defined by BE0 for the next packet to
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Figure 2.8: Coexistence Model: Timing Aspect in R1
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Figure 2.9: Packet Transmission Renewal Process (Xj: the transmission cycle
time of the jth packet)

be transmitted.
Owing to the assumption that the IEEE 802.11b/g traffic is not affected

by the IEEE 802.15.4 traffic and the fact that the timing of IEEE 802.11b/g
and IEEE 802.15.4 is significantly different, the transmission cycle times of
IEEE 802.15.4 packets are considered independent of each other. Therefore,
the transmission of IEEE 802.15.4 packets is essentially a renewal process.
Let X denote the transmission cycle time of a packet, which either is trans-
mitted successfully at ith retransmission or fails to be transmitted eventually
after the default five unsuccessful channel access attempts [IEE06]. Thus, X
is actually the inter-renewal time of the renewal process. Furthermore, let Xj

denote the transmission cycle time of the jth packet, shown in Figure 2.9 and
let {W (t); t > 0} be a renewal reward function for the renewal process with
expected value of the inter-renewal time E(X). Thus according to [Gal96],
the throughput S is given by

S = lim
t→0

1

t

∫ τ

t

W (τ)dτ =
E[Wn]

E[X ]
with probability 1 (2.4)

where E[Wn] is the expected value of the reward, i.e., the transmission time
of one IEEE 802.15.4 packet, denoted by tp, in the nth renewal interval.

We now compute E[Wn]. Since during the n
th renewal interval, either only

one packet or no packet is transmitted, Wn correspondingly equals either tp
or zero. Thus,

E[Wn] = p · E[tp] ·
4

∑

i=0

(1− p)i + 0 · (1− p)5 = p · E[tp] ·
4

∑

i=0

(1− p)i (2.5)

where E[tp] is the expected value of tp and p is the probability that the
channel is sensed idle during a CCA period. According to the assumption
that the IEEE 802.11b/g traffic is not affected by the IEEE 802.15.4 traffic,
the IEEE 802.11b/g interference is actually an on-off autonomous process,
independent of the IEEE 802.15.4 traffic. It is on for a period tp and off for a
period DIFS + tbo, where tbo is a uniform RV on [0, CWmin] · Tbs. Therefore,
between two successive transmission attempts of an IEEE 802.15.4 node, the
state, on or off, of the interference is independent. To make the transmission
attempts of an IEEE 802.15.4 node successful, two conditions need to be
satisfied:

1. The idle time tidle between two consecutive IEEE 802.11b/g packets
needs to be longer than the CCA period of an IEEE 802.15.4 packet,
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i.e., tidle ≥ CCA, so that the IEEE 802.15.4 packet could seize the
channel;

2. Given 1), the CCA starts and ends within the period tidle. This event
is denoted by E.

Thus, p is given by

p = P{tidle ≥ CCA ∪ E}

= P{tidle ≥ CCA} · P{E | tidle ≥ CCA} (2.6)

Given the parameter values in Table 2.1, the condition tidle ≥ CCA holds if
tbo ∈ [a, CWmin] · Tbs, where a equals 4 and 12 for IEEE 802.11b nodes and
IEEE 802.11g nodes respectively. Thus, p is further given by

p =

CWmin
∑

i=a

P{tidle = DIFS + iTbs}

·P{tidle0 ≤ tc ≤ tidle0 +DIFS + iTbs − CCA}

=
1

CWmin + 1
·

CWmin
∑

i=a

DIFS + iTbs − CCA

E[tw] +DIFS + iTbs

(2.7)

where tidle0 is the start time of the period tidle, tc is the CCA start time,
uniformly distributed over [0, ts], where ts is the transmission cycle time of
an IEEE 802.11b/g packet, i.e., ts = tw+DIFS+iTbs, i = a,. . ., CWmin, and
tw is the sum of an IEEE 802.11b/g packet transmission time, a following
SIFS time and an ACK time. These parameters are shown in Figure 2.8.

By substituting (2.7) in (2.5), E[Wn] is given. We now compute E[X ] as
follows.

E(X) =

4
∑

i=0

[

p(1− p)i
(

i
∑

j=0

E[Bi] + (i+ 1)CCA+ E[tp]
)

]

+(1− p)5
(

4
∑

i=0

E[Bi] + 5CCA
)

(2.8)

where E[Bi], is the expected value of the backoff time, Bi, for the i
th retrans-

mission, and Bi is uniformly distributed in [0, 2BEi], owing to the assumption
that the IEEE 802.11b/g traffic is not affected by the IEEE 802.15.4 traffic.

By substituting (2.5) and (2.8) into (2.4), the throughput S is obtained.
When using the parameter values in Table 2.1, we get that when saturate
IEEE 802.11b interference occurs in R1, the throughput of the IEEE 802.15.4
nodes declines to 5.75% of the original value, which clearly shows that IEEE
802.11b interference can affect the performance of an IEEE 802.15.4 WSN
significantly.
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2.7 Coexistence Model Evaluation

In this work, we use a simulation tool, OPNET, to evaluate the coexistence
model we proposed1. We first give a brief introduction about OPNET.

2.7.1 OPNET

OPNET is one of the most popular simulator tools specialized for network
research and development [OPN]. It is developed by OPNET Technologies,
Inc. OPNET stands for Optimized Network Engineering Tools. It provides
a graphical editor interface to build models for various network entities from
physical layer modulator to application processes. Built on the top of a
discrete event system, OPNET simulates the system behavior by modeling
each event happening in the system and processes it by user-defined processes.
All components are modeled using an object-oriented approach which gives
an intuitive mapping to real systems. As shown in Figure 2.10, OPNET uses
a three-tiered hierarchical structure to organize all the components in three
domains, which are network, node, and process models. A network model is a
high-level description of the objects contained in the system. It specifies the
objects in the system as well as their physical locations, interconnections and
configurations. A node model specifies the internal structure of a network
node. Typical nodes include workstations, packet witches, satellite terminals
and remote sensors. A process model is used to specify the behavior of a
processor and queue modules, which exists in a node domain.

The design methodology for OPNET simulation is usually bottom-up in
that a user first creates process models, then constructs node models which
incorporate the processes, and finally constructs network models that are
populated with the node models. OPNET also provides programming tools
for users to define any type of packet format they want to use in their own
protocols. Programming in OPNET includes the following major tasks: de-
fine the protocol packet format, define the state transition machine for pro-
cesses running the protocol, define process modules and transceiver modules
we need in each device node, finally define the network model by connecting
the device nodes together using user-defined link models [Pan10]. As such,
OPNET enables users to design and study communication networks, devices,
protocols, and applications.

2.7.2 Simulation configuration and parameters

The values of relevant parameters are listed in Table 2.1. Note that the
bandwidth of IEEE 802.11b is 22 MHz, which is much larger than that of

1The source code of OPNET simulation in this thesis is the property of Koninklijke

Philips Electronics N.V. For information about the source code, please contact Philips

Research in Eindhoven, The Netherlands.
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Figure 2.10: Three-tiered OPNET Hierarchy

IEEE 802.15.4, i.e., 2 MHz. So the signal of IEEE 802.11b/g interference
can be modeled as bandlimited Additive White Gaussian Noise (AWGN)
to IEEE 802.15.4 signals [Shi05]. Since the bandwidth of 802.11b/g is 11
times that of 802.15.4, in-band interference power of 802.11b/g to 802.15.4
is usually calculated as Pr/11, where Pr is the received power. However, the
power spectral density of 802.11b/g is not uniformly distributed across the 22
MHz band. Figure 2.5 from [IEE99a] illustrates the power spectral density
of 802.11b.

In our simulations, to show the worst case of sharing spectrum, we employ
the channels for IEEE 802.11b/g and IEEE 802.15.4 in the 2.4 GHz ISM band
in such a way that the center frequencies fc of the channels are closest to each
other. Thus, we employ 2412 MHz and 2410 MHz as the center frequencies
for IEEE 802.11b/g and IEEE 802.15.4 respectively, shown in Figure 1.10.
The closer their center frequencies become; the stronger IEEE 802.11b/g
interference to IEEE 802.15.4 is, because more power is distributed around
the center frequency as shown in Figure 2.5[IEE99a].
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Figure 2.11: In R1: 802.15.4 and 802.11b/g are in a region where they can
sense each other

2.7.3 Simulation of the IEEE 802.15.4 Coexistence Per-
formance in R1

Given the parameter values in Table 2.2, R1 is a circle area, of which the
radius is less than 22 m and 32 m for IEEE 802.11b and IEEE 802.11g,
respectively. Hence as shown in Figure 2.11, we set the distance between
two IEEE 802.11 nodes and that of IEEE 802.15.4 nodes as 2 m, and the
distance between IEEE 802.11 nodes and IEEE 802.15.4 nodes as 5 m, to
ensure both can sense each other, i.e., in R1. A saturated UDP packet
traffic, which, in our simulation, is 532 packets per second at a rate of 11
Mbps, is transmitted between IEEE 802.11b WLAN 0 and WLAN 1. Only
the IEEE 802.15.4 coordinator, PAN COOR, transmits data packets, while
the destination node, End device, sends only ACKs.

Figure 2.12 shows that when the 802.11b interference occurs, the through-
put of the IEEE 802.15.4 node goes from 18000 bps on average down to 1000
bps on average, i.e., only 5.56% throughput remains. This result matches the
analytical result, i.e., 5.75%, in Section 2.6 and thus verifies our analysis.

From both analytical and simulation results above, we conclude that even
in the worst case in the region R1, the throughput of an IEEE 802.15.4 WSN,
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Figure 2.12: Throughput of IEEE 802.15.4 nodes before and after IEEE
802.11b interference occurs in R1

though it declines significantly, never reach zero. This is because in R1, IEEE
802.11b/g nodes can sense IEEE 802.15.4 traffic, and therefore may pause,
which allows a small part of IEEE 802.15.4 traffic to pass. The conclusion is
also validated by the experiments in [Sik05].

2.7.4 Simulation of the IEEE 802.15.4 Coexistence Per-

formance in R2

In Section 2.5, the sensing range is 22 m for IEEE 802.11b. In the current
simulation scenario, we set the distance between two IEEE 802.11b nodes
still as 2 m and that of IEEE 802.15.4 nodes as 15 m to show a case where
the power condition is not satisfied. The distance between IEEE 802.11b
nodes and IEEE 802.15.4 nodes is 30 m, which is 8m further away from the
IEEE 802.11b nodes’ sensing range.

Figure 2.13 shows that the throughput of IEEE 802.15.4 goes down to zero
as the IEEE 802.11b interference occurs, which verifies that the coexistence
is impossible if the power condition is not satisfied in the region R2.

The results given in Section 2.7.3 and 2.7.4 show that IEEE 802.11b/g
interference can affect an IEEE 802.15.4 WSN’s performance very badly.
Thus, the ZigBee Alliance’s claim in [Zig07a], i.e., “even in the presence of a
surprising amount of interference, ZigBee devices continue to communicate
effectively”, is not universally true.
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Figure 2.13: Throughput of IEEE 802.15.4 nodes before and after IEEE
802.11b/g interference occurs in R2

2.8 Conclusions and Further Discussion

In this chapter, we proposed a coexistence model of IEEE 802.15.4 nodes
and IEEE 802.11b/g nodes based on two aspects, i.e., power and timing.
Due to the significant difference in transmit powers of IEEE 802.15.4 and
IEEE 802.11b/g, the sensing ranges of them are quite asymmetric. As a
result, three distinct coexistence regions can be identified. In each of these
coexistence regions, IEEE 802.11 nodes and IEEE 802.15.4 nodes exhibit
different interplay and hence different coexistence performances, which may
not be the same as we expected. For example, instinctively, we may feel
that the closer an IEEE 802.15.4 node gets to an IEEE 802.11b/g interferer,
the worse performance the IEEE 802.15.4 node would have. Our coexistence
model, however, reveals that this perception is not true. In fact, as the IEEE
802.15.4 node and the IEEE 802.11b/g interferer get so close that they are in
the coexistence region R1, where they can sense each other, the coexistence
performance of the IEEE 802.15.4 node is not necessary the worst. Instead,
in the coexistence region R2, where the IEEE 802.11b/g interferer cannot
sense the IEEE 802.15.4 and therefore does not respect the IEEE 802.15.4
transmission, the coexistence performance of the IEEE 802.15.4 node could
get even worse than in R1.

While developing the coexistence model, we made several assumptions.
Those assumptions simplified the complex reality so that we were able to
develop an analytical model, which reflects only the most essential aspects
of the coexistence. Meanwhile, those assumptions must have brought about
some effects on our work. The effects are therefore worthy of further discus-
sion.
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First of all, we assumed the IEEE 802.11b/g interference is always sat-
urated. In fact, despite the increasing popularity of IEEE 802.11b/g-based
applications, IEEE 802.11b/g interference cannot be always saturated. Non-
saturated IEEE 802.11b/g interference will change the timing aspect of our
coexistence model, i.e., give a longer space of time for IEEE 802.15.4 packet
transmission. Thus, a better coexistence performance of an IEEE 802.15.4
WSN can be expected under non-saturated IEEE 802.11b/g interference.
It would make sense to examine the coexistence performance of an IEEE
802.15.4 WSN under some real and typical IEEE 802.11b/g traffic in the fu-
ture. Besides, although non-saturated IEEE 802.11b/g traffic has nothing to
do with the transmit power of either IEEE 802.11b/g or IEEE 802.15.4, i.e.,
does not change the power aspect of our coexistence model, the three coexis-
tence regions will therefore still somehow exist but become less recognizable
as IEEE 802.11b/g traffic gets lighter.

Second, also for investigating the worst case, we assumed that the oper-
ational frequency bands of IEEE 802.11b devices and IEEE 802.15.4 devices
overlap each other to the most extent, i.e., only 2 MHz offset between the
center frequency of IEEE 802.15.4 and that of IEEE 802.11b. The power
spectral density of IEEE 802.11b in Figure 2.5 shows that most of its power
is concentrated in a narrow band around the center frequency. Thus, as the
frequency offset increases, the portion of IEEE 802.11b device power which
can impact on IEEE 802.15.4 devices declines. This means that the coex-
istence region R1 shrinks until it totally disappears. Meanwhile, the part
of IEEE 802.15.4 device power which is received by IEEE 802.11b devices
declines, too. This means that the coexistence region R2 also shrinks until it
totally disappears. Moreover, when there is no overlap in their operational
frequency bands, the coexistence R3 disappears too.

Third, for ease of analysis, we assumed that there are only one pair of
IEEE 802.15.4 devices and one pair of IEEE 802.11b/g devices. In fact, it
is not uncommon that there are more than just one pair of IEEE 802.11b/g
devices and one pair of IEEE 802.15.4 devices in a certain environment. In
such a case, one IEEE 802.11b/g device may have a mutual influence with one
IEEE 802.15.4 device but an one-way influence with another IEEE 802.15.4
device at the same time, which would make a theoretical analysis very com-
plicated. If one of the influences is dominant, a theoretical analysis may be
done by ignoring the other influence. Otherwise, if there are many different
influences and the influences are comparably strong, a theoretical analysis
may be too complicated to be done. In this case, one can use simulation
tools. These are not part of this thesis, but would be worthwhile to be
investigated in the future.

The assumptions above simplified the complexity of the real world and
therefore made it possible for us to make an analytical coexistence model,
which was further validated by the OPNET simulation. Each assumption,
on the other hand, inevitably made its own impact on the analytical and
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simulation results. Thus, it would be interesting and valuable to examine
the model further by performing experiments. We hope that not only can
the experiments validate our analytical model, but, more importantly, bring
to us more insights into the coexistence issue. If it is the case, then we could
be able to improve the model so that it describes the real world better.

Let us more explore the coexistence of IEEE 802.15.4 and IEEE 802.11b/g
in the next chapter.



Chapter 3

Model Enhancement

It can enhance our vision, so that we become aware of a new and deeper
meaning in what we see around us.

- Walter T. Monnington

In the previous chapter, we built a coexistence model of IEEE 802.15.4
WSNs and IEEE 802.11b/g WLANs. By identifying three distinct coexis-
tence regions, the model explained the coexistence behavior of IEEE 802.15.4
WSNs and IEEE 802.11b/g WLANs. In this chapter, we will improve the
model by introducing two important implementation factors: the transceiver’s
Rx-to-Tx turnaround time and the CCA partial detection effect. We expect
the enhanced model can provide more insights about the coexistence of IEEE
802.15.4 WSNs and IEEE 802.11b/g WLANs in the real-life environment,
and therefore more accurately explain and predict the IEEE 802.15.4 coex-
istence performance in reality. Thus, we will validate the enhanced model
by not only OPNET simulation but experiments as well. Besides, in the
previous chapter, the coexistence performance of IEEE 802.15.4 WSNs and
IEEE 802.11b/g interference was investigated in only one of three coexistence
regions defined in the model. In this chapter, however, we will extend the
investigation to all the three coexistence regions and various scenarios.

The remainder of the paper is organized as follows: Section 3.1 presents
the enhanced coexistence model to characterize the coexistence issue. Then
the model is validated by experiments and simulation in Section 3.3. Section
3.2 provides a performance analysis of IEEE 802.15.4 WSNs under IEEE
802.11b/g interference in all the three coexistence regions, and Section 3.3.3
shows the simulation results in various scenarios. Finally, conclusions are
drawn in Section 3.4.

3.1 An Enhanced Coexistence Model

In Section 2.5, we proposed a coexistence model of IEEE 802.11b/g and
IEEE 802.15.4 networks. By incorporating some implementation factors, in

51
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this section, we will enhance the model. First, we give a short recap about
the model.

For the following discussion on the new model, the assumptions in the
Section 2.5 still hold, e.g., saturated IEEE 802.11b/g interference is always
assumed. This corresponds to the presence of the worst-case of interference,
which in practice would occur, e.g., as IEEE 802.11b/g nodes transfer video
streams or large files.

As discussed in Section 2.5, under IEEE 802.11b/g interference, an IEEE
802.15.4 packet can be successfully received if either of the following two
conditions is satisfied [Yua07].

Condition A: When the IEEE 802.15.4 packet overlaps an IEEE 802.11b/g
packet, the in-band interference power from the IEEE 802.11b/g packet is
significantly lower than the useful signal power from the IEEE 802.15.4 packet
at an IEEE 802.15.4 receiver. According to the IEEE 802.15.4 specification
[IEE06], if interference is so weak that the in-band signal-to-interference ratio
(SIR) is larger than 5-6 dB, an IEEE 802.15.4 packet can be successfully
received with a probability of 99%.

Condition B : The transmission time of an IEEE 802.15.4 packet is shorter
than the inter-frame idle time between two consecutive IEEE 802.11b/g pack-
ets so that the IEEE 802.15.4 packet does not overlap an IEEE 802.11b/g
packet.

Correspondingly, the new model still includes the power and timing as-
pects as follows:

Power Aspect

The transmit powers of IEEE 802.11b/g nodes and IEEE 802.15.4 nodes
are typically 100 mW [IEE99b] and 1 mW [IEE06], respectively. In case of
comparable CCA thresholds as they are in fact (see Table 3.1), the signifi-
cant difference in the transmit power can result in three distinct regions as
illustrated in Figure 2.4:

R1: a region in which IEEE 802.15.4 nodes and IEEE 802.11b/g nodes
can sense each other;

R2: a region in which IEEE 802.15.4 nodes can sense IEEE 802.11b/g
nodes, but not vice versa;

R3: a region in which neither can sense the other, but IEEE 802.15.4
nodes could still suffer IEEE 802.11b/g interference.

Timing Aspect

• In R1

In R1, an IEEE 802.11b/g node and an IEEE 802.15.4 node can sense
each other by ED and therefore both of their CSMA/CA mechanisms work,
i.e., as one is transmitting, the other has to be waiting. IEEE 802.15.4 nodes,
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Table 3.1: IEEE 802.15.4 and IEEE 802.11b/g System Parameters and ad-
ditional parameters used in simulation and experiments

IEEE 802.15.4 IEEE 802.11b IEEE 802.11g
Transmit power 0 dBm 17 dBm 17 dBm
Receiver sensitivity -85 dBm -76 dBm -82 dBm
Bandwidth 2 MHz 22 MHz 22 MHz
Data rate 250 kbps 11 Mbps 54 Mbps
Backoff unit Tbs 320 µs 20 µs 9 µs
SIFS 192 µs 10 µs 10 µs
DIFS N/A 50 µs 28 µs
CCA duration 128 µs ≤ 15 µs ≤ 4 µs
CCA threshold -85 dBm -84 dBm -84 dBm
CWmin 7 31 15
Center frequency 2410 MHz 2412 MHz 2412 MHz
Payload size 30 bytes 1500 bytes 1500 bytes
ACK No Yes Yes
Transmit intensity Every 20 ms Saturated Saturated
Tx-to-Rx turnaround < 192 µs < 10 µs < 10 µs
Rx-to-Tx turnaround < 192 µs < 5 µs < 5 µs

however, typically have a 10 - 30 times longer timing than IEEE 802.11b/g
nodes, e.g., the backoff slot unit is 320 µs, 20 µs and 9 µs for IEEE 802.15.4,
IEEE 802.11b and IEEE 802.11g, respectively, shown in Table 3.1. The
shorter timing gives IEEE 802.11b/g nodes priority over IEEE 802.15.4 nodes
to access the channel and therefore causes unfairness to the IEEE 802.15.4
nodes in R1, as illustrated in Figure 3.1.

Once the IEEE 802.15.4 nodes sense the channel idle for a CCA duration
and therefore seize the channel, they can transmit packets, theoretically, free
from interference because the IEEE 802.11b/g nodes will defer for the IEEE
802.15.4 packet transmission in this region, i.e., R1. In practice, however, the
IEEE 802.15.4 nodes have to spend 12 symbol periods, i.e., 192 µs, at most
on turning around their states from receiving to transmitting, i.e., an Rx-
to-Tx turnaround time [IEE06], Tta, during which, however, the channel
state may change from idle to busy.

Besides, in many research papers and widely used simulation tools like
OPNET, it is often ignored and therefore implicitly assumed that a CCA
always reports a busy channel once the CCA window has an overlap to any
extent with a transmitting packet. In practice, however, this is not true. A
typical digital ED receiver samples the channel N times during the CCA,
sums up the sampled energy and compares the sum, Esamples, to a preset
ED threshold Γ. If Esamples > Γ, ED reports the channel busy; otherwise, it
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Figure 3.1: In R1: the shorter timing gives IEEE 802.11b/g nodes priority
over IEEE 802.15.4 nodes to access the channel and therefore causes unfair-
ness to the IEEE 802.15.4 nodes

reports the channel idle. It is not uncommon that ED samples only a part of
a packet, i.e., the overlapping part, denoted as d, shown in Figure 3.2. We
call this effect CCA partial detection. We define a specific overlapping
duration, dm, such that given a Γ, dm equals the maximum d over which
Esamples ≤ Γ.

Thus, under the saturated IEEE 802.11b/g interference in R1, IEEE
802.15.4 nodes could seize the channel and transmit packets if

CCA− dm ≤ tidle (3.1)

where tidle is the idle time between two consecutive IEEE 802.11b/g packets.
According to the specification [IEE99b],

tidle , DIFS + tbo = DIFS +m · Tbs (3.2)

where tbo is a random period of time for an additional deferral time before
transmitting and tbo , m ·Tbs, where Tbs is a backoff unit and m is a random
integer drawn from a uniform distribution over the interval [0, CWmin]. Note
that Equation (3.2) does not include the turnaround time of Rx-to-Tx and
Tx-to-Rx for IEEE 802.11b/g nodes since it is very short (<15 µs in total
[IEE99b]). By contrast, the turnaround time, Tta, of Rx-to-Tx and Tx-to-
Rx for IEEE 802.15.4 nodes should be taken into account because it could
be even longer than an IEEE 802.15.4 CCA duration. The values of these
parameters are shown in Table 3.1.

In practice, satisfying Inequation (3.1) can only ensure IEEE 802.15.4
nodes seize the channel and transmit packets but not guarantee the trans-
mitted packets free from IEEE 802.11b/g interference, which additionally
requires either

CCA+ Tta − dm ≤ tidle (3.3)
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Figure 3.2: IEEE 802.15.4 ED detects only a partial IEEE 802.11b packet
over a CCA duration

 

Figure 3.3: In R2, IEEE 802.11b/g nodes fails to sense IEEE 802.15.4 nodes

or a constantly sufficient SINR at the IEEE 802.15.4 receivers.

From the discussion above, we learn that the practical CCA implementa-
tion has a significant impact on the performance of CCA, causing the IEEE
802.15.4 CCA performance in practice not as “perfect” as described in the-
ory. In Section 3.3, we will further investigate the real IEEE 802.15.4 CCA
performance in more detail.

• In R2

In R2, IEEE 802.15.4 nodes can sense IEEE 802.11b/g nodes but not vice
versa in case of comparable CCA thresholds as they actually are (see Table
3.1), because the transmit power of IEEE 802.11b/g nodes is much higher
than that of IEEE 802.15.4 nodes. Consequently, when IEEE 802.11b/g
nodes are transmitting, IEEE 802.15.4 nodes have to be waiting, whereas
when IEEE 802.15.4 nodes are transmitting, IEEE 802.11b/g nodes are not
aware and thus simply proceed to transmit, probably causing an overlapping
in packet transmissions, as shown in Figure 3.3.

Therefore, to check whether IEEE 802.15.4 nodes can have successful
transmissions in R2, we first see whether non-overlapping transmissions are
possible. Like in R1, Inequation (3.1) needs to be satisfied. In addition,
since IEEE 802.11b/g nodes do not defer anymore for IEEE 802.15.4 packets
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in R2, to ensure non-overlapping transmissions, the following condition also
needs to be satisfied:

CCA+ Tta − dm + tp + SIFS + ACK ≤ tidle (3.4)

where tp is the transmission time of an IEEE 802.15.4 packet, and SIFS and
ACK are those of IEEE 802.15.4. According to the parameter values given in
Table 3.1, however, this condition cannot be satisfied. Thus, in case of using
ACK, for successful transmissions of IEEE 802.15.4 packets in R2, the power
condition A in Section 3.1 has to be satisfied. In case of not using ACK, the
condition (3.4) becomes

CCA+ Tta − dm + tp ≤ tidle (3.5)

This condition could be satisfied if IEEE 802.15.4 packets are very short,
e.g., tp = 512 µs (corresponding to 16-byte packets transmitted at the rate
of 250 kbps), given that tidle = 670 µs (i.e., m = CWmin= 31, Tbs = 20 µs
in Equation (3.2)) and CCA = 128 µs.

• In R3

In R3, neither IEEE 802.15.4 nodes nor IEEE 802.11b/g nodes can sense
the other. IEEE 802.15.4 nodes, however, may still suffer from the IEEE
802.11b/g interference in case of weak IEEE 802.15.4 links, because a range
in which a wireless device can cause interference to others is usually larger
than that where it can be sensed by the others. This means both IEEE
802.15.4 nodes and IEEE 802.11b/g nodes can freely transmit packets with-
out deferring for the other, which is described as an assumption called blind
transmissions in [Shi05].

Like in R2, it can be shown that in case of using ACK, the condition for
non-overlapping transmission can never hold in R3, whereas it could hold in
case of not using ACK and very short transmitted packets. In both cases,
the successful transmissions of IEEE 802.15.4 packets could happen if the
power condition A in Section 3.1 is satisfied.

3.2 Coexistence Performance Analysis

We have done a performance analysis of IEEE 802.15.4 WSNs under IEEE
802.11b/g interference in Section 2.6. However, the analysis there does not
take into account the Rx-to-Tx turnaround time and CCA partial detection
as addressed above, which may have a significant effect. Besides, the analysis
was limited only to the coexistence region R1. Also, only one performance
metric, i.e., throughput, is derived there. In this section, we will consider
those factors, extend the analysis to all the three coexistence regions, and
derive the other two important performance metrics, i.e., packet loss ratio
and packet delay, in addition to throughput. Moreover, we will propose two
important concepts: inhibition loss and collision loss.
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Like in Section 2.6, we assume that there is only one pair of IEEE 802.15.4
nodes and one pair of IEEE 802.11b/g nodes. In each pair, one node is a
transmitter and the other is a receiver. Moreover, the physical channel con-
dition is ideal. According to [Pet06] [How03] [Sik05] and our own simulation,
IEEE 802.15.4 has little impact on the IEEE 802.11 performance, which sug-
gests us to assume that the IEEE 802.11b/g traffic is not affected by the IEEE
802.15.4 traffic. Thus, the IEEE 802.11b/g transmitter can always receive
ACKs after transmitting data packets, keeping its contention window equal
to the initial value, i.e., CWmin. Finally, we assume that IEEE 802.11b/g
traffic is in the saturation mode, which means that there is always at least
one packet awaiting transmission at the transmitter.

As shown in Figure 3.4, for each transmission attempt, an IEEE 802.15.4
node performs a backoff first for an interval sampled from a uniform distribu-
tion over [0, 2BEi − 1](i = 0, 1, 2, 3, 4), where BEi is the backoff exponent for
the ith retransmission attempt, where the 0th retransmission attempt means
the first transmission attempt. A successful CCA will be followed by an IEEE
802.15.4 packet transmission. Otherwise, in the case of a busy channel, the
IEEE 802.15.4 node will defer for a backoff period defined by BEi+1 and
then perform a CCA again until the default maximum retry limit, i.e., 4, is
reached [IEE06], where an error of channel access failure will be reported to
the upper layer. In either case, a new transmission cycle will start with a
backoff period defined by BE0 for the next packet to be transmitted.

To obtain the IEEE 802.15.4 network performance metrics such as packet
loss ratio, throughput and packet delay, we need to get two key probabil-
ities, pi and pc, where pi is the probability that the channel is idle over an
IEEE 802.15.4 CCA duration and pc is the probability that the transmit-
ted IEEE 802.15.4 packets are hit by IEEE 802.11b/g interference. Let us
first derive pi and pc, and then the performance metrics in R1, R2 and R3
respectively.

3.2.1 Coexistence Performance in R1

Owing to the assumption that the IEEE 802.11b/g traffic is not affected by
the IEEE 802.15.4 traffic, pi is constant. In fact, pi is the equivalent of the
probability that Esamples ≤ Γ as addressed in Section 3.1.

Although an IEEE 802.15.4 CCA may start at any point of the IEEE
802.11b/g packet stream, for a successful IEEE 802.15.4 packet transmission,
denoted as E, the CCA should start within the interval [tidle0 − dm, tidle0 +
tidle −CCA+ dm], where tidle0 is the start time of the idle period tidle. Thus,
pi is given by

pi = P{E} =

CWmin
∑

m=a−k

P{Em} (3.6)
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where Em represents E, i.e., a successful IEEE 802.15.4 packet transmis-
sion, conditioned on the chosen retransmission moment m, with tbo = mTbs,
a equals 4 and 12 for IEEE 802.11b and IEEE 802.11g nodes, respectively,
and k = ⌊dm/Tbs⌋.

Furthermore,

P{Em} = P{tbo = mTbs}

· P{tidle0 − dm ≤ tc ≤ tidle0 +DIFS +mTbs − CCA+ dm}

(3.7)

where tc is the CCA start time, uniformly distributed over [0, ts], ts is the
transmission cycle time of an IEEE 802.11b/g packet, i.e., ts = tw+DIFS+
mTbs and tw is the sum of an IEEE 802.11b/g packet transmission time, a
following SIFS period and ACK period, shown in Figure 3.4.

Since the backoff time is uniformly distributed, we get

P{tbo = mTbs} =
1

CWmin + 1
(3.8)

Besides, as k = ⌊dm/Tbs⌋,

P{tidle0 − dm ≤ tc ≤ tidle0 +DIFS +mTbs − CCA}

≈
DIFS +mTbs − CCA+ 2kTbs

E[tw] +DIFS +mTbs

(3.9)

Thus, according to (3.6)(3.7)(3.8)(3.9), pi is given by

pi =
1

CWmin + 1

CWmin
∑

m=a−k

DIFS +mTbs + 2kTbs − CCA

E[tw] +DIFS +mTbs

(3.10)

According to the IEEE 802.15.4 specification [IEE06], a pending IEEE
802.15.4 packet shall be discarded if the channel access attempts exceeds
macMaxCSMABackoffs, the maximum number of backoffs the CSMA-
CA algorithm will attempt before declaring a channel access failure. We let
M denote macMaxCSMABackoffs. We call this kind of loss inhibition
loss . Thus the inhibition loss probability, denoted as α, is given by

α = (1− pi)
M+1

(3.11)

Then β, the probability of IEEE 802.15.4 packets which can be sent out,
is given by
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β = 1− α

(3.12)

Now we deal with pc, the probability that an IEEE 802.15.4 packet,
though sent out by a transmitter, collides with an IEEE 802.11b/g packet.
We call this kind of loss collision loss. As the collision is due to an over-
lapping of the IEEE 802.15.4 packet and an IEEE 802.11b/g packet, let us
get the probability, pno, that a transmitted IEEE 802.15.4 packet does not
overlap (hence not collide) with an IEEE 802.11b/g packet. Actually, pno
is the equivalent of the probability that a CCA together with a following
Rx-to-Tx turnaround time Tta fall into the period [tidle0 − dm, tidle0 + tidle] as
shown in Figure 3.4. This is because in such a case, IEEE 802.11 nodes will
be able to sense the coming IEEE 802.15.4 packet and therefore suspend the
transmission of their own packets. Thus, similar to the derivation of pi, pno
is given by

pno =
1

CWmin + 1

CWmin
∑

n=b−k

DIFS + nTbs + 2kTbs − CCA− Tta

E[tw] +DIFS + nTbs

(3.13)

where b = ⌈(CCA+ Tta)/Tbs⌉, which equals 14 and 33 for IEEE 802.11b and
IEEE 802.11g, respectively, given the default 192 µs of Tta. Since the IEEE
802.11g CWmin is only 15, less than 33, Equation (3.13) cannot hold in case
of IEEE 802.11g given our assumption that the size of the contention window
stays at CWmin. Thus, pno = 0 for IEEE 802.11g in our case.

Then pc can be given by

pc = β · (1−
pno
pi

) · pe

(3.14)

where pe is the IEEE 802.15.4 packet error rate. Assuming that bit errors
are independent, pe is given by

pe = 1− (1− pb)
N (3.15)

where pb is the IEEE 802.15.4 Bit Error Rate (BER) and N is the number
of bits of an IEEE 802.15.4 packet. According to [IEE06], pb is given by

pb =
8

15
×

1

16
×

16
∑

r=2

(−1)r
(

16

r

)

e

(

20×SINR×( 1
r
−1)

)

(3.16)
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Thus, pc can be computed by Equation (3.14) (3.13) (3.15) (3.16).
With pi and pc, we now derive throughput S, packet loss ratio η and ex-

pected packet delay E(td), respectively. Owing to the assumption that the
IEEE 802.11b/g traffic is not affected by the IEEE 802.15.4 traffic and the
fact that the timing of IEEE 802.11b/g and IEEE 802.15.4 is significantly
different, the transmission cycle times of IEEE 802.15.4 packets are consid-
ered independent of each other. Therefore, the transmission of IEEE 802.15.4
packets is essentially a renewal process. Let X denote the transmission cycle
time of a packet, which either is transmitted successfully at the ith retrans-
mission or fails to be transmitted eventually after the M + 1 unsuccessful
channel access attempts, where M is the maximum number of backoffs the
CSMA-CA algorithm will attempt before declaring a channel access failure.
The default M is 4 [IEE06]. Therefore, X is actually the inter-renewal time
of the renewal process. Furthermore, let {W (t); t > 0} be a renewal reward
function for the renewal process with expected value of the inter-renewal time
E(X).

Thus according to [Gal96], the normalized IEEE 802.15.4 throughput S
is given by

S = lim
t→∞

1

t

∫ t

τ=0

W (τ)dτ =
E[Wm]

E[X ]
with probability 1 (3.17)

where E[Wm] is the expected value of the reward, which is either tp or zero,
depending on whether a packet is sent out during the mth renewal interval
and whether the packet is received successfully. Therefore,

E[Wm] = (1− pc)

[

E[tp] · pi ·
M
∑

m=0

(1− pi)
m + 0 · (1− pi)

M+1

]

= (1− pc) · E[tp] · pi ·
M
∑

m=0

(1− pi)
m (3.18)

where E[tp] is the expected tp. We now compute E[X ]. In case of the satu-
rated IEEE 802.15.4 traffic,

E(X) =

M
∑

m=0

[

pi(1− pi)
m
[

m
∑

n=0

E[Bn] + (m+ 1)CCA+ 2Tta + E[tp]
]

]

+(1− pi)
M+1

[

M
∑

n=0

E[Bn] + (M + 1)CCA
]

(3.19)

where E[Bn] is the expected backoff time Bn for the nth retransmission. By
substituting Equation (3.18)(3.19) into Equation (3.17), the IEEE 802.15.4
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throughput S is obtained. Note that in case of non-saturated IEEE 802.15.4
traffic, the expected inter-renewal time is different from the one computed in
Equation (3.19). For example, for a traffic with a constant packet interval
time T > E(X) in Equation (3.19), the throughput S = E[Wn]/T .

The IEEE 802.15.4 packet loss consists of two kinds of losses: inhibition
loss and collision loss. Therefore, the IEEE 802.15.4 packet loss ratio η is
given by

η = α + pc (3.20)

The expected packet delay E(td) includes only the delay between packet
arrival and the start of its first transmission attempt. For those packets that
fail to seize a transmission opportunity, the contribution to E(td) is set to
zero, even though a retry at upper protocol layers may cause a larger delay.
Thus, E(td) is computed by

E(td)=
M
∑

m=0

pi · (1− pi)
m ·

[ m
∑

n=0

E[Bn] + (m+ 1) · CCA+ Tta

]

(3.21)

3.2.2 Coexistence Performance in R2

In R2, IEEE 802.15.4 nodes can still sense IEEE 802.11b/g traffic. Therefore,
pi stays the same as in R1 and so does the inhibition loss probability α. Since
IEEE 802.11b/g nodes cannot sense an IEEE 802.15.4 packet any more in
R2, for avoiding an overlapping transmission, the Inequation (3.4) or (3.5)
needs to be satisfied, which is almost impossible as addressed in Section
3.1. Thus, pc = β · pe. The throughput S can also be given by Equation
(3.17)(3.18)(3.19). The packet loss ratio η and the expected packet delay
E(td) are give by Equation (3.20) and (3.21), respectively.

3.2.3 Coexistence Performance in R3

In R3, pi = 1 and therefore the inhibition loss probability α = 0. Thus,
pc = pe. The throughput S is given by Equation (3.17) , where E(Wm) =
(1 − pe) · E(tp) and E(X) = E(B0) + CCA + 2Tta + E(tp). The packet loss
ratio η = α + pc and the expected packet delay E(td) = 0.

3.3 Coexistence Model Validation

In order to validate our enhanced analytical model in a nearly real-world
environment, we carried out a number of experiments using off-the-shelf
hardware. In some cases, OPNET simulation results are also provided as
a reference.
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Figure 3.5: Testbed of the coexistence model of IEEE 802.11b and IEEE
802.15.4 networks

3.3.1 Experimental Testbed and Configurations

We designed and set up a compact testbed as shown in Figure 3.5, which
includes the following items:

• two IEEE 802.11b nodes (Linksys WRT54G - we used only the IEEE
802.11b mode in the experiments, but the conclusions would also appli-
cable to the IEEE 802.11g case): a Tx and an Rx;

• two IEEE 802.15.4 nodes (AquisGrain [Esp07]);
• two RF shielded isolation boxes;
• one attenuator matrix box;
• two PCs with testing software.

The antennas of IEEE 802.11b nodes and IEEE 802.15.4 nodes were con-
nected by cables via the attenuator matrix, the attenuation values of which
can be adjusted to emulate various physical distances in a wireless environ-
ment. To isolate from other RF interference, IEEE 802.15.4 nodes were put
into the RF shielded isolation boxes such that we got a controlled RF envi-
ronment, allowing the measurements to be repeatable.

A functional diagram of the testbed is depicted in Figure 3.6. The atten-
uation losses among those nodes are as follows,

• x1: between IEEE 802.11b Tx and IEEE 802.15.4 Tx;
• x2: between IEEE 802.11b Rx and IEEE 802.15.4 Tx;
• y1: between IEEE 802.11b Tx and IEEE 802.15.4 Rx;
• y2: between IEEE 802.11b Rx and IEEE 802.15.4 Rx.

x1, x2, y1 and y2 are adjustable, from 32 dB to 212 dB. Moreover, we set
both the attenuation losses between IEEE 802.11b Tx and Rx and between
IEEE 802.15.4 Tx and Rx at 70 dB, so that the two links have a very good
quality, i.e., the packet loss ratio of the IEEE 802.15.4 link is close to zero
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Figure 3.6: Functional diagram of the coexistence testbed

and the throughput of the IEEE 802.11b link is 6.82 Mbps, the maximum
value achievable in our case given the parameter values in Table 3.1.

In the experiments, the IEEE 802.15.4 Tx constantly sends only broadcast
packets and the IEEE 802.15.4 Rx does not send any packets including ACKs.
The IEEE 802.11b Tx generates a saturated packet stream and the IEEE
802.11b Rx sends ACKs only. Moreover, we made the IEEE 802.11b Tx and
the Rx have the same impact on the IEEE 802.15.4 Tx and on the IEEE
802.15.4 Rx, respectively. We therefore always set the same values for x1 and
x2 , and y1 and y2, respectively. For the sake of brevity, we let x = x1 = x2

and y = y1 = y2. The parameter values used in the experiments are shown
in Table 3.1.

Before carrying out the experiments, let us calculate R1, R2 and R3 first.

• R1: Given the IEEE 802.15.4 transmit power of 0 dBm and the IEEE
802.11b CCA threshold of -84 dBm, when x ≥ 84 dB, the IEEE 802.11b
nodes will not be able to sense the IEEE 802.15.4 nodes, i.e., R1 is the region
where x < 84 dB.

• R3: Although the IEEE 802.11b transmit power is 17 dBm, only 16.9%
falls into the 2 MHz band of IEEE 802.15.4 [Shi05], i.e., 9.3 dBm. Given
the CCA threshold of -85 dBm, the IEEE 802.15.4 nodes will not be able to
sense the IEEE 802.11b nodes when x ≥ 94.3 dB, i.e., R3 is the region where
x ≥ 94.3 dB.

• R2: By definition, R2 is in between R1 and R3. Therefore, R2 is the
region where 84 dB < x < 94.3 dB.
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3.3.2 Experimental Validation

We now carry out the experiments to identify these regions. For convenience,
we start with identifying R1, followed by R3 and R2.

R1 Identification

To identify R1 and to investigate details of the coexistence behavior of IEEE
802.11b and IEEE 802.15.4 networks, we measure the IEEE 802.11b through-
put and the IEEE 802.15.4 packet loss ratio in the following two cases:

• y = 212 dB(inhibition loss only): Given such a high attenuation
loss, the IEEE 802.11b Tx and Rx have actually no impact on the IEEE
802.15.4 Rx but only on the Tx. Therefore, in this case, the IEEE 802.15.4
packet loss is due to not collision but only to inhibition, i.e., pe = 0 and
therefore pc = 0 by Equation(3.14). As the IEEE 802.15.4 Rx does not send
any packets including ACKs in our experiments, only the IEEE 802.15.4 Tx
could affect the throughput of the IEEE 802.11b network. Thus, we can
adjust only x to observe the impact of the IEEE 802.15.4 Tx on the IEEE
802.11b Tx and Rx.

As an example, in Figure 3.7, we can see that as x = 32 dB, the IEEE
802.11b throughput is approximately 6.54 Mbps, less than its maximum,
i.e., 6.82 Mbps, which suggests that the IEEE 802.11b network is suffering,
though not very seriously, from the IEEE 802.15.4 traffic.

As x increases, we expected the IEEE 802.11b throughput to increase
as well because of the weakening IEEE 802.15.4 Tx impact. However, we
surprisingly found in Figure 3.7 that as x increases until about 75 dB, the
IEEE 802.11b throughput actually decreases, which suggests that the impact
of the IEEE 802.15.4 Tx on the IEEE 802.11b network increases rather than
decreases. This is confirmed by Figure 3.8, in which we can see that for 32 dB
< x < 80 dB, as x increases, the IEEE 802.15.4 CCA failure rate decreases,
which suggests that more IEEE 802.15.4 packets were sent out indeed and
the impact of the IEEE 802.15.4 Tx on the IEEE 802.11b network therefore
increases. The explanation we have for this is that as x increases, the missed
probability of the IEEE 802.15.4 ED increases and consequently, more often
the IEEE 802.15.4 Tx senses the channel idle and sends out more packets
than it should, which lowers the channel occupancy of the IEEE 802.11b
traffic and thus the throughput of the IEEE 802.11b network. As addressed
in [Ram07], with a high missed probability, ED is not a reliable CCA method.
Especially, as the detected signal weakens, the missed probability of ED goes
even higher.

In Figure 3.7, for 75 dB < x < 84 dB, as x increases, which suggests that
the influence from the IEEE 802.15.4 Tx is getting less. This is because the
IEEE 802.11b Tx/Rx are leaving the region where they are able to sense the
IEEE 802.15.4 Tx.
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Figure 3.7: In R1: IEEE 802.11b/g nodes can also sense IEEE 802.15.4 traffic

For x ≥ 84 dB, as x increases, the IEEE 802.11b throughput stays con-
stant at its maximum, i.e., 6.82 Mbps, suggesting that the IEEE 802.11b
Tx/Rx are not able to sense the IEEE 802.15.4 Tx and are not affected by
the IEEE 802.15.4 Tx anymore. On the other hand, from the Figure 3.9
we see that in the region of x < 84 dB, the IEEE 802.15.4 Tx has a high
packet loss ratio, which suggests it can sense IEEE 802.11b traffic there. We
therefore conclude that the region where x < 84 dB is R1.

We may further divide R1 into two subregions as R1,1 (x < 75 dB) and
R1,2 (75 dB < x < 84 dB), illustrated in Figure 3.7. R1,2 is the transition
region, where the IEEE 802.11b Tx is leaving the region in which it is able
to sense the IEEE 802.15.4 nodes.

Note that the curve representing the case of “inhibition loss only (y =
212 dB)” in Figure 3.9 is not monotonic. We see that when x ≥ 80 dB,
there is a “hump”, i.e., the IEEE 802.15.4 packet loss ratio goes up first until
x = 83 dB and then goes down again to zero at x = 98 dB. The “hump” is
because the IEEE 802.11b Tx and Rx are leaving R1, as shown in Figure 3.7,
and therefore getting less influence from the IEEE 802.15.4 traffic, which
results in more IEEE 802.11b packets sent out and therefore more IEEE
802.15.4 channel access failures. For x ≥ 83 dB, as x increases, although
more IEEE 802.11b packets are sent out, these packets cause only decreasing
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Figure 3.8: IEEE 802.15.4 Tx CCA Failure Rate

IEEE 802.15.4 channel access failures owing to their weakening power. For
x ≥ 98 dB, the IEEE 802.15.4 packet loss ratio equals zero, which means that
IEEE 802.15.4 Tx cannot sense IEEE 802.11b traffic anymore and therefore
does not suffer from the channel access failures. This is confirmed in Figure
3.8, where we can see that the IEEE 802.15.4 CCA failure stays zero for x ≥
98 dB.

It is worthy noting that according to [Pet06][How03][Sik05], IEEE 802.15.4
WSNs has little impact on the IEEE 802.11 WLANs performance. This con-
clusion is true in general, but in some cases, IEEE 802.15.4 WSNs may have
a non-negligible impact on the performance of IEEE 802.11b/g WLANs. For
example, in Figure 3.7, we see that for 70 dB < x < 80 dB, the IEEE 802.11b
throughput is about 6.2 Mbps, approximately 10% less than its maximum,
i.e., 6.82 Mbps. In case of weaker IEEE 802.11b links and heavier IEEE
802.15.4 traffic, the IEEE 802.11b throughput is supposed to be even lower.

In Section 3.2, we derived the packet loss ratio of IEEE 802.15.4 WSNs
under IEEE 802.11b/g interference. To validate our analysis, we put the
analytical results and the experimental results together in Figure 3.10, which
also includes an OPNET simulation result as a reference. We can see that
in case of y = 212 dB (inhibition loss only), the analytical, the OPNET
simulation and the experimental results have a good match in general. Some
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Figure 3.9: In R3: neither can sense the other, but IEEE 802.15.4 nodes
could still suffer IEEE 802.11b/g interference

small mismatches in details, e.g., the 3.7 dB difference in the lower-bound
of R3 between the analytical value (94.3 dB) and the experimental value
(98 dB), may be attributed to the errors in the measurement and/or the
hardware implementation.

Although R1 has been identified, to reveal more insights about the impact
from the IEEE 802.11b traffic on the IEEE 802.15.4 network, we further
measured the IEEE 802.15.4 packet loss ratio in the following case.

• y = 32 dB(inhibition loss + collision loss): In this case, the
IEEE 802.11b Tx and Rx influence not only the IEEE 802.15.4 Tx but also
the IEEE 802.15.4 Rx. Consequently, the IEEE 802.15.4 packet loss includes
not only the inhibition loss but also the collision loss. Note that given y
= 32 dB, the IEEE 802.11b Tx and Rx impact on the IEEE 802.15.4 Rx
is so strong that SINR < -45 dB, which suggests pe = 1 and therefore pc
depends only on pno by Equation (3.14). The relationship between x and the
packet loss ratio η is based on Equation (3.20), which is shown by the curve
of “inhibition loss + collision loss (y = 32 dB)” in Figure 3.10.

Given the detailed discussion about the coexistence behavior of IEEE
802.11b and IEEE 802.15.4 networks above in R1, the identification of R3
and R2 is straightforward as follows.
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R3 Identification

From the curve of “inhibition loss only (y = 212 dB)” in Figure 3.9, we
see that as x ≥ 98 dB, the IEEE 802.15.4 packet loss ratio because of the
channel access failures goes down to zero, which means that IEEE 802.15.4
Tx cannot sense IEEE 802.11b traffic and therefore does not suffer from the
channel access failures anymore. This is confirmed in Figure 3.8, where we
can see that the IEEE 802.15.4 CCA failure rate goes down to zero as x ≥
98 dB. We therefore conclude that in the region where x ≥ 98 dB, neither
IEEE 802.15.4 nodes nor IEEE 802.11b nodes can sense the other, but IEEE
802.15.4 nodes may still suffer from the IEEE 802.11b interference, which is
exactly what R3 defines. Note that we have calculated that R3 is the region
where x ≥ 94.3 dB rather than 98 dB as suggested by the experiment. The
3.7 dB difference may be attributed to the errors in the measurement and/or
the hardware implementation, which has been mentioned in Section 3.3.2.

R2 Identification

For convenience, Figure 3.7 is superimposed on Figure 3.9, resulting in Figure
3.11. We can see that in the region between R1 and R3, i.e., 84 dB < x < 98
dB, there is still some IEEE 802.15.4 packets loss owing to the channel access
failures, which suggests in that region, IEEE 802.15.4 Tx can still sense the
IEEE 802.11b Tx/Rx, while not vice versa. This is exactly the region which
R2 defines.

Upon till now, all R1, R2 and R3 have been clearly identified and our
coexistence model has been validated by the experiments.

More Discussions

In case of y = 32 dB (inhibition loss + collision loss), we can see from
the experimental result shown as the curve 6 in Figure 3.10 that the IEEE
802.15.4 packet loss ratio is quite high, even in the region R1, where the
IEEE 802.15.4 packet loss ratio is supposed to be low instead because in
R1, IEEE 802.15.4 nodes and IEEE 802.11b nodes can hear each other and
therefore their CSMA/CA mechanism should be working there. We found
out that this is because in reality, an IEEE 802.15.4 node cannot send out
a packet immediately after a successful CCA. Instead, the node has to take
an additional time as long as an Rx-to-Tx turnaround time after the CCA
to switch its transceiver state from receiving to transmitting. During this
Rx-to-Tx turnaround time, however, the channel may become busy again
due to the IEEE 802.11b/g traffic, which can cause a collision with a coming
IEEE 802.15.4 packet. As such, the effectiveness of CCA gets impaired.
Curve 4 and 5 in Figure 3.10 show the analytical and the simulative results,
respectively, given an Rx-to-Tx turnaround time of 192 µs, the default value
specified in the standard [IEE06]. These results are close to the experimental
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Figure 3.11: In R2: IEEE 802.15.4 nodes can sense IEEE 802.11b/g nodes,
but not vice versa

one shown as Curve 6, which suggests the Rx-to-Tx turnaround time in the
experiment is around 192 µs.

To learn that how much IEEE 802.15.4 coexistence performance could
deteriorate due to a none-zero Rx-to-Tx turnaround time in reality, we com-
pare curve 1 and curve 2 with curve 3 and curve 6, respectively, in the region
R1 of Figure 3.10. Curve 1 and curve 2 show the analytical and simulative
IEEE 802.15.4 packet loss ratios, respectively, in case of a zero Rx-to-Tx
turnaround time, while Curve 3 and curve 6 show the experimental IEEE
802.15.4 packet loss ratios in case of around 192 µs Rx-to-Tx turnaround
time. We first compare curve 1 and curve 2 to curve 3, all of which happen
in case of no collision loss. We take the case of x = 40 dB for instance and see
the IEEE 802.15.4 packet loss ratios in curve 1 and curve 2 are approximately
5 - 7 % less than that in curve 3. Furthermore, comparing curve 1 and curve
2 to curve 6, where there is collision loss, we still take the case of x = 40
dB for instance and see the IEEE 802.15.4 packet loss ratios in curve 1 and
curve 2 are approximately 30 - 35 % less than that in curve 6. Therefore,
in reality, an Rx-to-Tx turnaround time can lead to a significant decline in
IEEE 802.15.4 coexistence performance, especially when collision loss exists.

Moreover, the CCA partial detection effect addressed in Section 3.1 can
also be observed in Figure 3.10. In case of y = 212 dB, taking curve 3 for
example, we see that in R2, curve 3 shows an “arc” rather than a “1-0” type
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of right-angle, which exactly reflects the CCA partial detection effect.

3.3.3 Simulation Results

In Section 3.3, the coexistence performance metrics of IEEE 802.15.4 WSNs
under IEEE 802.11b/g interference are given by Equation (3.17), (3.20) and
(3.21), respectively. Among those metrics, the analytical packet loss ratio
performance has been evaluated by the simulation and the experiments as
shown in Figure 3.10 where our analysis, simulation and experimental results
have a good match. To evaluate our analysis of the other two performance
metrics, i.e., throughput and the expected packet delay, we are using only
the OPNET simulation both because these two metrics are not able to be
achieved directly from our experiment implementation and because the sim-
ulation results have proved to have a good match with the experimental ones
in Section 3.3.2.

Furthermore, we investigate the IEEE 802.15.4 coexistence performance
in all the three coexistence regions. We therefore set the attenuation losses
between an IEEE 802.11b Tx/Rx and an IEEE 802.15.4 Tx are 50 dB (R1),
70 dB (R1), 90 dB (R2) and 100 dB (R3), respectively. For getting good
links as assumed in Section 3.3.1, we put the IEEE 802.11b Tx and Rx 1
meter away from each other, and 0.1 meter in between the IEEE 802.15.4 Tx
and Rx. Besides, as always assumed in this work, the IEEE 802.11b traffic
intensity is set as saturated. And the IEEE 802.15.4 traffic intensity is set in
two modes: saturated and constant transmission with 50 ms packet interval
time, respectively. The rest of simulation parameters are shown in Table 3.1.
As shown in Figure 3.12 and Figure 3.13, in general, the analytical results
have a good match with the simulation ones in all three regions and in both
IEEE 802.15.4 transmission modes, which suggests our performance analysis
in Section 3.2 is reasonably accurate.

3.4 Conclusions

In this chapter, we studied the coexistence performance of IEEE 802.15.4
WSNs under IEEE 802.11b/g interference. By well-designed experiments,
our work confirmed that IEEE 802.15.4 WSNs can suffer from heavy IEEE
802.11b/g interference if the channel is not allocated properly. Moreover,
we revealed two important implementation factors, i.e., IEEE 802.15.4 Rx-
to-Tx turnaround time and CCA partial detection effect, which can have
significant impact on IEEE 802.15.4 WSNs coexistence performance in re-
ality, e.g., a long IEEE 802.15.4 Rx-to-Tx turnaround time can impair the
CCA performance and therefore the IEEE 802.15.4 WSNs coexistence per-
formance. Taking these implementation factors into account, we improve the
analytical coexistence model that we proposed in the previous chapter. The
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enhanced model can precisely explain and predict the IEEE 802.15.4 WSNs
coexistence performance. Furthermore, under the guidance of the model,
the IEEE 802.15.4 WSNs coexistence performance are extensively investi-
gated in all of the three coexistence regions in different scenarios by analysis,
simulation and experiments. The simulation and experimental results agree
with our analysis. Integrating many insights into the coexistence issue, the
model can be helpful in resolving the coexistence issue. We then present two
solutions to the coexistence issue in the following two chapters.



Chapter 4

Interference Mitigation

It is a terrible phenomenon, whose laws we must study, and to whose
conditions we must submit, if we would mitigate it.

- Sheridan Le Fanu

In the previous two chapters, we have fulfilled one of the thesis targets
stated in Section 1.4, i.e., to achieve a clear understanding of the coexistence
issue between IEEE 802.15.4/ZigBeeWSNs and IEEE 802.11b/g WLANs, by
analysis, simulation and experiments. Based on this, we explore the means
to help IEEE 802.15.4 WSNs deal with interference. Basically, there are
two categories for the way to deal with interference: interference control or
mitigation and interference avoidance. In the following two chapters, we are
addressing solutions in each of these two categories. In this chapter, we pro-
pose an approach to interference mitigation. This approach may significantly
enhance the robustness of IEEE 802.15.4WSNs in the presence of heavy inter-
ference (in particular IEEE 802.11b/g interference). The approach is robust,
responsive and can be implemented easily at a low cost. The remainder of the
chapter is organized as follows: Section 4.1 introduces some related work on
the coexistence solutions. Section 4.2 presents our adaptive Clear Channel
Assessment (CCA) algorithm for IEEE 802.15.4 WSNs to mitigate interfer-
ence. Simulation results are given in Section 4.3. Section 4.4 concludes the
chapter and proposes some future research.

4.1 Related Work

As mentioned above, there are essentially two categories for the way to deal
with interference, i.e., interference avoidance and interference control or mit-
igation. In this section, we give a brief introduction to typical approaches in
these two categories.

75
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Table 4.1: Time Agility Algorithm [Jin05]
if SINR >> 12dB then transmit at probability 1
if SINR >≈ 12dB then transmit probability is proportional to
the inverse of interference power
if SINR < 12dB then transmit probability is proportional to SINR.
Probtx = max{0, SINR/max{SINR}}

4.1.1 Interference Avoidance

Time Agility

An interference avoidance scheme, called Time Agility (TA), is investigated
in [Jin05], where TA enables spectrum coexistence between short-range IEEE
802.11b (Wi-Fi) and long range IEEE 802.16a (Wi-Max) radios. The basic
idea is to allow 802.16a and 802.11b devices to adapt to each other’s traffic
pattern and the time varying channel conditions. To avoid transmissions
(and thus potential re-transmissions) during poor channel conditions, the
transmit probability is decreased when interference power increases, thus
avoiding severe interference scenarios. The algorithm is described in Table
4.1. Note that the SINR threshold of 12 dB is used to decide on interference
avoiding action.

In the TA algorithm, an SINR close to the threshold may indicate po-
tential close interferers around, and to avoid interference with the potential
interferers, the transmit probability is made inversely proportional to the
sensed interference power. When the SINR is less than the threshold, the
radio can infer that either the signal strength is too weak, or that the in-
terference power is too strong, or both. Thus it is preferable to control the
transmit probability to be proportional to current SINR value to avoid mu-
tual interference.

In the sense of traffic engineering, when the traffic pattern is easy to learn
(e.g., Pareto ON/OFF traffic model [Ahl03] with relatively long OFF peri-
ods), this algorithm can help radios to adapt to each other’s traffic pattern
and effectively utilize the available degree of freedom in time. It is accom-
plished by transmitting when the interferer’s traffic load is low (or off), and
avoids transmitting when the interferer’s traffic load is high. This algorithm
is traffic-type-independent, and the difference is in the degree of difficulty
in adapting to the specific traffic pattern. For example, Pareto ON/OFF is
easier to adapt to than CBR traffic with the same load, due to the extended
OFF period. When implementing this algorithm, a piggybacking scheme is
also used to embed the transmit probability in the packet header, which is
calculated by the receiver and sent to the transmitter. However, in case of
severe interference, the piggybacking scheme is not reliable at all.

Besides, from our studies described in the previous chapters, we have
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learnt that due to the low power and the long timing in its MAC mechanism,
IEEE 802.15.4 nodes suffer unfairness in competing with IEEE 802.11b/g
nodes in the medium access. In case of the coexistence of IEEE 802.15.4
nodes and IEEE 802.11b/g nodes, since the TA scheme makes the transmit
probability decrease when interference power increases, it would cause IEEE
802.15.4 nodes to suffer more severe unfairness.

Dynamic Frequency Selection (DFS)

There is another typical interference avoidance scheme called dynamic fre-
quency selection. Normally, a wireless system operates on a frequency band,
which is divided into multiple channels. The wireless system may dynamically
select an operational channel so as to dynamically avoid harmful interference
from other wireless systems sharing the same frequency band. This scheme
for dynamically selecting one of the possible channels within the band is
referred to as Dynamic Frequency Selection (DFS).

An adaptive DFS scheme using multiple radios has been proposed in
[Won05]. The scheme uses three mechanisms: Interference Detection, Group
Formation, and Demolition. Each 802.15.4 node checks for interference on
the current channel using the Interference Detection (ID). It can be called
periodically or on demand. In case of interference, the node enters into Group
Formation (GF). During GF, the nodes in the same interference area form
a group and a new channel is selected as the current channel for the group.
When the current interference is diminished, the group is torn down and its
current channel is switched back to the previous one.

This scheme is centralized, which requires a reliable communication be-
tween devices, even in spite of heavy interference happening on the commu-
nication channel. This is not robust to the extreme interference which we
deal with.

To minimize the impact of the 802.11 interference, some distributed and
adaptive frequency channel selection algorithms for IEEE 802.15.4 nodes are
proposed in [Pol06]. However, the algorithms are based on either increased
spectrum scanning, resulting in much more energy consumption and addi-
tional hardware requirements, or increased learning, requiring sophisticated
algorithms as function of the environment and its dynamic behavior.

In Chapter 5, we propose a distributed adaptive multi-channel interference-
avoidance scheme, which enables a conventional single-channel IEEE 802.15.4
network to distributedly, adaptively and partially change the operational
channel in the presence of local interference. As a result, the IEEE 802.15.4
network performance under interference can be significantly improved in an
efficient way.
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4.1.2 Interference Control/Mitigation

Transmit Power Control (TPC)

Traditional approaches for the coexistence of wireless devices focus on trans-
mit power control (TPC). The idea of TPC is that each device transmits
only the minimum power necessary to maintain communications. This would
help in minimising interference into other existing services and facilitate fre-
quency reuse between devices. For instance in [Sah04], the allowable transmit
power is determined in order to guarantee a protected radius to primary users
that should not be interfered with. This is especially useful to enable spec-
trum sharing between systems with different levels of regulatory status, e.g.,
primary and secondary users, but does not fit the coexistence situation of
systems with equal regulatory status, e.g., IEEE 802.15.4 WSNs and IEEE
802.11b/g WLANs.

In [Zha06], a transmit power control algorithm, i.e., Goodput-oriented
Utility-based Transmit Power Control (GUTPC), is proposed for mitigat-
ing interference caused by coexistence of heterogeneous Ultra-Wide Band
(UWB) systems. The idea is to improve the performance of the coexisting
systems fairly by maximizing their net utilities, where the gain is the goodput
achieved, while the cost is the power used and the signal-to-interference-and
-noise ratio (SINR) observed. This method fits coexisting systems which
have comparable adjustable transmit power scopes, rather than the coexist-
ing IEEE 802.15.4 WSNs and IEEE 802.11b/g WLANs, whose adjustable
transmit power scopes are substantially different. Hence, it is not a good
solution for the scenarios we are considering.

Transmit Interval Control (TIC)

Another category of solutions focus on Transmit Interval Control (TIC). In
[Zho09], a hub-assisted WLAN/Zigbee coexistence method is proposed. The
hub, i.e., a special ZigBee coordinator which integrates both functions of
IEEE 802.11b and ZigBee is designed. It is capable of controlling the trans-
mit interval of 802.11b interferer by generating periodic “fake IEEE 802.11b
CTS (Clear To Send)” frames to silence 802.11b traffic and thus reserve the
channel for ZigBee transmission. This method is useful in some cases, but
it may degrade the IEEE 802.11b performance dramatically even in case of
no pending ZigBee transmission. Besides, fake CTS frames sent by the hub
need to be able to cover all the potential IEEE 802.11b interferers, which
may, on the one hand, not be guaranteed and on the other hand, make the
exposed node problem more serious for the coexisting IEEE 802.11b and
ZigBee networks. Hence, it is not a good solution for the scenarios we are
considering.

In the following section, we will present a decentralized approach to help
IEEE 802.15.4 nodes mitigate interference. The approach is robust, respon-
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sive and easy to be implemented at a low cost.

4.2 Adaptive CCA Algorithm

In the presence of heavy interference, two types of IEEE 802.15.4 packet
loss are identified in [Yua09], i.e., inhibition loss and collision loss. The
inhibition loss is due to channel access failures, i.e., an IEEE 802.15.4 packet
shall be discarded after M + 1 times channel access failures, where M is the
maximum number of backoffs the CSMA-CA algorithm will attempt before
declaring a channel access failure. The collision loss is due to collisions with
interfering frames.

Referring to Figure 2.4, in R1, heavy IEEE 802.11b/g interference can
cause a high inhibition loss but little collision loss to IEEE 802.15.4 WSNs if
the CSMA/CA works well. In R2, besides causing the inhibition loss, IEEE
802.11b/g interference could cause collision loss to some extent depending
on Signal to Interference plus Noise Ratio (SINR). In R3, IEEE 802.11b/g
interference could cause only collision loss. As R1 could cover as much as
35m, the inhibition loss accounts for a major part of the total loss, especially
for an indoor environment. Even for the further region, R2, the inhibition
loss could also account for a major part of the total loss in case of good
IEEE 802.15.4 links (e.g., SINR> 5-6 dB, an IEEE 802.15.4 packet could
be successfully received with a probability of 99% [IEE06]). In addition, a
high inhibition loss suggests that for transmitting a single packet, an IEEE
802.15.4 node needs to perform CCA many times in general, which results in a
high power consumption for the IEEE 802.15.4 node. Therefore, reducing the
inhibition loss can not only improve the performance but also save energy for
IEEE 802.15.4 WSNs in the presence of heavy IEEE 802.11b/g interference.

We now present such an approach to reduce the inhibition loss to an
acceptably low level by adaptively and distributively adjusting ED thresholds
of IEEE 802.15.4 nodes.

The following notations will be used in our adaptive CCA algorithm,
which is described in Algorithm 1:

• γ: instant ED threshold
• γ0: initial ED threshold
• Γmax: maximum allowable ED threshold
• K: maximum number of channel access attempts before declaring a

channel access failure
• M : total number of channel access failures
• N : total number of the channel access attempts
• ζ : channel access failure ratio, defined as ζ = M/N
• ζmax: maximum acceptable channel access failure ratio
• ζmin: minimum allowable channel access failure ratio
• η: packet inhibition loss proportion, defined as η = ζK+1
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• ηmax: maximum acceptable packet inhibition loss proportion
• ηmin: minimum allowable packet inhibition loss proportion
• δi: step-up size to adjust the ED threshold, γ
• δd: step-down size to adjust the ED threshold, γ

Given a ηmax and a ηmin, we can correspondingly derive a ζmax and a ζmin,
respectively, by

η = ζK+1 (4.1)

Algorithm 1 Pseudo-code for Adaptive CCA Algorithm

if ζ > ζmax then
if (γ + δi) < Γmax then
γ = γ + δi

end if
if (γ + δi) ≧ Γmax then
γ = Γmax

end if
end if
if ζ < ζmin then
if (γ − δd) > γ0 then
γ = γ − δd

end if
if (γ − δd) ≦ γ0 then
γ = γ0

end if
end if

As such, when an IEEE 802.15.4 WSN encounters heavy interference, the
nodes will distributively reduce their inhibition losses by increasing their ED
thresholds, and when the interference disappears, the nodes will decrease
their ED thresholds back to the initial values so as to avoid having a perma-
nent channel access privilege over their peers.

Since only simple additive and subtractive operations are involved, the
algorithm is easy to be implemented at a marginal cost. In the next section,
we will validate the algorithm by OPNET simulation.

4.3 Simulation Results

In this section, we will validate the algorithm by OPNET simulation in the
region R1 and R2 2.1, respectively. Furthermore, we will check if the algo-
rithm is responsive and robust.
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Figure 4.1: 802.11b interferers and 802.15.4 WSN are in R1

4.3.1 Simulation in Region R1

We first consider a simple scenario where there are only one pair of IEEE
802.15.4 nodes and one pair of IEEE 802.11b nodes in the region R1. As
shown in Figure 4.1, for each pair, one node is a transmitter, Tx, and the
other is a receiver, Rx. The physical channel condition is assumed ideal,
i.e., no packet error occurs. Therefore, the IEEE 802.11b Tx can always
receive ACKs after transmitting data packets, keeping its contention window
at the initial value. There are 3m between the IEEE 802.11b Tx and the
Rx, 0.1m between the IEEE 802.15.4 Tx and the Rx, and 3m between the
IEEE 802.11b Tx and the IEEE 802.15.4 Tx. Given the parameter values
in Table 4.2, these distances can guarantee that the IEEE 802.11b nodes
and the IEEE 802.15.4 nodes are in the region R1, i.e., they can hear each
other, and therefore the packet loss of IEEE 802.15.4 nodes is due only to
the inhibition loss.

According to the frequency agility function described in the ZigBee stan-
dard [Zig07c], a node shall report to a network manager when its transmission
failure exceeds 25%. In our simulation, we therefore choose ηmax = 25% for
an instance. (Certainly, ηmax can be chosen as other values based on dif-
ferent situations. We will have a further discussion on this in Section 4.4.)
Correspondingly, ζmax = 0.758 by Equation (4.1) given K = 4, the default
value. Furthermore, we choose a η = 3% for example and get a corresponding
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Table 4.2: IEEE 802.15.4 and IEEE 802.11b Simulation Parameters
Parameters IEEE 802.15.4 IEEE 802.11b
Transmit power 0 dBm 17 dBm
Receiver sensitivity -85 dBm -76 dBm
Data rate 250 kbps 11 Mbps
ED default threshold -85 dBm -84 dBm
Center frequency 2410 MHz 2412 MHz
Payload size 30 bytes 1500 bytes
ACK No Yes
Transmit pattern Every 30 ms Saturated, UDP

ζmin = 0.496. Finally, we set the step size δi = δd = 1 dB. The simulation runs
five times in each case of using adaptive CCA and NOT using adaptive CCA,
respectively. For each time, the simulation runs 360 seconds, among which
the IEEE 802.15.4 Tx starts to send packets at the 15th second to make cer-
tain that the IEEE 802.15.4 network has been established before. The IEEE
802.11b Tx starts saturated User Datagram Protocol (UDP) traffic at the
120th second and does not stop until the simulation ends. Other simulation
parameters are shown in Table 4.2. The transmit powers of 0 dBm and 17
dBm are typical values for IEEE 802.15.4 devices and IEEE 802.11b devices,
respectively. The chosen values of receiver sensitivity and ED threshold are
default ones given in the IEEE 802.15.4 [IEE06] and IEEE 802.11b [IEE99b]
standards. The date rates of 250 kbps and 11 Mbps are also typical values
for IEEE 802.15.4 devices and IEEE 802.11b devices, respectively. To show
the worst case of coexistence, we choose operational channels with the closest
center frequencies. The payload size of 30 bytes and 1500 bytes are typical
values in control applications for IEEE 802.15.4 devices, and in data transfer
applications for IEEE 802.11b devices, respectively. To observe the impact
from interference on IEEE 802.15.4 data transfer, we choose not to use ACK
for IEEE 802.15.4 devices, while using ACK is mandatory as defined in the
IEEE 802.11b standard [IEE99b]. In case of using ACK, IEEE 802.15.4 co-
existence performance will become worse since when an ACK is not received
due to interference, a retransmission has to occur. To show the worst case
of interference, we make a saturated UDP IEEE 802.11b data stream, which
means there is always an IEEE 802.11b packet ready to transmit. We also in-
troduce an intensive IEEE 802.15.4 traffic, where the transmission interval is
fixed as 30 ms. The intensive traffic helps to show a more visible interference
effect and an improved result due to our proposed solution.

Simulation results on the IEEE 802.15.4 WSN are shown in Figure 4.2. In
case of not using adaptive CCA, as IEEE 802.11b interference does not start,
the IEEE 802.15.4 WSN throughput, TP, stays at 8000 b/s, whereas it drops
down dramatically to 3700 b/s on average, only 46.25% of 8000 b/s, as the
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Figure 4.2: Adaptive CCA for 802.15.4 WSN to mitigate 802.11b/g interfer-
ence in R1

IEEE 802.11b interference appears. In case of using adaptive CCA, however,
TP drops down to about 3700 b/s first, but after a short time, as the Tx
ED threshold is increased from the default -85 dBm to -45 dBm, TP goes up
to around 7400 b/s on average, i.e., 92.5% of 8000 b/s. This shows that our
adaptive CCA approach can significantly improve the IEEE 802.15.4 WSN
throughput performance under heavy IEEE 802.11b interference by 46.25%,
i.e., 100% performance increment, in this case. Besides, as the approach is
purely distributive while not requiring communication among IEEE 802.15.4
devices, it is therefore robust even in the presence of heavy interference which
is the case we are addressing here. Moreover, the approach can be responsive,
depending on the scale of the adjustment step sizes, i.e., δi and δd. In the
case shown in Figure 4.2, we see that the 802.11b interference starts at the
120th second and the IEEE 802.15.4 TP goes up to around 7400 b/s at
around the 170th second. That is, it takes 50 seconds for the approach to
get the IEEE 802.15.4 TP performance improved, which can be regarded as
responsive if we consider applications such as environment monitoring. Plus
the improvement time can be shortened further by choosing bigger step sizes.

Figure 4.3 shows the IEEE 802.15.4 WSN’s impacts on the IEEE 802.11b
WLAN in the region R1. The throughput values are averaged our five simu-
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Figure 4.3: 802.11b WLAN throughput in R1

lation runs. The curve for the case of No 802.15.4 Traffic is shown to give a
benchmark of the maximum IEEE 802.11b WLAN throughput achievable in
this case, i.e., about 6.2 Mb/s, as there is not any IEEE 802.15.4 traffic. The
curve for the case of 802.15.4 Adaptive CCA is NOT used shows the IEEE
802.11b WLAN throughput as the IEEE 802.15.4 traffic is ongoing but the
adaptive CCA mechanism is not used. The throughput is approximately 5.95
Mb/s, which is 4.03% lower than the maximum value. The curve of “802.15.4
Adaptive CCA is used” shows the IEEE 802.11b WLAN throughput as the
IEEE 802.15.4 traffic is ongoing and the adaptive CCA mechanism is used.
The throughput is approximately 5.75 Mb/s, 3.36% lower than the one in
the case that the adaptive CCA mechanism is not used. This result is rea-
sonable because the adaptive CCA adjustment gives the IEEE 802.15.4 Tx
more chances to access the channel and then send packets, which reduces
the IEEE 802.11b WLAN’s throughput. A further reduction in the IEEE
802.11b throughput can be expected as the IEEE 802.15.4 traffic is more
intensive, but in case of the typical < 1% low duty-cycle operations of IEEE
802.15.4 WSNs [Gut03] such as lighting control, the impact of IEEE 802.15.4
traffic on IEEE 802.11b WLAN performance would be limited.
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Figure 4.4: 802.11b interferers and 802.15.4 WSN are in R2

4.3.2 Simulation in Region R2

Next, we consider another scenario, where an IEEE 802.15.4 WSN and the
same pair of IEEE 802.11b nodes in the last scenario are in the region R2,
i.e., the IEEE 802.15.4 nodes can hear the IEEE 802.11b traffic but not vice
versa. The IEEE 802.15.4 WSN has 16 nodes deployed in a square array with
a coordinator in the center, as shown in Figure 4.4. There are 5m between
two neighboring nodes. A pair of IEEE 802.11b nodes are 40m away from the
WSN. Given the parameter values in Table 4.2, the distances above guarantee
that the IEEE 802.11b nodes and the IEEE 802.15.4 nodes are in the region
R2 and the packet loss of IEEE 802.15.4 nodes is due to the inhibition loss
only. Each IEEE 802.15.4 node sends packets to randomly chosen destination
nodes in a poisson packet generation mode every 50 ms on average. Adaptive
CCA is used and the adaptive CCA step size δi = δd = 1 dB. There is 3m
distance between the pair of IEEE 802.11b nodes. The IEEE 802.11b traffic
is saturated, starts at 100th second and ends at 400th second. The simulation
runs for 1200 seconds.

Simulation results are shown in Figure 4.5. We see that before the IEEE
802.11b traffic starts, the IEEE 802.15.4 WSN throughput TP is around 32
kb/s and the global average ED threshold, γ, of the IEEE 802.15.4 WSN,
stays at the default value of -85 dB. When the IEEE 802.11b traffic starts at
t = 100 s, TP drops down dramatically to 22 kb/s. At the moment, γ starts
to increase. After a short time, as γ reaches around 81.7 dB, TP increases
to around 27 kb/s, i.e., 22.7% increment. Note that compared to the 100%
increment in the last case, the 22.7% increment looks not much. This is
because in the region R2, the IEEE 802.11b Tx cannot sense the traffic of
the IEEE 802.15.4 WSN, making the situation for the IEEE 802.15.4 WSN
even worse than in the region R1 [Yua07].

As the IEEE 802.11b traffic ends at t = 400 s, we see that γ starts to
decline, while TP goes back to the initial level, i.e., around 32 kb/s. As the
time goes, γ would eventually return to the default value of -85 dB so as to
avoid having a permanent channel access privilege. However, the return rate
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Figure 4.5: Adaptive CCA for 802.15.4 WSN to Mitigate Interference in R2

of γ is low due to the small step-down size δd of 1 dB. We expect a larger δd
would help. In Figure 4.6, the simulation results are shown in case of δd =
1 dB, 3 dB and 5 dB, respectively. We see that with a larger δd, the return
rate of γ is improved indeed. Besides, Figure 4.7 shows the IEEE 802.15.4
WSN’s impact on the IEEE 802.11b WLAN in the region R2. As expected,
the IEEE 802.11b WLAN throughput is not tangibly affected by the traffic
of the IEEE 802.15.4 WSN as the IEEE 802.11b Tx is not able to sense the
IEEE 802.15.4 traffic in R2 and therefore can transmit freely.

4.3.3 Simulation Summary

To sum up, the simulation results above validate that our adaptive CCA
approach can significantly improve the robustness and therefore the perfor-
mance of IEEE 802.15.4 WSNs in the presence of heavy interference. Note
that although the interference in the simulations are from the IEEE 802.11b
nodes, the adaptive CCA approach can actually work under any other type
of interference as long as it causes the inhibition packet loss of IEEE 802.15.4
WSNs.
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4.4 Conclusions and Future Work

After concluding the present proposed solutions are not adequate for an IEEE
802.15.4 WSN to mitigate heavy interference, in this chapter, we proposed
an approach enabling an IEEE 802.15.4 WSN to mitigate heavy interference
by adaptively adjusting ED thresholds of its nodes in a distributed manner.
As the heavy interference appears, the ED thresholds are increased in order
to reduce the inhibition loss, whereas the ED threshold gets decreased so as
to avoid having a permanent channel access privilege over peers as the inter-
ference disappears. Compared to the centralized interference management
approaches, e.g., the frequency agility approach specified in [Zig07c], which
inappropriately assumes a reliable two-way communication between nodes
even in the presence of heavy interference, our adaptive CCA approach is
simpler but more robust, more responsive, and easier to be implemented at
a lower cost. Simulation results validate that our adaptive CCA approach
can significantly improve IEEE 802.15.4 WSNs performance in the presence
of heavy interference.

In addition to effectively reducing the inhibition loss, our approach could
also reduce the collision loss. This is because the approach increases IEEE
802.15.4 packet transmission, which could silence a nearby IEEE 802.11b/g
packet transmission to some extent. This would happen when IEEE 802.15.4
devices and IEEE 802.11b/g interferers are in R1. On the other hand, how-
ever, if IEEE 802.15.4 devices and IEEE 802.11b/g interferers are in R2 or
even R3, increased IEEE 802.15.4 packet transmission may incur more colli-
sion loss. Therefore, an interesting future research topic can be to introduce
more intelligence in IEEE 802.15.4 devices so that they can learn and know
their surroundings well, and then adapt to and even influence, if they can, the
transmission pattern of interferers. For example, when suffering interference,
an IEEE 802.15.4 device can try increasing its transmissions first. If, subse-
quently, detecting a decreasing interference, the IEEE 802.15.4 device may
keep the increased transmissions in order to get some satisfactory packet loss
level. Otherwise, if detecting a non-decreasing interference for some period
of time, the IEEE 802.15.4 device may decrease its transmissions to avoid
the interference and to save energy at the same time.

Besides, the parameters such as ηmax, ηmin, δi, δd, etc. in our adaptive
CCA algorithm should be chosen and even optimized based on different sit-
uations. For example, in the environment monitoring application with a
low duty-cycle of 1 packet per 3 minutes, we might need to choose a small
ηmax and ηmin, and a large δi and δd. Thus, in the presence of interference,
the application performance can get improved timely rather than too late,
otherwise. For another example, in an environment where interference does
neither happen too often nor takes too long, we might need to choose some
large ηmax and ηmin to avoid changing ED threshold too often.

Moreover, although the scenarios in this chapter suggest that the in-
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creased IEEE 802.15.4 ED thresholds have just a limited impact on the IEEE
802.11b WLAN performance, this may not be universally true, especially in
case of high intensive IEEE 802.15.4 operations and/or as IEEE 802.15.4 de-
vices coexist with other wireless technologies operating on the same frequency
band. Hence, it is meaningful to do more extensive investigations.

In the next chapter, we will continue our journey of exploring solutions
to help IEEE 802.15.4 devices deal with interference.
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Chapter 5

Interference Avoidance

The only alternative to coexistence is codestruction.

- Jawaharlal Nehru

In the previous chapter, we presented an interference mitigation method,
which can increase the channel access competence of an IEEE 802.15.4 WSN.
As a consequence, however, a channel access competitor, e.g., an IEEE
802.11b/gWLAN, may suffer a performance degradation. This can be avoided
if the IEEE 802.15.4 WSN can find and move to an idle channel. Thus, the
precious spectrum resource can be used efficiently and both systems, i.e.,
the IEEE 802.15.4 WSN and the IEEE 802.11b/g WLAN, can be free from
mutual interference.

ZigBee1specification [Zig07c] proposes a feature called frequency agility,
which refers to the ability of ZigBee networks to change the operational chan-
nel in the presence of interference. However, for a large-scale ZigBee network,
changing the operational channel of the whole network to an idle one, may
be neither appropriate, if there is only local interference, nor possible if there
is no single idle channel available globally.

In this chapter, we propose a distributed adaptive multi-channel interfer-
ence avoidance protocol, which enables a conventional single-channel ZigBee
network to distributedly, adaptively and partially change the operational
channel in the presence of local interference. As a result, the ZigBee network
performance under interference can be effectively and efficiently improved.

The remainder of the chapter is organized as follows: Section 5.1 gives
an overview of related studies. Section 5.2 presents our distributed adaptive
multi-channel interference-avoidance protocol. OPNET simulation results
and discussion are provided in Section 5.3. Section 5.4 concludes the paper
and proposes some potential future work.

1In this chapter, we interchangeably use the terms, IEEE 802.15.4 and ZigBee.
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5.1 Related Work

Interference between wireless networks has been extensively addressed in re-
cent literature. In [Yua10b], which is also presented in Chapter 4, Yuan
et al. proposed an approach to help ZigBee networks mitigate interference.
By adaptively and distributively adjusting Clear Channel Assessment (CCA)
thresholds of ZigBee devices in the presence of heavy interference, the ap-
proach can substantially reduce the inhibition loss, and therefore significantly
enhance the performance of ZigBee networks under interference. However,
the increased ZigBee transmission could cause performance degradation of
other coexisting wireless systems, in particular IEEE 802.11b/g system. This
issue may be resolved by enabling a ZigBee network to operate on multiple
channels in order to avoid the interference.

There are many studies on multi-channel protocols for wireless networks.
Nasipuri et al. [Nas99] proposed a multi-channel CSMA protocol with “soft”
channel reservation. If there are N channels, the protocol assumes that each
host can listen to all N channels concurrently. A host wanting to transmit a
packet searches for an idle channel and transmits on that idle channel. Among
the idle channels, the one that was used for the last successful transmission
is preferred. As this protocol requires N transceivers for each host, it is too
expensive to be suitable for a ZigBee host.

In [So04][Luo06][Nam09], only a single transceiver is used to transmit data
by exploiting non-overlapping multiple channels. That is, available channels
are separated into a dedicated control channel and multiple data channels.
As such, however, the network performance is critically affected by the con-
dition of the control channel. If the control channel is seriously interfered,
the probability of successful negotiation severely drops and so does the net-
work performance since losing control, the network fails to avoid interference
effectively by switching to other non-interfered channels.

The ZigBee RF4CE standard [Zig09] defines a simple, robust and low-cost
Remote Control (RC) network that allows wireless connectivity in applica-
tions in the Consumer Electronics (CE) domain. In an attempt to be robust
against interference in the 2.4 GHz ISM frequency band, a ZigBee RF4CE
RC network can dynamically operate over three channels, namely channel
15, 20 and 25. However, as shown in Figure 1.10, any of these three oper-
ational channels cannot guarantee a ZigBee RF4CE RC network to be free
from 802.11 b/g interference, i.e., the interference that RF4CE intends to
avoid, since interference can appear in any ZigBee channel including those of
RF4C.

To mitigate interference, a function called frequency agility is proposed
in the ZigBee standard [Zig07c]. The frequency agility enables a ZigBee
network to change its operational channel in the presence of interference
basically using the following method. There is a device which has a role
of “network channel manager” in a ZigBee network. This device acts as the
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Figure 5.1: A large ZigBee network with local interference

central mechanism for reception of network interference reports and changing
the channel of the network if interference is detected. The default network
channel manager is the coordinator of a ZigBee network, but can be any other
router-capable devices as well. Each router or coordinator is responsible for
tracking transmit failures. Once the total transmissions attempted is over 20,
if the transmit failures exceed 25% of the messages sent, the device may have
detected interference on the channel in use. The device is then responsible
for taking the following steps:

1. Conduct an energy scan on all channels. If this energy scan does not
indicate higher energy on the current channel then other channels, no
action is taken. The device should continue to operate as normal and
the message counters are not reset. However, repeated energy scans
are not desirable as the device is off the network during these scans
and therefore implementations should limit how often a device with
failures conducts energy scans.

2. If the energy scan does indicate increased energy on the channel in use,
a Mgmt NWK Update notify should be sent to the Network Manager
to indicate interference is present. This report is sent with an ACK
request and once the ACK is received the total transmit and transmit
failure counters are reset to zero.

3. To avoid a device with communication problems from constantly send-
ing reports to the network manager, the device should not send a
Mgmt NWK Update notify more than 4 times per hour.

Upon receipt of an unsolicited Mgmt NWK Update notify, the network
manager must evaluate if a channel change is required in the network. The
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specific mechanisms the network manager uses to decide upon a channel
change are left to the implementers. It is expected that implementers will
apply different methods to best determine when a channel change is required
and how to select the most appropriate channel. The following is offered as
guidance for implementation. The network manager may do the following:

1. Wait and evaluate if other reports from other devices are received.
This may be appropriate if there are no other failures reported. In
this case the network manager should add the reporting device to a
list of devices that have reported interference. The number of devices
on such a list would depend on the size of the network. The network
manager can remove the reporting devices out of this list after some
time.

2. Request other interference reports using the Mgmt NWK Update req
command. This may be done if other failures have been reported or
the network manager device itself has failures and a channel change
may be desired. The network manager may request data from the list
of devices that have reported interference plus other randomly selected
routers in the network. The network manager should not request an
update from the device that has just reported interference since this
data is fresh already.

3. Upon receipt of the Mgmt NWK Update notify, the network man-
ager shall determine if a channel change is required using whatever
implementation specific mechanisms are considered appropriate.

4. If the above data indicate that a channel change should be considered,
the network manager selects a single channel based on the lowest en-
ergy. This is the proposed new channel. If this new channel does not
have an energy level below an acceptable threshold, a channel change
should not be done.

5. Prior to changing channels, the network manager should store the
energy scan value as the last energy scan value and the failure rate
from the existing channel as the last failure rate. These values are
useful to allow comparison of the failure rate and energy level on
the previous channel to evaluate if the network is causing its own
interference.

6. The network manager should broadcast a channel change request to
all routers and coordinator with the new channel number.

Upon receipt of a channel change request the local network manager shall
set a timer and switch channels upon expiration of this timer. Each device
shall also reset the total transmit counters and the transmit failure counters,
and then switch channels.

From the description above, we know that this solution requires two-way
communication between the network manager and the other ZigBee devices
on a channel, even after interference has been detected on that channel. This
is not robust to the extreme interference patterns which are encountered in
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the context we are considering. Furthermore, this solution may work for a
small-scale ZigBee network, but not be suitable for a large-scale one with local
interference as shown in Figure 5.1. This is because changing the operational
channel of a large-scale network to an idle one takes quite a long time, during
which the network would not function properly. In the worse case, it may
not be possible for the large-scale ZigBee network to find a common idle
channel globally. An example is a large-scale ZigBee-based lighting control
network deployed in a sports stadium where there are several local 802.11b/g
interferences introduced by laptops in the audience.

Hence, in this chapter, we focus on solutions for a large-scale ZigBee net-
work in the presence of local interference. We will propose a distributed
adaptive interference-avoidance multi-channel protocol to improve the ro-
bustness and performance under interference for large-scale ZigBee network
in the following section.

5.2 A Distributed Adaptive Multi-channel Pro-

tocol

Our protocol consists of two phases, i.e., an interference detection phase and
an interference avoidance phase, during which an interfered ZigBee device
may select a better channel. The protocol is illustrated in 5.2.

5.2.1 Interference detection

Our interference detection method is inspired by a mechanism proposed by
Kim [Kim05]. This mechanism however has some drawbacks which our pro-
posed are not present. Kim [Kim05] proposed an ACK/NACK based inter-
ference detection scheme. After a sender transmits a frame, it waits for an
ACK from its recipient. When the sender does not receive the ACK within a
given period (determined by a timer value), it reports a NACK for this trans-
mission to the network layer of the sender. Whenever a NACK is reported,
it increments a counter ♯SuccessiveNACK by 1. When ♯SuccessiveNACK
becomes greater than the threshold THNACK , the sender decides that it suf-
fers from interference. However, if the receiver rather than the sender is under
interference or the receiver is simply defective, the sender may also not re-
ceive an ACK within the time out. Thus, the ACK/NACK based interference
detection scheme would draw a wrong conclusion in such cases.

Inspired by the method of Kim [Kim05], we propose a simple but more
reliable interference detection approach. Each device detects interference
on its own, not requiring information exchange among each other. During
every M transmission attempts, a device tracks transmission failures due to
the inhibition loss, i.e., the loss due to channel access failures, as addressed
in Section 3.2.1. We define transmission failures due to the inhibition loss
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during M transmission attempts as N . Thus, transmission failure ratio, ζ ,
is defined as M/N . If ζ is not greater than a threshold, THtransfailure, i.e.,
ζ ≦ THtransfailure, the transmission failure counter resets to zero. Then,
a new tracking round starts. Otherwise, if ζ > THtransfailure, the device
performs the following interference avoidance method.

5.2.2 Interference avoidance

When a ZigBee device detects interference, according to the method we just
described, it conducts energy scans on channels in a sequence specified by
the following channel selection algorithm until it finds a channel on which the
energy level is less than THenergy. If the device fails to find such a channel
after getting through all the other 15 channels, it stays at its current channel.
As the most likely interference is from 802.11b/g, each channel of which
overlaps four ZigBee channels, the ZigBee device will conduct the energy
scan starting from a channel, which is at least four channels away from its
current channel, in an attempt to avoid the possible 802.11b/g interference.
Each of the 15 channels shall be gone through one by one. For example,
assuming the current channel is channel 12, then the next channel would be
channel 16, 20, 24, 13, 17, 21, 25, 14, 18, 22, 26, 15, 19, 23, 11, respectively.
The channel selection algorithm is formally described in Algorithm 2.

Algorithm 2 Pseudo-code for Channel Selection Algorithm

OriginalChannel = CurrentChannel
StartingChannel = CurrentChannel
while Energy level in the current channel > THenergy do
channel = CurrentChannel + 4
if channel > 26 then
channel = channel − 26 + 10

end if
if channel == StartingChannel then
channel = channel + 1
if channel > 26 then
channel = channel − 26 + 10

end if
end if
CurrentChannel = channel
Do energy scan in the current channel

end while

As a new channel is selected, the device then broadcasts in one-hop ra-
dius to notify its neighbors about its new operational channel number. The
broadcasting does not stop until one notification is successfully transmitted,
i.e., not discarded due to channel access failures, or the transmission attempt
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number exceeds the maximum limit, e.g., five times. Next, the device shall
switch its current channel to the new one. After moving to the new chan-
nel, the device shall broadcast every nwkLinkStatusPeriod [Zig07c] seconds
in one-hop radius a link status command including its new operational chan-
nel number on its neighbors’ operational channels, in an attempt to keep its
neighbors updated. Upon receiving the broadcast, the neighbors shall up-
date the stored information about the device. If some neighbors of a device
still operate on the original channel, whereas the device itself and its other
neighbors operate on the other channels, the device is called an“edge”device.
For an edge device, it shall also track transmission failures due to the inhibi-
tion loss as it sends frames to its neighbors that still operate on the original
channel. As the transmission failure ratio gets below a threshold, the device
will conduct an energy scan on the original channel. If the energy level is
less than THenergy, the device shall change its operational channel back to
the original one and update its neighbors. This scheme allows devices which
have already changed their operational channels to gradually move back to
their original channel as the interference at the original channel disappears.
Thus, the whole network could operate on the same channel again as the
interference is gone. This procedure is illustrated in Figure 5.2.

In the following Section, we will perform OPNET simulation to examine
if the solution described above can work and to what extent if so. To simulate
the scenario we focus on in this chapter, i.e., a large-scale ZigBee network
suffering local interference, we first need to work out a network topology,
where the intensity of 802.11b interference is such that only a part of the
ZigBee network can be triggered to move to a new idle channel, while leaving
the rest of devices on the original interfered channel. Then we will see if
those ZigBee devices which suffer severe interference can actually change
their operational channel to the idle one, and switch back to their original
operational channel as the interference is gone. Furthermore, we will see if
the ZigBee network coexistence performance can be improved significantly
by our solution above.

5.3 Simulation Results and Discussion

Simulation parameters are shown in Table 5.1. The transmit powers of 0
dBm and 17 dBm are typical values for ZigBee devices and IEEE 802.11b
devices, respectively. The chosen values of CCA threshold are default ones
given in the IEEE 802.15.4 [IEE06] and IEEE 802.11b [IEE99b] standards.
The date rates of 250 kbps and 11 Mbps are also typical values for ZigBee
devices and IEEE 802.11b devices, respectively. To show the worst case of
coexistence, we choose operational channels with the closest center frequen-
cies, which are 2410 MHz (channel 12) and 2412 MHz for ZigBee devices
and IEEE 802.11b devices, respectively. Besides, we choose a channel with
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Figure 5.3: Simulation topology

Table 5.1: Simulation Parameters
ZigBee IEEE 802.11b

Transmit power 0 dBm 17 dBm
Data rate 250 kbps 11 Mbps
CCA threshold -85 dBm -84 dBm
Center frequency 2410 MHz, 2430 MHz (new) 2412 MHz
Traffic mode Constant 5 pkt/s Saturated
Packet size 30 bytes 1500 bytes
ACK No Yes
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the center frequency of 2430 MHz (channel 16) for the ZigBee devices to
move to in case of using the multiple channel operation when suffering inter-
ference. As shown in Figure 1.10, ZigBee channel 16 (2430 MHz) does not
overlap the channel (2412 MHz) of IEEE 802.11b, which therefore guaran-
tee ZigBee devices free from IEEE 802.11b interference. The payload size of
30 bytes and 1500 bytes are typical values in control applications for IEEE
802.15.4 devices, and in data transfer applications for IEEE 802.11b devices,
respectively. To observe the impact from interference on IEEE 802.15.4 data
transfer, we choose not to use ACK for IEEE 802.15.4 devices, while using
ACK is mandatory as defined in the IEEE 802.11b standard [IEE99b]. In
case of using ACK, IEEE 802.15.4 coexistence performance will become worse
since when an ACK is not received due to interference, a retransmission has
to occur. To show the worst case of interference, we make a saturated IEEE
802.11b data stream, which means there is always an IEEE 802.11b packet
ready to transmit. We also introduce an intensive IEEE 802.15.4 traffic with
a constant 5 packets per second. The intensive traffic helps to show a more
visible interfered effect and then an improved result due to our proposed so-
lution. We consider transmission failures due to the inhibition loss during
every 100 transmission attempts, i.e., M = 100, and choose the transmission
failure threshold THtransfailure = 25%. Smaller (larger) M and THtransfailure

make the network more (less) sensitive to interference and then change the
operational channel more (less) frequently. We have a further discussion on
this in Section 5.4.

To simulate the scenario we focus on in this chapter, i.e., a large-scale
ZigBee network suffers local interference, we work out a network topology as
shown in Figure 5.3, where the 802.11b interference can force only a part of
the ZigBee network, i.e., device n1, n2, n3, n4 and n5, to move to a new idle
channel, i.e., channel 16, according to Algorithm 2, while leaving the rest of
devices on the original interfered channel, i.e., channel 12.

In Figure 5.3, where there are a pair of 802.11b Tx/Rx devices and a
ZigBee network consisting of 12 devices, which can be regarded as a corner
part of a large-scale ZigBee network. Each ZigBee device sends packets to a
randomly chosen device at the constant rate of 5 packet/second. The ZigBee
devices track transmission failures on channel 12, their original channel. After
sending 50 packets on channel 12, a ZigBee device checks the transmission
failure ratio, defined in Section 5.2.1. When the transmission failure ratio
exceeds 25% (a discussion on this figure is given in Section 5.4), a threshold
specified in the ZigBee frequency agility [Zig07c], the device will look for
the next idle channel, according to Algorithm 2, and if finding one, it will
broadcast a notification and switch its channel to the new one, i.e., following
the procedure addressed in Section 5.2. Reversely, as the transmission failure
ratio on the original channel, i.e., channel 12, gets less than e.g., 3%, a ZigBee
device which has moved to the new channel, will conduct an energy scan on
channel 12. If the energy level is less than THenergy, the device shall broadcast
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a notification and move back to channel 12. The traffic between the IEEE
802.11b devices is saturated, which starts at the t = 400 second and stops
at the t = 700 second. The rest of the simulation parameters are shown in
Table 5.1.

The simulation results are averaged over five runs, taking 1000 seconds for
each. We investigate the network performance in two cases: “Multi-channel
Enabled”and “Multi-channel Disabled”, where the multi-channel operation is
“enabled” and “disabled”, respectively. As shown in Figure 5.4, we see that
before the IEEE 802.11b traffic starts, the throughput of device n1 is around
1050 bits/s. When the IEEE 802.11b traffic starts at the t = 400 second,
the throughput drops by 29% to approximately 750 bits/s in case of the
multi-channel operation disabled as shown by the curve of “Multi-channel
Disabled”, whereas by only 9.5% to around 950 bits/s in case of the multi-
channel operation enabled as shown by the curve of “Multi-channel Enabled”.
In other words, the multiple channel operation improves the ZigBee device
performance under interference by about 20% in this case. We find that in
case of “Multi-channel Enabled”, device n1, n2, n3, n4 and n5 actually moved
to a new idle channel, which is channel 16, according to Algorithm 2, while
the rest of devices, i.e., the less interfered ones, still stay on the original
channel, i.e., channel 12.

When the IEEE 802.11b traffic stops at the t = 700 second, the through-
put gets back to the previous 1050 bits/s in both cases, which shows that
our approach really enables ZigBee devices to move back to their original
channel as the interference on that original channel is gone.

The global throughput changes for the whole network are shown in Fig-
ure 5.5. As expected, the global performance is improved, too. In fact, the
global throughput improvement reflects a cumulative effect of those in each
individual devices. Thus, for a large-scale ZigBee network in the presence
of few local interferences, the performance improvement for the whole net-
work may not be noticeable, but for the individual devices, the performance
improvement would be significant as shown in Figure 5.4.

To measure an inhibition loss level, we can use an inhibition loss rate
defined as the number of bits lost per second due to inhibition loss. A global
inhibition loss rate is a sum of inhibition loss of all devices in a network. We
see in Figure 5.6, when our multi-channel operation is used, the inhibition
loss rate drops (and therefore the throughput increases) significantly from
approximately 3300 bits/s to around 300 bits/s.

The simulation results above show that our distributed adaptive multi-
channel protocol can help a large-scale ZigBee network efficiently and effec-
tively mitigate local interference and therefore improve the ZigBee coexis-
tence performance, especially for devices suffering from local interference. In
case of small-scale ZigBee networks, our protocol, which allows a conventional
single-channel ZigBee network to partially change the operational channel,
may not be better than the way of changing the network’s channel entirely
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Figure 5.6: Global inhibition loss rate in cases: “Multi-channel Enabled” and
“Multi-channel Disabled”

as proposed in the ZigBee frequency agility [Zig07c] in terms of the extent of
the global performance improvement. However, unlike the ZigBee frequency
agility [Zig07c], our approach does not require information exchange among
devices for dealing with interference, and therefore is more robust. Besides,
it is worthwhile to note that although in this chapter we take 802.11b as the
interference source due to its popularity, our approach can actually work in
the presence of any kind of interference as long as it leaves an idle channel
for ZigBee networks to move to.

Our approach can be improved further. Many parameters involved in this
method could be optimized in the future according to different applications.
For example, in our simulation, as specified in the ZigBee frequency agility
[Zig07c], we also chose 25% as the transmission failure ratio threshold for a
ZigBee device to decide whether changing the operational channel. However,
25% may not be the optimized value, depending on applications. When an
application is time-critical and thus needs to be more sensitive to interference,
a smaller value than 25% will help. When an application is non-time-critical
but energy-critical, and thus needs to be less sensitive to interference, a larger
value than 25% is more suitable.

Furthermore, the interference mitigation and the interference avoidance
methods could combine to deal with the coexistence issue more effectively
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and efficiently. For example, when a ZigBee network encounters interference,
it may try mitigating the interference on the current operational channel
first. If its performance cannot be improved to a satisfactory level, it can
further try to avoid the interference by changing the operational channel. In
case there is no channel free from interference, it may select and switch to
a channel which has the least interference level, and then use interference
mitigation methods on that channel.

5.4 Conclusions and future work

In this chapter, we propose a distributed adaptive interference avoidance
multi-channel protocol, which enables a conventional single-channel large-
scale ZigBee network to distributively, adaptively and partially change the
operational channel in the presence of local interference. The protocol is
distributed, i.e., each device can individually make decision to change the
operational channel based on its local perception while no communication
with a network manager gets involved. This makes the protocol robust es-
pecially in the presence of severe interference. Furthermore, the protocol is
adaptive, i.e., a device can switch the operational channel to an idle one when
it suffers interference, and it can also switch the operational channel back to
the original one when the interference is gone. As such, each device of a net-
work always works on the original operational channel as long as they are free
from interference, which gets rid of unnecessary channel switching overheads
after interference disappears and thus makes the whole network work not
only robustly but more efficiently. Moreover, the protocol allows a part of a
network rather than an entire large-scale network to change the operational
channel in the presence of local interference, which reduces channel switching
overheads and also makes the network more responsive to react to the inter-
ference. OPNET simulation results validate that the protocol can efficiently
and effectively improve the robustness of a ZigBee network and therefore
its coexistence performance. In addition, note that since no communication
mechanism but only simple computation is involved in the protocol, it is easy
to be implemented at a low cost. Last but not least, although the protocol
is mainly designed to improve the coexistence performance of a large-scale
ZigBee network with local interference, it can also help a small-scale ZigBee
network, where each device of the network suffers interference at a similar
severe level. In such a case, the entire network can move to an idle channel.

Compared with the interference mitigation method presented in Chapter
4, the interference avoidance method in this chapter needs at least one ZigBee
channel free from a local interference, which is, though not guaranteed, very
likely to be the case. By enabling an interfered system to move to an idle
channel, the interference avoidance method enhances the spectrum usage
efficiency and makes the competing systems free from mutual interference.



Chapter 6

Conclusions and Future Work

It’s more fun to arrive at a conclusion than to justify it.
-Malcolm Forbes

6.1 Conclusions

In this thesis, we have extensively studied the coexistence issue between IEEE
802.15.4/ZigBee WSNs and IEEE 802.11b/g WLANs. Although many stud-
ies on the coexistence issue between IEEE 802.15.4/ZigBee WSNs and IEEE
802.11b/g WLANs have been done, the conclusions they drew are incomplete
and/or conflicting, and therefore confusing. To get a clear understanding
about the coexistence issue between IEEE 802.15.4/ZigBee WSNs and IEEE
802.11b/g WLANs, an extensive study is needed.

In Chapter 2, we propose a coexistence model of IEEE 802.15.4 nodes
and IEEE 802.11b/g nodes. The model is based on two aspects, i.e., power
and the timing. Due to the significant difference in transmit powers of IEEE
802.15.4 and IEEE 802.11b/g, the sensing ranges of them are quite asymmet-
ric. As a result, three distinct coexistence regions can be identified. In each
of these coexistence regions, IEEE 802.11 nodes and IEEE 802.15.4 nodes ex-
hibit different interplay and hence different coexistence performances, which
may not be the same as we expected. For example, instinctively, we may
feel that the closer an IEEE 802.15.4 node gets to an IEEE 802.11b/g in-
terferer, the worse performance the IEEE 802.15.4 node would have. Our
coexistence model, however, reveals that this perception may not be true.
In fact, as the IEEE 802.15.4 node and the IEEE 802.11b/g interferer get
so close that they are in the coexistence region R1, where they can sense
each other, the coexistence performance of the IEEE 802.15.4 node is not
necessary the worst. Instead, in the coexistence region R2, where the IEEE
802.11b/g interferer cannot sense the IEEE 802.15.4 and therefore does not
respect the IEEE 802.15.4 transmission, the coexistence performance of the
IEEE 802.15.4 node could get even worse than in R1. Clearly, the three coex-
istence regions and the different interplay between IEEE 802.15.4 WSNs and
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IEEE 802.11b/g WLANs in each region explain the incomplete/conflicting
conclusions drawn by many previous studies from their incomplete analysis
and/or observations.

Next, in Chapter 3, we improved the coexistence model proposed in Chap-
ter 2 by taking into account some important implementation factors and
studied the coexistence performance of IEEE 802.15.4 WSNs under IEEE
802.11b/g interference in a nearly real-life environment. We revealed that
some implementation factors such as the IEEE 802.15.4 Rx-to-Tx turnaround
time and the CCA partial detection effect can have significant impact on
IEEE 802.15.4 WSNs coexistence performance in reality, e.g., a long IEEE
802.15.4 Rx-to-Tx turnaround time can impair the CCA performance and
therefore the IEEE 802.15.4 WSNs coexistence performance. The enhanced
model can precisely explain and predict the IEEE 802.15.4 WSNs coexis-
tence performance. Furthermore, under the guidance of the model, the IEEE
802.15.4 WSNs coexistence performance were extensively investigated in all
of the three coexistence regions in different scenarios by analysis, simulation
and experiments. The simulation and experimental results agree with our
analysis.

In sum, from the work in Chapter 2 and Chapter 3, we can draw the
following conclusions:

• the performance of an IEEE 802.15.4 WSN can be considerably neg-
atively affected by a heavy IEEE 802.11 interference if their channels
are not allocated properly

• Due to low power and long timing in the MAC mechanism, IEEE
802.15.4 nodes suffer unfairness in the channel access when compet-
ing with IEEE 802.11b/g nodes

• When IEEE 802.15.4 nodes coexist with IEEE 802.11b/g nodes, three
coexistence regions may be identified. They have different coexistence
behaviors in each of the regions

• Some implementation factors such as 802.15.4 Rx-to-Tx turnaround
time and CCA partial detection effect can impair the CCA performance
and therefore IEEE 802.15.4 WSNs coexistence performance in reality

• Although generally IEEE 802.15.4 WSNs has little impact on the IEEE
802.11 WLANs performance, in some cases, IEEE 802.15.4 WSNs may
have a non-negligible impact (e.g., 10%) on the performance of IEEE
802.11b/g WLANs.

In the previous two chapters, we have fulfilled one of the thesis targets
stated in Section 1.4, i.e., to achieve a clear understanding on the coexistence
issue between IEEE 802.15.4/ZigBee WSNs and IEEE 802.11b/g WLANs,
by analysis, simulation and experiments. Based on such a clear understand-
ing, we are exploring the solutions to help IEEE 802.15.4 WSNs deal with
interference. Basically, there are two categories for the ways of dealing with
interference: interference control/mitigation and interference avoidance. In
Chapter 4 and Chapter 5, we are addressing solutions in each of these two
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categories, respectively.

In Chapter 4, we proposed an approach enabling an IEEE 802.15.4 WSN
to mitigate heavy interference by adaptively adjusting CCA thresholds of its
nodes in a distributed manner. As the heavy interference appears, the CCA
thresholds are increased in order to reduce the inhibition loss, whereas the
CCA threshold gets decreased so as to avoid having a permanent channel
access privilege over peers as the interference disappears. Compared to the
centralized interference management approaches, e.g., the frequency agility
approach specified in the ZigBee specification[Zig07c], which inappropriately
assumes a reliable two-way communication between nodes even in the pres-
ence of heavy interference, our adaptive CCA approach is simpler but more
robust, more responsive, and easier to be implemented at a lower cost. The
simulation results validate that the adaptive CCA approach may significantly
improve IEEE 802.15.4 WSNs performance in the presence of heavy interfer-
ence.

ZigBee specification [Zig07c] proposes a feature called frequency agility,
which refers to the ability of ZigBee networks to change the operational
channel in the presence of interference. However, for a large-scale ZigBee
network, changing the whole network operational channel to an idle one, may
be neither appropriate if there is only local interference nor possible if there
is no any single idle channel available globally. Therefore, in Chapter 5, we
propose a distributed adaptive interference-avoidance multi-channel protocol,
which enables a conventional single-channel large-scale ZigBee network to
distributively, adaptively and partially change the operational channel in the
presence of local interference. As a result, the ZigBee network performance
under interference can be effectively and efficiently improved.

6.2 Future Directions

Although being discussed through the whole thesis, the coexistence issue
certainly needs to explore further much beyond a single PhD thesis. Besides
this thesis, many studies have been done on the coexistence issue between
two wireless systems, e.g., the coexistence between 802.11b and Bluetooth
have been extensively studied in [How01b][Jo03][Sak03][Fen02], and the co-
existence between IEEE 802.15.4 and other systems has been investigated in
[Sik05] and [How03], but few work has been done on the coexistence among
multiple (>2) wireless systems. In reality, however, it is more often to happen
that there are more than two wireless systems work closely to each other. For
example, a person may take a ZigBee personalcare monitor, listen music via
a bluetooth headset and surf the Internet by a WiFi connection of a laptop
at the same time. As such, there is an increasing demand for researchers to
study the coexistence of multiple wireless systems.

Essentially, to make a truly wireless “ecosystem” where each system can
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coexist in harmony, it requires both academia and industry to put serious
thought into coexistence when they develop and standardize radio technolo-
gies, and some systematic approaches in incorporating coexistence method-
ology in designing future radio technologies must be employed.
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List of Abbreviations

ACL Asynchronous Connectionless
ACK Acknowledgment
AFH Adaptive Frequency-Hopping
AP Access Point
AWGN Additive White Gaussian Noise
AWMA Alternating Wireless Medium Access
BER Bit Error Rate
CCA Clear Channel Assessment
CCK Complementary Code Keying
CFR Code of Federal Register
CTS Clear to Send

CSMA-CA Carrier Sense Multiple Access with Collision
Avoidance

CW Contention Window

DIFS Distributed coordination function Inter-Frame
Space

DFS Dynamic Frequency Selection
DSSS Direct-Sequence Spread Spectrum
ED Energy Detection
EIRP Equivalent Isotropically Radiated Power

ETSI European Telecommunications Standards Insti-
tute

FCC Federal Communications Commission
FEC Forward Error Correction
FFD Full Function Device
GF Group Formation
GTS Guaranteed Time Slot

GUTPC Goodput-oriented Utility-based Transmit Power
Control

HEC Header Error Check
ID Interference Detection
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IEEE Institute of Electrical and Electronics Engineers
ISM Industrial, Scientific, and Medical
LOS Line-Of-Sight
LQI Link Quality Indicator
MAC Medium Access Control
OFDM Orthogonal Frequency Division Multiplexing
PAN Personal Area Network
PER Packet Error Rate
PHY PHYsical layer
PN Personal Network
PNP2008 Personal Network Pilot 2008
PTA Packet Traffic Arbitration
RSSI Received Signal Strength Indication
RFD Reduced Function Device
RTS Request to Send
SCO Synchronous Connection-Oriented
SIFS Short Inter Frame Spacing
SINR Signal-to-Interference-plus-Noise Ratio
SIR Signal-to-Interference Ratio
SNR Signal-to-Noise Ratio
TDMA Time-Division Multiple Access
TIC Transmit Interval Control
TPC Transmit Power Control
UDP User Datagram Protocol
UWB Ultra-Wide Band
WLAN Wireless Local Area Network
WPAN Wireless Personal Area Network
WSN Wireless Sensor Network
ZC ZigBee Coordinator
ZED ZigBee End Device
ZR ZigBee Router
WSN Wireless Sensor Network
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Supporting Projects

In addition to Delft University of Technology and Philips Research, the work
in this thesis has been partially funded by the Dutch Ministry of Economic
Affairs through the project PNP2008 under the Freeband Communication
Impulse of the technology programme. Below, we give an brief introduction
to this project.

Freeband PNP2008

The PNP2008 project is part of the Freeband Communication programme,
which aims at the generation of public knowledge in advanced telecommuni-
cation (technology and applications). Freeband is based on the vision of 4G
networks and services. It specifically aims at establishing, maintaining and
reinforcing the Dutch knowledge position at the international forefront of
scientific and technological developments, addressing the most urgent needs
for research and novel applications in the present unfolding of new technol-
ogy. Freeband comprises more than 25 organizations, including all-important
technology providers and many representative end-user organizations. The
Dutch Ministry of Economic Affairs is co-funding this programme as part of
the BSIK plan.

The goal of the PNP2008 project is to develop and demonstrate the novel
concept of the Personal Network (PN), which is a distributed personal en-
vironment consisting of clusters of geographically dispersed devices that dy-
namically changes according to the context and needs of the user. Preparing
and running a real-life pilot once a year, starting from the first year of the
project, will provide a unique insight and feedback in the technical, business
and user-related issues associated with the introduction of PN. A distinctive
element of this project is the investigation, development and demonstration
of the concept of a Personal Network Gateway, an important enabling factor
for the incorporation of the Personal Area Network into a fully functional
PN. As important will be a Mobility Provider platform that provides an op-
erational environment to manage user, service and network related issues.
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The main results foreseen by the project are in the field of network architec-
tures and protocols, security, biometric authentication, mobility management
and user aspects. Developing an automated and context sensitive concept
is a challenging research task, but it has a strong industrial potential, since
it would bring in the possibility to build a whole new class of applications,
services and devices.

This project concludes in 2008.
http://pnp2008.freeband.nl/
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Summary

As an emerging short-range wireless technology, IEEE 802.15.4/ZigBeeWire-
less Sensor Networks (WSNs) are increasingly used in the fields of home con-
trol, industrial control, consumer electronics, energy management, building
automation, telecom services, personal healthcare, etc. IEEE 802.15.4/Zig-
Bee WSNs share the same 2.4 GHz license-free Industrial, Scientific, and
Medical (ISM) band with many other wireless systems such as IEEE 802.11b/g
WLANs, Bluetooth, cordless phones, etc. Due to the low power, IEEE
802.15.4/ZigBee WSNs are potentially more vulnerable to interference by
those systems. Among those systems, IEEE 802.11b/g WLANs are proba-
bly the most widely deployed ones. Because of their complementary applica-
tions, IEEE 802.15.4WSNs and IEEE 802.11b/gWLANs are often colocated,
which causes the coexistence issue between them. In this thesis, we focus on
the coexistence between IEEE 802.15.4/ZigBee WSNs and IEEE 802.11b/g
WLANs. The targets of this thesis work are to achieve a clear understanding
on the coexistence issue between IEEE 802.15.4/ZigBee WSNs and IEEE
802.11b/g WLANs, and then to propose cost-effective methods to enhance
the coexistence capability of IEEE 802.15.4/ZigBee WSNs.

Although many studies on the coexistence issue between IEEE 802.15.4/Zig-
Bee WSNs and IEEE 802.11b/g WLANs have been done, the conclusions
they drew are incomplete and/or conflicting, and therefore confusing. To get
a clear understanding about the coexistence issue between them, an exten-
sive study is needed. First, we propose a coexistence model of IEEE 802.15.4
nodes and IEEE 802.11b/g nodes. The model is based on two aspects, i.e.,
power and the timing. Due to the significant difference in transmit powers
of IEEE 802.15.4 and IEEE 802.11b/g, the sensing ranges of them are quite
asymmetric. As a result, three distinct coexistence regions can be identified.
In each of these coexistence regions, IEEE 802.11 nodes and IEEE 802.15.4
nodes exhibit different interactive behavior and hence different coexistence
performances, which may not be the same as we expected. For example,
instinctively, we may feel that the closer an IEEE 802.15.4 node gets to an
IEEE 802.11b/g interferer, the worse performance the IEEE 802.15.4 node
would have. Our coexistence model, however, reveals that this perception
is not true. In fact, as the IEEE 802.15.4 node and the IEEE 802.11b/g
interferer get so close that they are in the coexistence region R1, where they
can sense each other, the coexistence performance of the IEEE 802.15.4 node
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is not necessarily the worst. Instead, in the coexistence region R2, where
the IEEE 802.11b/g interferer cannot sense the IEEE 802.15.4 and therefore
does not respect the IEEE 802.15.4 transmission, the coexistence perfor-
mance of the IEEE 802.15.4 node could get even worse than in R1. Clearly,
the three coexistence regions and the different interactive behavior between
IEEE 802.15.4 WSNs and IEEE 802.11b/g WLANs in each region explain
the incomplete/conflicting conclusions drawn by many previous studies from
their incomplete analysis and/or observations.

Next, by taking into account some important implementation factors, we
improved the coexistence model and studied the coexistence performance of
IEEE 802.15.4 WSNs under IEEE 802.11b/g interference in a real-life en-
vironment. We revealed that some implementation factors such as IEEE
802.15.4 Rx-to-Tx turnaround time and Clear Channel Assessment (CCA)
partial detection effect can have significant impact on IEEE 802.15.4 WSNs
coexistence performance in reality, e.g., a long IEEE 802.15.4 Rx-to-Tx turn-
around time can impair the CCA performance and therefore the IEEE 802.15.4
WSNs coexistence performance. The enhanced model can precisely explain
and predict the IEEE 802.15.4 WSNs coexistence performance. Furthermore,
under the guidance of the model, the IEEE 802.15.4 WSNs coexistence per-
formance were extensively investigated in all of the three coexistence regions
in different scenarios by analysis, simulation and experiments. The simula-
tion and experimental results agree with our analysis.

Based on the clear understanding achieved from the work above, we then
explore the solutions to help IEEE 802.15.4 WSNs deal with interference.
Basically, there are two categories for the ways of dealing with interference:
interference control/mitigation and interference avoidance. We address so-
lutions in each of these two categories, respectively. We first propose an
interference mitigation approach, which enables an IEEE 802.15.4 WSN to
mitigate heavy interference by adaptively adjusting CCA thresholds of its
nodes in a distributed manner. As the heavy interference appears, the CCA
thresholds are increased in order to reduce the inhibition loss, whereas the
CCA threshold gets decreased so as to avoid having a permanent channel
access privilege over peers as the interference disappears. Compared to the
centralized interference management approaches, e.g., the frequency agility
approach specified in the ZigBee specification, which inappropriately assumes
a reliable two-way communication between nodes even in the presence of
heavy interference, our adaptive CCA approach is simpler but more robust,
more responsive, and easier to be implemented at a lower cost. The sim-
ulation results validate that the adaptive CCA approach may significantly
improve IEEE 802.15.4 WSNs performance in the presence of heavy interfer-
ence.

Then, we consider an interference avoidance solution. ZigBee specifica-
tion proposes a feature called frequency agility, which refers to the ability of
ZigBee networks to change the operational channel in the presence of interfer-
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ence. However, for a large-scale ZigBee network, changing the whole network
operational channel to an idle one, may be neither appropriate if there is only
local interference nor possible if there is no single idle channel available glob-
ally. Therefore, we propose a distributed adaptive interference-avoidance
multi-channel protocol, which enables a conventional single-channel large-
scale ZigBee network to distributively, adaptively and partially change the
operational channel in the presence of local interference. As a result, the Zig-
Bee network performance under interference can be effectively and efficiently
improved.

The main contributions of this thesis are a coexistence model of IEEE
802.15.4/ZigBee WSNs and IEEE 802.11b/g WLANs, and two solutions to
the coexistence issue between them. The model not only explains the in-
teresting interactive coexistence behavior of the two systems, but provides
many insights on the coexistence issue. Under the guidance of those insights,
two solutions are proposed. The solutions can enhance the coexistence ca-
pability of IEEE 802.15.4/ZigBee WSNs and therefore their coexistence per-
formance in the presence of interference, which includes but not limited to
IEEE 802.11b/g interference.
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Samenvatting

Als opkomende korte afstand draadloze technologie wordt IEEE 802.15.4/Zig-
Bee Wireless Sensor Networks (WSN’s) in toenemende mate gebruikt in de
gebieden van thuis controle, industriële controle, consumenten electronica,
energie management, gebouwautomatisering, telecom diensten, persoonli-
jke gezondheidszorg, etc. Daar IEEE 802.15.4/ZigBee WSN’s dezelfde 2.4
GHz licentievrije Industriële, Wetenschappelijke en Medische band deelt met
vele andere draadloze systemen, zoals IEEE 802.11b/g WLAN’s, Bluetooth,
draadloze telefoons, etc. Vanwege het lage vermogen, zijn IEEE 802.15.4/Zig-
Bee WSN’s potentieel kwetsbaarder voor de interferentie door deze systemen.
Van deze systemen is de IEEE 802.11b/g WLAN’s waarschijnlijk de meest
wijdverspreidde. Vanwege hun complementaire applicaties, worden IEEE
802.15.4/ZigBeeWSN’s en IEEE 802.11b/gWLAN’s vaak gecoalloceerd, wat
leidt tot coexistentie problematiek tussen beide systemen. In deze proef-
schrift, concentreren wij ons op de coexistentie tussen IEEE 802.15.4/ZigBee
WSN’s en IEEE 802.11b/g WLAN’s. De doelstellingen van deze proefschrift
werk zijn het bereiken van een duidelijk begrip van de coexistentie prob-
lematiek tussen IEEE 802.15.4/ZigBee WSN’s en IEEE 802.11b/g WLAN’s,
en om vervolgens kost effectieve methoden, die de coexistentie capaciteit van
de 802.15.4/ZigBee WSN’s verhogen, te kunnen voorstellen.

Alhoewel er al veel onderzoek is verricht naar de coexistentie problematiek
tussen de IEEE 802.15.4/ZigBee WSN’s en IEEE 802.11b/g WLAN’s, zijn
de daaruit voortkomende conclusies vaak onvolledig en/of conflicterend, en
daardoor verwarrend. Ten einde een duidelijk begrip te krijgen betreffende
de coexistentie tussen beide systemen, is een diepgaand onderzoek vereist.
Ten eerste stellen wij een coexistentie model voor van IEEE 802.15.4 nodes
en IEEE 802.11b/g nodes. Het model is gebaseerd op twee aspecten: vermo-
gen en tijdsverloop. Vanwege het significante verschil in transmissie vermo-
gen tussen de IEEE 802.15.4 nodes en IEEE 802.11b/g nodes, is het sensor
bereik van beide systemen behoorlijk assymetrisch. Als resultaat kunnen drie
coexistentie gebieden gëındentificeerd worden. In elk van deze coexistentie
gebieden IEEE 802.11 nodes en IEEE 802.15.4 nodes huist verschillend inter-
actief gedrag en vandaar ook verschillende coexistentie prestaties, dat anders
kan zijn dan we verwachtten. Bijvoorbeeld, zouden we instinctief kunnen
denken dat hoe dichter een IEEE 802.15.4 node bij de IEEE 802.11b/g node
interferentie komt, hoe slechter het prestatie vermogen van de IEEE 802.15.4
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node. Ons coexistentie model laat echter zien dat deze perceptie niet klopt.
Het is zelfs zo dat zodra een IEEE 802.15.4 node en de IEEE 802.11b/g in-
terfererend zo dicht bij elkaar komen dat ze in coexistentie gebied R1 komen,
daar waar de sensoren elkaars signalen oppikken, de coexistentie prestatie
van de IEEE 802.15.4 node niet noodzakelijkerwijs het slechtste is. In plaats
daarvan, in het coexistentie gebied R2, daar waar de IEEE 802.11b/g interfer-
erend buiten het bereik van de sensor van de IEEE 802.15.4 blijft en daardoor
de IEEE 802.15.4 transmissie niet respecteert, kan de coexistentie prestatie
van de IEEE 802.15.4 node zelfs slechter worden dan in gebied R1. Heel
duidelijk verklaren alle drie coexistentie gebieden en het zich onderscheidend
interactieve gedrag tussen de IEEE 802.15.4 WSN’s en de IEEE 802.11b/g
WLAN’s in ieder gebied, waarom incomplete/conflicterende conclusies zijn
getrokken bij vele voorgaande onderzoeken vanuit incomplete analyses en/of
observaties.

Vervolgens, door het rekening the houden met een aantal belangrijke im-
plementatie factoren, hebben we het coexistentie model verbeterd en hebben
de coexistentie prestaties van de IEEE 802.15.4 WSN’s bestudeerd in een
alledaagse omgeving. Wij ontdekten dat sommige implementatie factoren
zoals de IEEE 802.15.4 Rx naar Tx doorlooptijd en Duidelijk Kanaal Toe-
gankelijkheid (Clear Channel Assessment, (CCA)) gedeeltelijk detectie effect
een significante impact kan hebben op de IEEE 802.15.4 WSN’s coexisten-
tie prestatie in de werkelijkheid, o.a., een lange IEEE 802.15.4 Rx naar Tx
doorlooptijd kan nadelig zijn voor de CCA prestatie en daardoor ook voor
de IEEE 802.15.4 WSN’s coexistentie prestatie. Het verbeterde model kan
de IEEE 802.15.4 WSN’s coexistentie prestatie precies verklaren en voor-
spellen. Verder is, onder de begeleiding van het model, de IEEE 802.15.4
WSN’s coexistentie prestatie nog uitgebreid onderzocht in alle drie coexis-
tentie gebieden bij verschillende scenarios door middel van analyse, simulatie
and experimenten. De simulatie en experimentele resultaten zijn in lijn met
onze analyse.

Gebaseerd op het duidelijk beeld verschaft door dit onderzoek, zijn wij
op zoek gegaan naar oplossingen die IEEE 802.15.4 WSN’s helpen met in-
terferentie. Feitelijk zijn er twee categorieën om met interferentie om te
gaan: interferentie controle/vermindering en interferentie vermijding. Wij
zullen oplossingen aandragen voor ieder van deze twee cateogorien, respec-
tievelijk. Allereerst stellen wij een interferentie vermindering benadering
voor, die IEEE 802.15.4 WSN in staat stelt zware interferentie te verminderen
door adaptief bijstellen van de CCA drempel van de nodes op een gespreide
manier. Zodra de zware interferentie zich voordoet, zullen de CCA drem-
pel verhoogd worden ten einde het remmings verlies te reduceren; de CCA
drempels worden daarentegen verlaagd om te voorkomen dat een blijvend
kanaal toegangs voorkeur, boven collega’s zal ontstaan, zodra de interferen-
tie verdwijnt. Vergeleken met de gecentraliseerde interferentie management
benaderingen, o.a. de frequentie behendigheids benadering, zoals gespeci-
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ficeerd in de ZigBee specificatie, dat onterecht aanneemt dat een betrouwbare
tweewegs communicatie tussen nodes zelf in de aanwezigheid van zware inter-
ferentie plaats kan vinden, is onze aanpasbare CCA benadering eenvoudiger,
maar tegelijkertijd meer robuust, meer ontvankelijk, en makkelijker te im-
plementeren tegen lagere kosten. De simulatie resultaten bevestigen dat de
adaptief CCA benadering mogelijk de 802.15.4 WSN’s prestatie significant
verbeterd, bij aanwezigheid van zware interferentie.

Vervolgens nemen we de interfentie vermijdings oplossing in aanschouw.
De ZigBee specificatie stelt een toepassing voor genaamd frequentie behendig-
heid, wat refereert aan de capaciteit van ZigBee netwerken om het opera-
tionele kanaal te veranderen bij aanwezigheid van interferentie. Alhoewel
voor een grote schaal ZigBee netwerk, het veranderen van het gehele netwerk
kanaal naar een inactieve, mogelijk ongewenst kan zijn in het geval van alleen
locale interferentie; ook is het mogelijk dat er geen enkelvoudig inactief kanaal
beschikbaar is op globaal niveau. Derhalve stellen wij een gespreid aanpas-
baar interferentie vermijdend multi kanaal protocol voor, dat een convention-
eel enkelvoudig kanaal grote schaal ZigBee netwerk in staat stelt om verdel-
ing, aanpassing en gedeeltelijke verandering van het operationele kanaal, bij
aanwezigheid van locale interferentie toe te passen. Als resultaat kan de
ZigBee netwerk prestatie gedurende interferentie effectief en efficient worden
verbeterd.

De hoofd bijdragen van deze proefschrift zijn een coexistentie model
van IEEE 802.15.4/ZigBee WSN’s en IEEE 802.11b/g WLAN’s, en twee
oplossingen voor de het coexistentie probleem tussen beiden. Het model verk-
laard niet alleen het interesante interactieve coexistentie gedrag van beide
systemen, maar verschaft tevens vele inzichten betreffende het coexisten-
tie probleem. Op basis van deze inzichten, worden twee oplossing voorge-
dragen. De oplossingen kunnen de coexistentie capaciteit verbeteren van
IEEE 802.15.4/ZigBee WSN’s en daardoor ook de coexistentie prestatie bij
aanwezigheid van interferentie, waaronder, maar niet gelimiteerd tot, IEEE
802.11b/g interferentie.
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