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Abstract

Watermarks have an essential role in identifying the
origins and age of specific documents. However,
this is often a laborious process. One of the main
issues in automatic watermark segmentation is the
presence of text that obstructs it, making it difficult
to properly reconstruct a watermark. Image pro-
cessing and machine learning techniques face lim-
itations, requiring time, training of data, or man-
ual parameter selection. This research introduces
a new method using wavelets transform to locate
and remove text from a watermarked image, while
preserving the underlying watermark. This method
manages to outperform classic image processing
techniques for the case when text is thicker than the
watermark outline.

1 Introduction

Watermarks are images or symbols embedded in paper that
can be observed by directly shining light through the sheet of
paper. They are used by historians and researchers to identify
the origins of historic documents or works of art [1]. In order
to be able to use a watermark to identify a document, it is
important to be able to retrieve as much of its original shape
and form as possible, as these are its recognizing features.
This is not always possible however, since the paper may be
old, or may contain artifacts such as tears and folding marks.

Historic watermarks were embedded in laid paper, using
manually crafted molds [1]. These molds, in addition to
the watermark shape, presented vertical and horizontal lines
which were imprinted on the pa- per together with the water-
mark. One such example can be seen in Figure 1a.

Additionally, one major problem is the presence of text on
the paper, which occludes the original form of the watermark
and leads to loss of information from it. Such examples can
be seen in Figures la and 1b, where the text makes it dif-
ficult to see the entire shape of watermark. Therefore, it is
important that special care is taken when creating algorithms
for segmenting watermark images with text, since losing too
much of the underlying watermark could make it impossible
to recognize the watermark and retrieve information on given
documents.

Since automation is needed to speed up and ease the pro-
cess, multiple algorithms for watermark retrieval were devel-
oped. Previous work includes extraction and segmentation of
watermarks from individual papers, but few work exists for
an integrated recognition system. Such system could receive
an image of a watermark and then return similar watermarks
from large databases. This would help historians with un-
derstanding the context and meaning of watermarks without
having to manually search through vast collections.

This research builds upon a watermark recognition sys-
tem in its initial stages that was developed with the previ-
ously mentioned goal [2]. It seeks to improve over past work
by proposing an approach that combines wavelet transform
and morphological operations for the process of text removal.
This idea was inspired by the promising results this system

has obtained when adapting the approach in [3] for line re-
moval.

Consequently, the main question this research seeks to
tackle is:

* How effective is the joint use of wavelet transform and
morphological operations in the removal of text from
watermark images, and how does it compare to algo-
rithms using morphological operations and contrast en-
hancement?

This question can be split into several sub-questions that
will aid in reaching a conclusive answer, specifically:

1. How efficient are existing approaches involving mor-
phological operations and contrast enhancement in iden-
tifying and removing text from the watermarked images?

2. Under which conditions could wavelet transforms be
used to identify and remove text from the watermarked
images?

3. How does an approach involving wavelet transforms and
morphological operations perform compared to an ap-
proach involving morphological operations and contrast
enhancement in identifying and removing text from the
watermarked images?

The results are evaluated in relation to different watermark
segmentation approach, the only one that explicitly addresses
handwritten text removal in watermark images by using im-
age processing techniques [4]. Additionally, the results are
computed using watermark images provided by the German
Museum of Books and Writing !.

The performance is assessed based on criteria such as origi-
nal watermark conservation and quantity of text removed suc-
cessfully. To allow for appropriate evaluation for each crite-
ria, the dataset to be used consists of synthetically generated
images of watermarks with different amounts of overlapping
ink text. This gives control over variables while also simulat-
ing a realistic instance of watermark images.

The results obtained in this manner show very good results,
especially for processing images with thick text that obstructs
the watermark. This is a promising result, since most other
systems face limitations for such images.

2 Background

Retrieving watermarks from images can oftentimes be diffi-
cult due to factors such as paper irregularities or stains. Ad-
ditionally, it can be the case that the watermark is overlapped
by text or ink. In the context of historic watermark recogni-
tion, text represents scripts handwritten in black ink. Text can
be deteriorated to the point of illegibility, and it may fully or
partly overlay a watermark embedded in paper.

The images considered in this research consist of water-
marks partly or fully intersected by text, with different de-
grees of visibility. The watermark can be placed in different
parts of the image and may be of different sizes and intensi-
ties. The same applies for the overlapping text. Examples of
such watermark images can be observed in Figure 1a and 1b.
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Figure 1: (a) Watermark image fully overlapped by text, (b) Water-
mark image partially overlapped by text

While Figure 1a is fully covered by text, Figure 1b is more
difficult to distinguish due to the intensity and thickness of
the text. Even as a human, it is not immediately clear that
the two images are not of the same watermark. It can be ob-
served that the necks of the birds have different thickness and
orientation, and the two B’s on the birds’ chests have differ-
ent shapes. For this example, it was enough to observe these
differences. However, if these details were missing, it would
have been far more difficult to tell the difference between the
two watermarks. Since every detail matters, it is very impor-
tant to preserve as much as possible from the original wa-
termark when trying to eliminate unwanted image artifacts.
Therefore, it is important to carefully select algorithms that
are capable of achieving such things.

Figure 2a shows a different watermark image, where text
is present, but its intensity is not enough to hinder the water-
mark. However, vertical lines are clearly visible at equal dis-
tances, and horizontal lines can also be observed at a closer
look. These are not part of the watermark, so they should
be eliminated, ideally, but they intersect the watermark right
through the middle.
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Figure 2: (a) Watermark with visible lines, (b) Watermark after line
removal

Figure 2b shows the same image after line removal with the

combined wavelet-Fourier approach has been applied [3]. Tt
can be observed how the vertical line intersecting the water-
mark through its middle part in Figure 2a has disappeared, as
well as all the other vertical and horizontal lines in the image,
however, the watermark itself has not been altered.

Wavelets are wave-like oscillations or functions used to de-
compose signals into multiple scales, allowing analysis at
multiple levels of detail [5]. They are often used in image
compression, as they are able to effectively approximate the
image at different resolutions. Since they can capture con-
trast and intensity differences in the image, they are useful for
isolating certain regions of an image. Wavelet transform de-
composes the image into three coefficients, namely vertical,
horizontal and diagonal, as well as an image approximation
at that level. These coefficients store information regarding
the intensity changes occurring in the image in different di-
rections on different scales [6].

There are plenty of other methods used for image denois-
ing, including morphological operations. These are opera-
tions applied to an image in order to adjust its pixels based on
its neighbors. This leads to changes in contrast, intensity, or
image sharpness [7]. Relevant for this paper are dilation and
erosion operations, which aim to add, respectively remove
pixels from object bounds within an image. This depends on
the size and shape of the structuring element being used, and
which is superimposed on the image. The effect of dilation
is that of expanding the object. Erosion is the opposite op-
eration, its effect being of shrinking a given object within an
image [5].

Contrast stretching is another image processing operation
that has as purpose to expand the pixel intensity ranges within
an image in such a way that it spans the entire range, while
maintaining the relative differences between intermediate val-
ues [7]. The following section presents previous work done
using these concepts in the context of text removal from his-
toric watermark images, and the existing limitations.

3 Related Work

Some proposed algorithms make use of machine learning
techniques [8], [9]. A major drawback in such algorithms,
however, is the need for additional data. Specifically, in or-
der to process a watermark, an already processed image of the
watermark is required. Since this data is not always available,
this type of approach becomes infeasible.

Several other approaches were developed relying on image
processing techniques. An overview on different such con-
tributions was given [4], also explaining the drawbacks and
limitations of these approaches. Specifically, most algorithms
face difficulties with processing images containing ink or text,
but also with removing the vertical and horizontal lines that
are caused by the process of imprinting a watermark on paper.

The same thesis proposed a bottom-up approach consist-
ing of morphological operations and contrast enhancement
techniques that aimed to successfully segment watermarks in
these cases [4].

The thesis introducing this approach includes another al-
ternative method. However, this method was avoided as it
consists of machine learning techniques requiring training of



data.

The bottom-up method starts with an unprocessed image,
and ends with a binarized output of the segmented water-
mark. It consists of foreground interference removal and
background estimation.

Foreground interference has the goal of removing the inter-
ference caused by the overlapping ink by means of contrast
stretching and morphological dilations and erosions. The
most important process in this part is that of deriving the ideal
size of a structuring element used to remove the foreground
interference without blurring the watermark underneath. This
structuring element is then used for dilation and erosion of the
image, this image being returned and used for background es-
timation.

Background estimation is computed by means of sequen-
tial contrast stretching and sequential morphological opening
operations on the image obtained previously. An essential
element is that it uses the image intensity to derive an ideal
parameter to use for these operations. The concrete details
on the implementation for this part are elaborated on in the
paper. The final result for the overall algorithm is the differ-
ence between the image obtained in foreground interference
and the one resulted from background estimation.

However, the approach faced limitations when given wa-
termarks that were not clearly visible, as well as images with
thick, dark interference.

One major drawback of image processing techniques, and
especially morphological operations, is that they tend to alter
entire regions in the image. As a result, details in the wa-
termark design may be lost as well when applying such op-
erations. Since the watermark may be difficult to distinguish
even in the original image, it is very important to keep it as un-
changed as possible during this process. Subsequently, even
though the approach in [4] outperforms other related work,
limitations in the extent of applicability and efficiency still
exist. Therefore, it would be beneficial to find faster tech-
niques that can address these issues.

A first version of an automatic watermark recognition sys-
tem that uses exclusively image processing techniques has
been developed, with promising results [2]. The system was
created using digitized watermarks provided by the German
Museum of Books and Writing. The watermarks within this
dataset are similar with the ones used in previous work that
originate from the Bernstein Project [10].

This system performs watermark segmentation in four
steps, specifically pre-processing, denoising, thresholding
and post-processing. The last two steps consist of binariza-
tion of the segmented watermark, which is not relevant for
text removal.

Pre-processing only involves inverting the image in order
to make the watermark appear darker than the background
and interference. Then denoising consists of sharpening, line
removal, contrast stretching, followed by BM3D and Kuwa-
hara filtering. The motivation and implementation details for
this algorithm can be found in the source paper [2].

While this watermark recognition system faces similar is-
sues as mentioned previously, it was noticed that the com-
bined wavelet-Fourier transform approach presented in [3]
proved highly effective in removing the horizontal and verti-

cal lines from a given image while maintaining the quality of
the underlying watermark. This method works by repeatedly
applying Fourier transform in the wavelet domain, and then
blurring particular corresponding coefficients using Gaussian
blur. Then the image is reconstructed by using the refined
coefficients from the wavelet space.

This method has inspired the question of how efficient such
an approach would be in other scenarios compared to the al-
ready existing image processing approaches. Since no experi-
mental work has been done yet with this idea for text removal,
adapting and applying this concept could possibly show new
and efficient ways in which the current limitations can be ad-
dressed.

Given the high flexibility and scalability of wavelet trans-
forms [7], and the general property of text pixels having lower
intensity values than the rest of the image, wavelet transform
could be used to isolate these pixels. Once isolated, morpho-
logical operations could be applied locally on these regions
to remove the text from a given image, without altering the
underlying watermark. Such an approach could be an impor-
tant step in improving denoising of images in general cases,
without needing to employ machine learning approaches for
increased accuracy.

4 Methodology

Two algorithms have been implemented and tested using a
synthetically generated dataset. The first algorithm is an
adaptation of a method making use of morphological oper-
ations and contrast stretching to remove text from watermark
images [4]. This is the only such approach that explicitly
tackles text in the context of watermark images, and it claims
good results.

Alternatively, the approach introduced by this paper has
been inspired from the concept of the algorithm in [3]. The
algorithm was used with the purpose of line removal, with
good results and high watermark preservation (Figure 2b).
This is possible due to the application of Fourier transform
within the wavelet domain in order to blur the coefficients
corresponding to vertical image lines. Fourier transforms are
image representations as sine and cosine waves of different
amplitudes and frequencies. They are capable of identifying
periodic signals and patterns within the image [5].

However, the scope of this paper is text removal, which dif-
fers from lines in intensity values, watermark obstructing lev-
els, and absence of periodicity. Since applying Fourier trans-
form seems to be less effective in the process of text removal,
its use in text localization could represent a matter for future
work, and stay out of the scope of this paper. However, the
idea of applying operations in the wavelet domain could still
be of interest. This is because wavelets achieve high detail
preservation and access, and are effective in cases of non-
periodic artifacts. [5]

Subsequently, the new method using wavelet and morpho-
logical operations is implemented and tested against the algo-
rithm proposed in [4]. In order to do this, a synthetic dataset
of watermark images has been created by overlapping images
of laid paper, watermark outlines, and handwritten text im-
ages. The performance of the two algorithms is assessed by



means of peak signal-to-noise ration, structural similarity in-
dex, and mean square-error [11], [12].

This section covers the approach used to generate a syn-
thetic dataset for training and testing the algorithms, followed
by a breakdown of each algorithm to be evaluated. Lastly, the
evaluation metrics and procedure are detailed.

4.1 Dataset Creation

In order to have access and control over text and watermark
variables, a synthetic dataset of images was created. This
seeks to imitate the general appearance of an image with a
watermark overlapped by text, while also having access to
information needed to assess the performance of the text re-
moval. In order to achieve this, three datasets of different
types of images were used: one with background image, one
with watermark images, and one with handwritten text. To
make sure that an image generated from these elements is
a relevant imitation of a non-synthetic image, the data used
for each of these datasets was selected to resemble individual
parts from the non-synthetic images.

The dataset of background images consists of background
images from the watermark dataset provided by the German
Museum of Books and Writing, cropped to exclude the ex-
isting watermark. These images present different levels of
general noise, artifacts, and relative pixel intensity (Fig. 3).

The dataset of watermarks was created from random bi-
narized watermak images from the same database. The bina-
rized watermarks have different levels of thickness and detail,
which ensures that they can resemble both images where the
watermark is very easy to observe, but also images where the
watermark quality is highly altered (Fig. 4).

The text images were obtained from three public datasets
of handwritten documents images, two of which consist of
historic handwritten documents [13], [14], [15]. These im-
ages were binarized as well and had their background set as
transparent. However, since text is darker, the foreground
consisted of black pixels, while the background had the white
ones. Since binarization removed different amounts of data
from the original images, the remaining text is of different
thickness and detail preservation, which helps to account for
various types of text found in watermark images (Fig. 5).

After creating the datasets of backgrounds, watermarks and
text, the synthetic dataset was generated by randomly picking
one image from each dataset, and overlapping them. This
was done by resizing the selected watermark image instance
by a random scale, then reducing its transparency by a ran-
dom factor. This ensures that the watermark has a random
visibility level within the image. Lastly, a random set of co-
ordinates was selected within the background image, and the
watermark was overlapped on that image area. The same pro-
cess was used for the randomly selected text image, but its
placement was selected to be within a range that overlaps the
watermark by at least 25%.

A text file was created containing information about the
images used to generate each of the synthetic images. For
each watermark and text image, this information included
their respective overlaying coordinates, as well as their scal-
ing and transparency factors.

Each image in the dataset consists of a watermark over-
lapped partly or fully by text with thickness higher or lower
than its own, on a paper region with arbitrary intensity char-
acteristics. Thus, the synthetic dataset generated following
this approach is extremely diverse in contents, accounting for
a very wide range of watermark images overlapped by text.
Figure 6 presents an example of a synthetic watermark gener-
ated by applying this process for the components in Fig. 3-5.
Additionally, Figure 9 shows an example of a non-synthetic
watermark image for comparison.

4.2 Implementation of Baseline Algorithm

The first algorithm that was implemented consisted of an
adaptation of an approach using morphological operations
and contrast enhancement techniques [4]. This algorithm was
chosen as it is the only approach explicitly addressing text re-
moval in watermark retrieval, and it claims high performance
when dealing with such cases.

In the original paper, the algorithm consists of two parts:
foreground interference removal and background estimation.
Since the focus is on text removal, only the first half of the al-
gorithm has been reproduced, as it is the only one addressing
this issue.

Foreground removal is done by performing contrast
stretching on the initial image and approximating the gray
level value with the same amount of zero pixels as the per-
centage of black pixels in the stretched image. Then dilation
is applied with increasing structuring element sizes until there
are no pixels with intensity value lower than the the gray level
previously derived.

However, some adaptations were made in order to be able
to reproduce the results from this approach as best as possi-
ble. This is because the original document does not explicitly
state the size of the final erosion operation from foreground
interference. Not knowing all the values of parameters being
used leads to erratic behavior for some inputs. Thus, through
trial and error it was found that the most similar outputs to
the examples in the original paper were found by choosing an
erosion size lower by 2 than the computed dilation structuring
element size.

Nevertheless, this raises a new issue, namely in the case
when the approximated dilation size is lower or equal than 3.
In those cases, the erosion with structuring element of lower
size either does not have any effect on the image, or will throw
an error.

A solution to this issue was found by applying another di-
lation with a structuring element of size increased by 1, and
then an erosion with the same structuring element.

4.3 Implementation of Wavelet-Morphology
Algorithm

The algorithm consists of two parts: text localization and text
removal.

Text localization makes use of the general intensity prop-
erties of text and watermark. Namely, the text is usually one
of the darkest parts of the paper, while the watermark gener-
ally has high pixel intensities. Since text tends to be darker
even than the background, there are sudden changes of in-



Figure 4: Example of

Figure 3: Example of watermark image

background image

Figure 8: Image Figure 9: Candidate text
approximation in wavelet pixel intensities in Figure
domain.

tensity where text intersects the background. Thus, wavelet
decomposition can be used to identify these locations.

This is done by using the approach presented in [16], of
identifying candidate text pixels within the image. Explicitly,
a new image is created as the average of squared intensities
from all the wavelet coefficients at that decomposition level.
The mean intensity and standard deviation of this image are
obtained and summed. Then, a binarized image is created
consisting only of the pixels with intensities larger than this
sum (Figure 9).

However, since the watermark is generally lighter than the
background of the image, it is possible that the binarized im-
age contains pixels from the intersection between watermark
and background. Thus, a new binarized image is created by
eliminating the pixels with higher intensity values than the
average intensity value of the image approximation (Figure.
8) within the wavelet domain. An example of such an image
is given in Figure 11.

Lastly, since the goal is to isolate the text and not interfere
with the watermark, a mask is created by intersecting the two
binarized images computed before. This way, the locations
with high contrast are kept, but only where the pixels have
low intensity values. The results computed in this manner
can be seen in Figure 12.

Extracting the text is then performed by creating a binary
mask for the original image. In this mask, all pixels are set
to zero except for those identified in the high-contrast, low-
intensity regions from the previous step, which are set to 255.

Figure 5: Example of
handwritten text image

Figure 10: Pixel
intensities above mean
intensity value.

Figure 6: Example of Figure 7: Example of
synthetic watermark im- non-synthetic watermark
age created from Fig. 3-5 image

Figure 11: Intersection of
the images from Figure 9
and Figure 10.

Figure 12: Image
containing just the text
pixels from Figure 6.

Applying the mask keeps the zero pixels unchanged while
setting all the other pixels to the intensity values of the corre-
sponding pixels from the original image.

This mask image consists of text pixels with low intensity
values and the neighboring background pixels which have
higher values. The intensity distribution can be observed
more clearly by computing the histogram of the mask seg-
ment. Two peaks are displayed in the histogram, correspond-
ing to the most frequent intensity values within the image. In
order to separate text from background, a threshold intensity
value is chosen between the two peaks. This value is calcu-
lated as the average of the intensity values at the two local
maxima of the peaks.

The next step is reducing the contrast between text and
background. This is done by replacing the text pixels with
the average intensity value of the surrounding pixels from the
background within the mask. This value is computed by first
applying the threshold value obtained earlier to set all text
pixels to zero. However, it may be the case that the mask
does not cover enough pixels from the background to be able
to approximate its intensity value accurately. For this reason,
the surface of the mask is increased by means of dilation, and
the contents of the mask are set to the corresponding values
in the original image.

Nevertheless, it may still be the case that the mask contains
more text pixels than background pixels. This is verified by
computing the ratio between the number of background pix-
els and the total number of non-zero pixels in the mask. If the



mask has less than 50% background pixels, computing the
average from the neighboring pixels may lead to an inaccu-
rate approximation of the background intensity. Thus, in such
cases, the average is computed from the entire initial image.

Having the locations of text pixels and the value they
should be reassigned to, there is only one thing that needs
to be considered: There are still pixels at the intersection be-
tween text and background that are too dark to be background
and too light to be text. Additionally, the image may contain
areas of different intensities, so assigning one value for all
text pixels may create new areas of high contrast in the im-
age.

Therefore, special care needs to be taken in order to ease
these changes in contrast. For this, each pixel within the mask
is assigned a value considering its current intensity value.
Specifically, pixels with high intensity values could be part
of the watermark, so should be preserved more than pixels
of high intensities, which should be fully changed. However,
high pixel intensities may also correspond to artifacts, and so
by keeping their values the same it may happen to acciden-
tally create more artifacts, which may be detrimental for seg-
menting the watermark. Therefore, the pixel intensity values
are computed as shown in Algorithm 1.

Algorithm 1 Adjust Pixel Intensity for Each Pixel in the Im-
age Mask

Input: image_mask the mask of the image

mean_val the mean intensity value of the background
max_mask the maximum intensity value within the mask
threshold the threshold value for segmenting the text

for each pixel in image_mask do
if pixel val > mearvazmavil then

2-pixel_val+mean_val

pixel_val <+ 3
else if pixel_val > threshold then
; ixel_val+mean_val
plxel,val <_ pxel_va 27’16‘(1}’! va.
else
pixel_val < mean_val

This algorithm makes the transition from text to back-
ground smoother by modifying the pixel values in a more
gradual manner. However, there could still be the case of hav-
ing pixels of very different intensity values near each other.
Thus, in order to make the transitions between each neighbor-
ing pixel even smoother, dilation is applied for the computed
mask. The last step consists of replacing the text pixels with
the values just obtained.

Since the intersection between text and background may
happen more gradually, and may imply a small change of
contrast in multiple neighboring pixels, a thresholding value
is computed to also include pixels with values close to the
old threshold. Since the overall contrast of an image can vary
from case to case, the new threshold is chosen depending on
the old value. Specifically, the new threshold is equal to the
minimum between the old value increased by 12.5% and the
old value increased by 15. This is done in order to keep the

threshold low enough to properly segment text regions, while
also accounting for the differences in image intensity values.

The resulting image after applying all the steps of the pro-
posed algorithm can be observed in Figure 13.

4.4 Evaluation Criteria

The algorithm is developed using three initial datasets, each
containing 50 images of laid paper backgrounds, watermarks,
and handwritten text images respectively. From these, 350
synthetic images were generated in batches of size 50, each
having different scale and transparency ranges for the water-
mark and text. These images were used to develop the two
algorithms. Subsequently, an additional set of batches were
generated for evaluation. The performance of the approaches
will be assessed and compared based on two criteria: water-
mark conservation and quantity of text removed successfully.

The watermark conservation is evaluated by comparing the
percentage of pixel intensities that were lost from the initial
image, as well as the overall relative contrast the watermark
has compared to the rest of the image. This is performed by
making use of the coordinates at which the original water-
mark image has been overlaid on the original background im-
age. This is done to create a mask for extracting the intensity
values of the processed watermark.

Assessing the quantity of text successfully removed is done
by using the coordinates of the text images as a mask to com-
pare the change in contrast in that area. The corresponding
image obtained by overlapping the watermark with the back-
ground but without the text is therefore computed. It is used
in order to estimate expected contrast and pixel intensities at
the intersection between text and watermark from the original
image.

In order to measure these aspects appropriately, several
metrics are employed. These include peak signal-to-noise ra-
tio (PSNR), which evaluates the overall difference between
maximum image signal and background noise, and structural
similarity index (SSIM), which measures differences in the
general structure of an image [11]. These are particularly use-
ful for evaluating watermark conservation, with higher val-
ues representing better results. Moreover, mean square-error
(MSE) [17] may be effective when measuring text removal,
since it represents the pixel intensity differences between the
two images. This value should be lower for better results.

A final score for all of these metrics for each approach is
then computed by taking the average values corresponding to
each image in the evaluation set.

5 Results

The evaluation was computed using four different types of
datasets, each characterized by the relative thickness of text
and watermark. Each dataset consisted of 50 synthetic im-
ages, except for the *Very Thick Text’ one, which only had
35.

A ’thin text’ watermark image is any image where the text
is thinner or almost similar to the watermark (Figure 14).
These are generally images where the watermark is easily vis-
ible to the human eye. ’Very thin text’ images consist of text



Table 1: Comparison of Evaluation Metrics of Proposed Approaches. _wav denotes the values of metrics computed for the proposed wavelet
algorithm, while _ip denotes the metrics computed for the algorithm from literature. The values in bold correspond to the better score for

each metric in each category.

| Type of Dataset | Evaluation Criteria | SSIM_wav SSIM_ip | MSE_.wav MSE_ip | PSNR_wav PSNR.ip |
Watermark Conservation 0.9209 0.8704 9.00006 9.6138 39.2003 39.1286
Thin Text Text Removed 0.9354 0.8973 7.4648 6.3803 39.8297 40.6988
Original Image Preservation 0.9862 0.9728 1.6130 1.7505 47.0520 47.2130
Watermark Conservation 0.8727 0.8746 17.7264 17.8141 36.7704 36.1226
Very Thin Text Text Removed 0.8846 0.9197 13.5218 10.5727 37.5582 38.4590
Original Image Preservation 0.9673 0.9664 3.7932 4.4782 43.4034 42.7634
Watermark Conservation 0.9261 0.7964 9.1501 14.4470 39.4024 36.9138
Thick Text Text Removed 0.9394 0.8370 7.6228 10.0531 39.8929 38.5258
Image Preservation 0.9832 0.9499 2.2164 3.3884 45.8250 43.6180
Watermark Conservation 0.8986 0.7609 10.1473 13.8461 38.4659 37.3121
Very Thick Text Text Removed 0.9153 0.8177 8.4766 9.0970 39.2919 39.0829
Total Image Preservation 0.9792 0.9498 2.1388 2.6673 45.4478 44.6648

that is significantly thinner than the watermark. These im-
ages contain visible watermarks, but the text may be difficult
to distinguish.

The proposed wavelet algorithm performs the worst for
these two datasets, and especially for the ’Very thin text” wa-
termarks. Regardless, the SSIM value is still higher for the
overall image, indicating that the algorithm did not alter the
image too significantly. The Text Removed criterion is the
one with the lowest scores. This happens most likely due to
the dilation operations performed to the mask with the pur-
pose of including more background in the mask (Figure 15).

Alternatively, the approach in [4] obtains its best results for
these types of images. However, the computed results show a
clear trend for the other two types of datasets. A *Thick Text’
image is an image where the text is thicker than the water-
mark, and it overlaps it partly or fully. However, the outline of
the watermark is still visible by the human eye. On the other
hand, the *Very Thick Text’ dataset contains images where
text is either significantly thicker than the watermark, or it
fully overlaps it making it difficult to distinguish it, or both
(Figure 16). The computed results suggest that the algorithm
proposed in this paper is able of processing such instances
(Figure 17).

Ultimately, the algorithm introduced in this paper yields
good results in processing different types of inputs. It man-
ages to outperform the baseline algorithm for a majority of in-
put data. Since the two algorithms seem to complement each
other, since one yields lowest scores when the other achieves
its highest, the possibility of combining the two could be con-
sidered in the future.

6 Responsible Research

Ethics and reproducibility of work are of utmost importance
when conducting any sort of research. To ensure these ele-
ments were met throughout this research, several actions have
been taken.

First of all, the GitLab repository containing all the code
and implementation details has been made available and is

linked in this paper 2. Then, the methods used have been pre-
sented with supporting evidence, examples and visual repre-
sentations. The datasets used for generating synthetic data
have been mentioned, and, with the exception of the wa-
termark dataset, are publicly available [13],[14],[15] and Ii-
censed under a Creative Commons Attribution 4.0 Interna-
tional License 3. The former is not publicly available as it has
been provided for the purpose of this research by the German
Museum of Books and Writing. However, since the scope of
this research is on text removal, the watermark symbols could
be substituted by binarized images of any simple shape with-
out influencing the results obtained by the algorithm. The
same is true for the background images used, any image of
an old document could suffice in reproducing the work pre-
sented in this paper due to the extensive focus on text and not
on the watermark segmentation.

Subsequently, necessary steps have been taken in order to
ensure that this research was conducted conforming to ethical
aspects, and in a way that can be recreated if needed.

7 Conclusions and Future Work

This paper introduced a promising approach to text removal
from historic watermark images. Watermarks are symbols
or images embedded in paper that allow historians and re-
searchers to identify the origins of documents. One signifi-
cant issue hindering the process of watermark segmentation
and identification is the presence of paper artifacts and over-
lapping elements such as ink and text. So far, proposed ap-
proaches have faced difficulties and limitations in perform-
ing text removal from watermark images, especially when the
text obstructing the image is thick.

This paper has presented an approach adopting a concept
from a different algorithm and adjusting it to be applied in

Zhttps://gitlab.ewi.tudelft.nl/cse3000/
2023-2024-q4/Skrodzki_Castaneda/
dbanta- Automated- processing- of-scanned- historic- watermar
*https://creativecommons.org/licenses/by/4.0/
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Figure 13: Output after
applying text removal for
Figure 6.

Figure 14: Example of
image in the "Thin Text’
dataset.

another setting. Specifically, this research has been inspired
by the application of a combined wavelet-Fourier transform
approach [3] in the context of line removal. This approach
proved useful in removing the chain lines of watermarked pa-
per, while preserving the features of the watermark. This was
done by applying Fourier transform within the wavelet do-
main, and blurring out the periodic vertical coefficients. Since
text if different from lines by its lack of periodicity, its inten-
sity values, and levels of watermark obstruction, adaptations
from this method had to be found.

The most important element, which has been fundamental
to this algorithm, was the idea of applying operations within
the wavelet domain. This is because wavelets can decompose
images and signals with very high detail conservation and
access. Thus, instead of identifying the patterns of periodic
lines, the algorithm computes the coefficients of the wavelet
decomposition, which was inspired by [16] and makes use of
intensity characteristics of text for localizing it. Then, mor-
phology is used locally within the identified region, leading
to good watermark level of conservation.

This has been compared with another approach that esti-
mates and then removes the text obstructing the watermark
by means of morphological operations, dynamic threshold-
ing, and contrast enhancement [4]. This approach is the only
that was found to explicitly address and perform text removal
reliably only by means of image processing.

The results obtained by comparing the proposed approach
with the existing algorithm indicate very good result for pro-
cessing images where text is thick and heavily obstructing
the underlying watermark. However, some limitations exist
for processing images with very thin text width, which could
be looked more into in future work. Another direction for fu-
ture work could be the use of Fourier transforms within the
wavelet domain in order to improve text localization.

Additionally, the synthetic dataset creation pipeline may
be of use in training some future Al-based text removal al-
gorithm. This is because of the wide range of random im-
ages that follow the general aspect of watermark images over-
lapped by text that can be obtained. Nevertheless, the dataset
creation could also be extended to include multiple types of
text per image and more diverse contrast-noise images. This
has been out of scope for this research, but may bring useful
contributions if extended in the future.

Figure 15: Result of
wavelet-based algorithm
on Figure 15.

Figure 16: Example of Figure 17: Result of
image in the ’Very Thick wavelet-based algorithm
Text’ dataset. on Figure 16.

Nevertheless, the presented system is successful in tack-
ling increased image levels and high text obstruction, out-
performing the best image processing approach presented for
the context of historic watermark recognition. Therefore, this
may bring significant improvements for existing watermark
recognition systems, which in turn could be of great aid for
historians and researchers.
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