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ABSTRACT

In the present work, we have applied a combined dynamic large-eddy simulation (LES) and direct nu-
merical simulation (DNS) approach for a three-dimensional planar jet in a turbulent forced convection
regime (Re = 18000) with a heated co-flow. Results from LES are compared with Reynolds Averaged
Navier-Stokes (RANS) simulations and experimental data. We have analyzed flow and heat transfer fea-
tures for four values of the characteristic Prandtl numbers (Pr = 0.71, 0.2, 0.025, and 0.006), which are
representatives of air, He-Xe gas mixture, Lead-Bismuth Eutectic (LBE), and sodium, respectively. The lat-
ter two low-Prandtl fluids have been considered because of their role as primary coolants in advanced
fast pool-type reactor prototypes (such as the Multi-purpose Hybrid Research Reactor for High-tech Ap-
plications (MYRRHA) at SCKeCEN, Belgium). We have provided detailed insights into instantaneous and
long-term time-averaged behavior of the velocity and temperature fields (the first- and second-order mo-
ments). Furthermore, we have analyzed profiles of characteristic velocity and temperature time scales and
dissipation rates, as well as the power spectra of the streamwise velocity component and temperature at
several characteristic locations. The mean temperature profiles demonstrated rather low sensitivity for
various values of the Prandtl number. In contrast, profiles of the temperature standard deviation exhib-
ited larger variations, decreasing in magnitude with lower Prandtl values. Here presented results of the
high fidelity numerical simulations (dynamic LES/DNS) for the low-Prandtl working fluids can be used for
further development, testing, and validation of the advanced RANS-type turbulence models.

© 2022 The Author(s). Published by Elsevier Ltd.
This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/)

1. Introduction

eddy-diffusivity and a simple-gradient hypothesis are used as mod-
els of the turbulent momentum and heat flux, respectively, [3]. Fur-

Computational Fluid Dynamics (CFD) represents a powerful
tool for thermal-hydraulics investigations, supporting both the de-
sign phase and safety analyses of advanced nuclear reactors. The
Multi-purpose Hybrid Research Reactor for High-tech Applications
(MYRRHA) is a prototype of advanced nuclear reactor technology
cooled by liquid LBE, which is under design at the Belgian Nuclear
Research Centre (SCKeCEN) [1]. This nuclear reactor prototype is
characterized by a pool-type configuration in which all primary
components are contained inside the main vessel. In this study,
we focused on the upper and lower plena, where the jet-like mix-
ing phenomena take place, [2]. Standard CFD tools are based on
the Reynolds Averaged Navier-Stokes (RANS) approach where the
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thermore, by introducing a constant turbulent Prandtl number (a
ratio between eddy viscosity and eddy diffusivity), the Reynolds
analogy is usually assumed between the dynamics of the turbulent
velocity and thermal fields, [4]. This simplified approach demon-
strated relatively good performances and reliability for working
fluids with Prandtl number values close to the one (i.e. Pr~1).
For the low-Prandtl number fluids, such as liquid metals, this sim-
plified approach does not hold and more advanced turbulent heat
transfer (THT) models are required, [5]. Suitable options for in-
dustrial applications are four-equations (k — € — kg — £9) models in
combination with algebraic turbulent heat flux (AFM) models, [6],
[7-10]. Due to the complexity of such RANS-type of turbulence
models, there is a continuous need for their detailed validation in
various flow configurations and over a wide range of working pa-
rameters.

0017-9310/© 2022 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/)
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The detailed flow field characteristics and theoretical behavior
of a turbulent submerged jet impingement were addressed in [13].
Transient features of the rectangular jet at a relatively low value of
Reynolds number (Re = 2000) were presented in [14]. Numerical
validation of the four-equation RANS-type of turbulence model for
the impinging jet test case was performed in [10]. The high-fidelity
LES and DNS studies were performed for low-Prandtl fluids in the
backward-facing step ([11]) and natural convection boundary layer
([12]), respectively.

The experimental investigations of the low-Prandtl fluids are
challenging due to numerous limitations of measuring techniques,
especially when the turbulent heat transfer is of main interest.
Some important experimental studies of turbulent single jet flow
for Pr < 1 fluids were conducted at the Karlsruhe Institute of Tech-
nology (KIT) ([15]), and more recently at the von Karman Institute
for Fluid Dynamics (VKI) ([16]). In the former, a confined heated
sodium jet was analyzed in forced-, mixed-, and natural-convection
regimes. In the latter, the MYRTE wind tunnel investigations were
performed of a cold forced-convection planar jet surrounded by
heated co-flows with air (Pr = 0.71) and He-Xe gas mixture (Pr
= 0.2) as working fluids.

In the present work, we perform the combined dynamic LES
and DNS simulations of a simplified setup of the MYRTE wind tun-
nel, which was previously discussed and studied by using RANS-
based turbulence model simulations, [18]. We cover an extensive
range of Prandtl numbers: for air (Pr = 0.71), He-Xe gas mixture
(Pr = 0.2) (operative working fluids of the MYRTE wind tunnel), as
well as for liquid metals, Lead-Bismuth Eutectic (LBE, which is the
primary coolant of the MYRRHA nuclear reactor) (Pr = 0.025) and
sodium (Pr = 0.006). We present the first- and second-order statis-
tics of the velocity and temperature fields, as well as character-
istic mechanical and thermal time-scales. Frequency-based power
spectra of velocity and temperature at characteristic locations are
analyzed too. This database can be used for additional validation
and testing of advanced RANS models for forced-convection flows
of low-Prandtl fluids, complementing the recent numerical studies
of [19]. The possible future extensions include the application of
such validated models for simulations of the complex multiple-jets
in mixed ([20]) and natural convection regimes ([21]).

2. Numerical Method
2.1. Fundamental equations
The fundamental transport equations of the instantaneous ve-

locity and a passive scalar (temperature) are the conservation of
mass, momentum and energy, as follows:

aU;

a0, 90U,  10p . 920,

Fra + 8Xj = —ETXI 1% asz (2)
o 42 24

of  ouf _ o1 )

ac * ox; asz
where p, v and « are the molecular density, kinematic viscosity
and thermal diffusivity, respectively. In the present study, all ther-
mophysical fluid properties are assumed to be constant. In the LES
technique, a filtering operation is applied to instantaneous vari-
ables as:

Fx) = /D FOOGR. X, A)dx (4)

where D is the entire domain and G is the filter function. The lat-
ter determines the smallest size of turbulent and thermal struc-
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tures which can be directly resolved. This size is related to the fil-
ter width, A. In most cases, the filter width is taken to be propor-
tional to the grid cell length, I, as A =n I. In this work, n =1
and for this reason unfiltered structures will be directly addressed
as SubGrid-Scales (SGS). Applying Eq. 4 to Egs. 2 and 3, filtered

quantities (denoted with ’-’) appear in transport equations as:
o0, 00U _
ot 8Xj a

pOxi  0x; - 9x;?

1 aﬁ 81’,‘] vazﬁl‘ (5)

T OUT __dq 0T
T TR T

(6)

where the SGS turbulent stresses, 7;;, and turbulent heat flux, q;,
can be also defined as:

7 =UU; - U; U; (7)

q=UT-U; T (8)

and need to be modeled, [3].

2.2. Dynamic subgrid-scale Smagorinsky model

The dynamic estimate of the SGS contributions ([22]) signif-
icantly improved performances of the standard Smagorinsky ap-
proach, [23]. In the dynamic procedure, the SGS model coefficients
are not prescribed a priori, but are locally calculated during the LES
runtime. This is achieved by defining a test grid (denoted with ™),

whose width is A = 2A. Then, by applying the test-filter over the
momentum equation, a new subtest-stress tensor (Tj;) is obtained
as

T; =UU; - U; U; 9)
It is shown in [22] that resolved stress can be expressed as
Lj=T; -7 (10)
and it can be explicitly evaluated from the large-scales as

L;=U; U; - U; U; (11)

The same closure Smagorinsky model is applied for both the grid-
filter and test-filter turbulent stress with an identical value of the
model coefficient C;, and it can be written as:

1 <2 5=
Tij — §8ij7:kk = -2GA |S|sl] (12)

1 ~2 >~ ~
Tj — 38T = —2GA SIS, (13)

where G is the dynamic Smagorinsky constant (to be determined),
_ U, oU; = U, aU;
Sii = 1<% + ]> and §;; = ! <8U’ + ]> are the strain rate

T2 Bx] 8x,» - i 87)(] aXi

tensors evaluated at the grid-filter A and test-filter i respectively.
By combining Egs. (10), (12) and (13), we have:

1
Lij - §5iijk = 2GM;; (14)
where

~2 >~ T
M;j = A |S]S;j — A7[SIS;; (15)

An adaptation of the original [22] model was proposed in [24] who
applied a least squares method to find an optimal value of Cs by
minimizing the error in Eq. (14) as:
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2 1 2
(e)” = (Lij = 30 — 2CsMu) (16)
Since e;; = €;;(Gs), by evaluating its first derivative in respect to G,
ie. B(e,»j)z/BCS =0, we have
2 M2

G (17)

Finally, the turbulent SGS viscosity is calculated as:
—2 —
vses = GA|S] (18)

which makes a complete closure of the filtered momentum equa-
tion. In the present work, instead of applying spatial averaging
of Cs in the homogeneous directions, we introduce a local spa-
tial averaging involving six neighboring control volumes. This lo-
cal averaging procedure makes this approach suitable also for com-
plex geometries. Furthermore, the SGS turbulent viscosity was also
bounded such that vggs > —v, allowing for at least some backscat-
tering, [25,26].

2.3. Dynamic subgrid-scale turbulent Prandtl model

A standard approach to model the thermal SGS is to use the
Reynolds analogy through imposing the turbulent Prandtl number
as a scaling coefficient ([27,28]):

(19)

Now, by imposing a simple-gradient-diffusion hypothesis (SGDH),
the unresolved turbulent heat flux will be calculated as
oT

S el 20
qj = —ascs ox; (20)
In the present work, to make fully consistent dynamic procedure
for both velocity and temperature fields, the turbulent Prandtl
number is estimated similarly to the Smagorinsky coefficient pre-
sented above, [29]. Again, a least-square minimization is applied
to obtain the smallest differences between the closure assumption
and resolved turbulent heat flux ([30,31]) as:

ik

— ] 21
Prsgs  LyMyc P? 21)
where:

le = _71‘ 7k+71 7k (22)

) =~ ~ _ Z
My =A"|S| Sk — A" | S| Sk (23)

~2 ~ 3T ~2 _ 3
I L o (24)

The P; is the test-filter resolved heat flux, which can be directly
calculated from the resolved test-filter fields as:

P=UT-U;T (25)
Finally, we also bounded the thermal SGS diffusivity similarly to
the SGS viscosity such that asgs > —a.

2.4. Computational code

The OpenFOAM-2.4.0 CFD code is used to perform the dynamic
large-eddy simulations. The dynamic SGS treatment for both mo-
mentum and temperature is originally implemented through addi-
tional source code libraries. The PISO algorithm is used for cou-
pling between the velocity and pressure fields, [17]. The second-
order central-differencing scheme (CDS) is used to discretize gra-
dient, Laplacian, and divergence terms of transport equations. The
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Fig. 1. Sketch of the computational domain (a) and distribution of monitor points
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second-order backward implicit scheme is applied for the time in-
tegration. The maximum local Courant number is limited to 1.2,
whereas its mean value is kept below the 1, [32].

3. Computational Details
3.1. Computational domain

The adequate computational representation of the wind tunnel
test section and experimental inlet conditions were recently dis-
cussed in our previous work, where we have applied the RANS
simulation approach, [18]. In the present study, we apply the most
universal configuration containing three inlet periodic channels
(pre-cursor simulations) representing the central jet and co-flow
jets, which are mapped to the inlet plane of the simulation do-
main, as shown in Fig. 1(a). A network of monitoring points is dis-
tributed in the central vertical plane of the simulation domain to
provide detailed insights into local spatial and temporal behavior
of the velocity components and temperature, Fig. 1(b). The loca-
tions at which temporal spectra are analyzed in the present study
are marked by red circles. The gravitational force effects are ne-
glected due to a dominant forced convection flow regime with
Reynolds and Richardson numbers, Re = 18000 and Ri << 1, re-
spectively. The most important geometrical dimensions are the jet
nozzle height h = 0.02115 m and jet-mixing domain length and
height of 20h and 12.5h, respectively.

The special attention is devoted to obtain fully developed flows
before entering the jet-mixing zone and limiting the total amount
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Table 1
Mesh details of one pre-cursor co-flow channel.
Mesh Ny Ny N, Total u,[mys]  y* Axt Az*
Standard 83 124 150 151 -105CVs  0.18 0.88 37 3
Finer (ff 83 124 300 3.02 -105CVs 0.18 0.88 37 1.5
Table 2
Mesh details of the pre-cursor jet channel.
Mesh Ny Ny N, Total u;[mys]  yt+ Ax* Azt
Standard 100 133 150 2.0 -105CVs  0.81 071 39 15
Finer (f) 100 133 300 3.02 -105CVs 0.81 071 39 7.5
of control volumes for an affordable computational costs!. For this Table 3 S )
purpose, several simulations are performed to optimize the chan- Mesh details of the jet-mixing domain.
nel numerical mesh and periodicity length. We found that the pe- Mesh Ny Ny N, Total Ic[m]
riodicity lengths of 1h and 5.22h for the pre-cursor jet and co- Standard 100 477 150 7.16 -10° CVs 6.79 . 104
flow channels, respectively, provided required fully developed flow Finer (f) 100 477 300 1432 -10°CVs 5.39.10°4

conditions. To avoid any artificial numerical interference of the jet
flow, the mapping location of the imposed pre-cursor periodicity
is kept at the same distance as in our previous RANS simulation of
identical configuration, [18]. Furthermore, the width of the simula-
tion domain is limited to 2h to achieve the adequate mesh criteria
for the LES (see below). Knowing that specific features of the ex-
perimental setup design affected uniformity of the inlet co-flows
velocity, we select the co-flow with the most uniform distribution
of the mean inlet velocity, [18]. Then, for both co-flow inlets, a uni-
form velocity of U, = 3.15 m/s is imposed. To keep the identical
ratio of the mean flow rates of the central jet and co-flows as in
experiments, the mean jet velocity of Uy = 14.97 m/s is imposed at
the inlet of the pre-cursor periodic central channel.

We apply a two-step procedure for the specification of the ini-
tial turbulence fluctuations. In the first step, entire flow and pres-
sure fields are interpolated from the previous three-dimensional
RANS-type simulations, [18]. The reference mean streamwise ve-
locity is imposed at the pre-cursor channel inlets with random
perturbation of the fluctuating velocity components, [33]. In this
initialization stage, the periodicity distance of the pre-cursor simu-
lation was significantly shortened (i.e. only 1/10 of periodic length
was simulated) to allow the random perturbations to survive. In
the second phase, as soon as the velocity fluctuations (moni-
tored in time) have reached the end of shortened pre-cursor sub-
channel, the random perturbations were switched off and the pe-
riodic length was set to the correct value.

At the outlet, the convective boundary condition is imposed
for velocity. For the pressure, the zero-gradient boundary condi-
tion is applied at the inlets, while the zero value of the pressure
is imposed at the outlet. The initial temperature of 298 K was
set in the entire domain at the start of simulations. The jet and
co-flow temperatures of T =299.1 K and Tep = 311.1 K were im-
posed to maintain the MYRTE wind tunnel experimental condi-
tions (AT = Tep — Ty = 12 K temperature difference) for all the con-
sidered fluids. The zero-gradient temperature condition is applied
at the outlet. At the side boundaries, the cyclic/periodic boundary
conditions are imposed.

3.2. Mesh details

In the LES of a simple channel flow, the most demanding mesh
resolution is in the proximity of walls. This mesh refinement is
necessary to properly capture dynamics of the coherent turbulence

1 Numerical simulations were performed by using the ChemE computational clus-
ter of the Applied Sciences Faculty at TUD.

structures (i.e. the quasi-streamwise vortices), [34]. The require-
ments of properly resolved turbulent boundary layers are Ax™ =
100, Azt =20, and y* <1, where the wall units are defined as
y* =ury/v, [35]. The basic mesh contains in total 12.16 M con-
trol volumes, and a finer mesh (denoted as '(f)’) is generated by
doubling the mesh distribution in the spanwise z-direction. An
overview of the most important mesh specifications is given in
Tables 1, 2 and 3. Note that a non-dimensional characteristic av-

eraged scale, defined as (E: 3 M) is also provided.

The special attention is devoted to have an adequate numerical
resolution for both velocity and passive scalar (temperature) fields
for various values of simulated Prandtl numbers. The characteristic
Kolmogorov and Corrsin length scales, which are defined as

1
3\ 2
n= (v) . Mp=nPri (26)

€

[38], are estimated from simulations. The characteristic dissipation
2

/

rate is calculated as e = v au

3xj
the long-term time-averaging ({...)) is performed during the sim-
ulation runtime. Contours of the characteristic ratio between the
local control volume (CV) based length scale (Ic = (Acy)'?) and
temperature length scale (1) are shown in Fig. 2. We kept con-
stant value of the kinematic viscosity (v =1.55-10~° m?2/s), and
adjust the thermal diffusivity in the temperature equation such
that o = v/Pr. It can be seen that for Pr = 0.71 and Pr = 0.2,
Figs. 2(a),(b), that we deal with a well-resolved LES for both veloc-
ity and temperature fields. In contrast to this, for Pr = 0.025 and
Pr = 0.006, Figs. 2(c),(d), we have a fully resolved DNS for temper-
ature field because of I./ny < 2. It is noted that a proper Ax*™/Az"
proved to be essential for keeping an adequate numerical mesh
for combined dynamic LES/DNS simulations over an entire range
of Prandtl numbers.

, with u; =U; — (U;), where

4. Results
4.1. Qualitative analysis of the flow and thermal fields

To get an impression of the flow morphology of the simu-
lated case, instantaneous three-dimensional distributions of the to-
tal vorticity and velocity are shown in Fig. 3. The central high-
velocity jet interacting with lower momentum co-flow jets pro-
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Prggs

Fig. 4. Contours of instantaneous dynamically calculated Smagorinsky constant (C;) (a), instantaneous spanwise vorticity component (b) and subgrid-scale turbulent Prandtl

number (Prsgs) at Pr = 0.71 (c), in the central vertical plane (z/h = 0).

duces well defined shear-layers, Fig. 3(a). Contours of the instan-
taneous velocity in various vertical planes are shown in Fig. 3(b).
Here, the process of intensive mixing in the spanwise direction can
be observed resulting in continuous weakening of the central jet.
Also, the interface between the highly intermittent central jet re-
gion and laminar-like region farther away from co-flows can be
easily identified.

Contours of the dynamically calculated and locally averaged
Smagorinsky constant in the central vertical plane are shown in
Fig. 4(a). The contours of the instantaneous vorticity in the cen-
tral vertical plane are shown in Fig. 4(b). The highest concentra-
tion of the vorticity can be found in the shear-layers, as well as
in the wake of the side-walls separating the central jet and co-
flow jets. The instantaneous flow features are a combination of the
Kelvin-Helmholtz instability of strong shear-layers ([37]) and irreg-
ular reattachment of the weak regions behind the side-walls at the
inlet plane (wake region) [36]. The contours of the locally calcu-
lated Prggs (from Eqn.(21)) for the case with Pr = 0.71 are shown in
Fig. 4(c). It can be seen that the local distribution exhibits a signifi-
cant variation. Starting from small values in the proximity of inlets,
the turbulent Prandtl number is close to one along the interface
between the jet and outer co-flows, and finally, values larger than
one are obtained in the core region of the central jet for x/h > 3.

The contours of the instantaneous streamwise velocity (Uy) and
long-term time-averaged turbulent kinetic energy in the central

vertical plane are shown in Fig. 5. The interface between the high-
and low-velocity regions is easily distinguishable from contours of
the instantaneous streamwise velocity, Fig. 5(a). The contours of
the turbulent kinetic energy (k=1 /2(ui2)) exhibit a characteristic
initial double peak behaviour, which originates from a strong shear
between the central and co-flow jets, as shown in Fig. 5(b). We will
use these plots also to indicate local similarities and dissimilarities
between the velocity and thermal field distributions for different
values of the Prandtl number.

Distribution of the instantaneous temperature for different
Prandtl numbers (in the same plane) are shown in Fig. 6. At Pr
= 0.71 and Pr = 0.2 (Figs. 6(a) and (b)), the thermal fluctuations
are primarily driven by the velocity fluctuations resulting in cor-
responding fine-scale thermal imprints. In contrast to this behav-
ior, with further reduction in Prandtl numbers, for Pr = 0.025 and
Pr = 0.006, Figs. 6(c) and (d), instantaneous temperature patterns
exhibit more coarse-grained imprints, demonstrating increased im-
portance of thermal diffusion (i.e. dampening of the thermal fluc-
tuations).

Contours of the long-term time-averaged temperature variance
(kg = 1/2(0?)) (again in the central vertical plane) are shown in
Fig. 7. It can be seen that for Pr = 0.71 and Pr = 0.2 (Figs. 7(a) and
(b)), that the highest values are located in shear-layers, because of
the highest temperature differences. With the increase of the dis-
tance from the inlet plane, as a result of intensive mixing, values of
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Fig. 5. Contours of the instantaneous streamwise velocity (a) and long-term time-averaged turbulent kinetic energy (b) in the central vertical plane (z/h = 0).
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Fig. 6. Contours of resolved instantaneous temperature (T) at Pr = 0.71 (a), Pr = 0.2 (b), Pr = 0.025 (c) and Pr = 0.006 (d).

the temperature variance are gradually decreasing. For lower val-
ues of Prandtl number, Pr = 0.025 and Pr = 0.006 (Figs. 7(b) and
(c)), the behavior is different. The locations of the maximum tem-
perature variance are moved farther downstream, 6 < x/h < 12 for
Pr = 0.025 and 9 < x/h < 12, for Pr = 0.006, respectively. For the
lowest simulated value of Pr = 0.006, instead of two distinct re-
gions with high values of the temperature variance, a single region
with its maximum along y/h = 0 is generated, Fig. 7(d). This is the
result of an overly dominant molecular thermal diffusion mecha-
nism of temperature field, which results in effective suppression of
the thermal turbulence contribution.

4.2. Quantitative analysis of the flow field

Next, we analyze the flow field. The long-term time-averaged
quantities are obtained by collecting statistics for more than 60

characteristic flow-through times (FFT)2. The velocity profiles are
compared against the MYRTE wind-tunnel measurements (denoted
as 'EXP’) and results from our previous RANS-type simulations (de-
notes as 'RANS’), [18]. For the latter, we use results of recently de-
veloped low-Reynolds k—€ — ¢ — f and ky — €y model. First, we
demonstrate that fully-developed turbulence conditions are gener-
ated and properly maintained in the pre-cursor simulations, Fig. 8.
It can be seen that both the log-law velocity profile (Fig. 8(a)) and
the turbulent kinetic energy (Fig. 8(b)) agree very well with the
reference DNS of [39], confirming a proper level of turbulence. This
condition was adequate for both used numerical meshes on which

2 The Flow-Through Time (FTT) is here defined as the time required by the mass-
less fluid particle to move from the inlet to the outlet of the jet-mixing domain at
the constant velocity of 14.97 m/s. This led to 1 FIT = 0.03s.
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Fig. 7. Contours of long-term time-averaged temperature variance (ks = (8'6')/2, where 8 =T — (T)) at Pr = 0.71 (a), Pr = 0.2 (b), Pr = 0.025 (c) and Pr = 0.006 (d).
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Fig. 8. Profiles of the log-law velocity (in the semi-log plot diagram, U* vs. y*) (a), and the long-term time-averaged non-dimensional turbulent kinetic energy (k* =
(u;u)/2u2, where u' = U — (U)) (b), both at the half of the periodicity length in the pre-cursor jet channel.

the dynamic LES is performed, with a slight improvement for re-
sults obtained with the finer mesh (LES(f)) in the central part of
the channel, Fig. 8(b).

Next, we compare profiles of the non-dimensional mean
streamwise velocity (U/(U; —Uco)) at different distances from the
inlet, i.e. x/h = 0,5, 10 and 15, respectively, as shown in Fig. 9. Ex-
actly at the inlet plane (x/h = 0), there is a disagreement between
the experiments and simulations due to some construction limita-
tions of the inlet segment of the wind tunnel, [18]. These limita-
tions resulted in an asymmetry between the two co-flow streams,
at the sides of the jet. This asymmetry is eliminated by impos-
ing fully-developed periodic boundary conditions in RANS and LES
approaches. At x/h =5 location, it can be seen that the LES pro-
duces significantly better agreement with experiments in compari-

son with the RANS, Fig. 9(b). The central peak value and jet spread-
ing in the spanwise direction are well predicted. The RANS result
shows weaker spreading and a higher peak in the jet center. The
identical trend of the RANS and LES results is also present at lo-
cations farther downstream (i.e. at x/h = 10 and 15), Figs. 9(c) and
(d). A good agreement between LES results on two different nu-
merical grids also confirms the reliability of the presented dynamic
LES approach.

From the profiles of the long-term time-averaged turbulent ki-
netic energy at the same locations (x/h =0,5,10 and 15), it can
be concluded that simulations show significantly higher values in
comparison with experiments. To check to what extent this dif-
ference can be attributed to the two-dimensionality of the experi-
mental approach, the missing averaged velocity fluctuations in the
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Fig. 9. Profiles of the long-term time-averaged streamwise velocity component ((E)/(U, - Uco)) at x/h = 0 (a), 5 (b), 10 (c) and 15 (d).

z-direction are omitted from the LES results (noted as LES(2D)) in
Fig. 10). It can be seen that at x/h = 5 location, Fig. 10(b) resulted
in a closer agreement between the LES and experiments, but the
general overestimating trend is still present. Interestingly, the peak
values of the reduced turbulent kinetic energy from LES are now
closer to the peak values from the RANS model, but the spanwise
distribution is still significantly higher, Fig. 10(b). Similar behavior
is obtained at the x/h = 10, confirming more intensive turbulent
mixing produced in LES in comparison with the RANS results. At
x/h = 15, the profiles within the central jet region indicate similar
trends between LES and RANS, whereas in the co-flow regions, the
LES results again indicate stronger turbulence, Fig. 10(d).

The profiles of the resolved turbulent shear-stress are shown in
Fig. 11. Again, the LES results show larger values compared to the
RANS. At x/h =5, both LES and RANS results are within the ex-
perimental data and in contrast to experiments, show proper sym-
metrical distributions, Fig. 11(b). At x/h = 10 location, almost iden-
tical peak values as at x/h =5 are obtained for both simulations,
Fig. 11(c). Finally, at x/h = 15, the peak values of the LES are re-
duced, and agreement between the LES and RANS is good in the
central jet region, Fig. 11(d).

The profiles of the resolved turbulent shear stress at the same
locations are shown in Fig. 11. At x/h = 5 location, the experimen-
tal data are between the RANS and LES results, Fig. 11(b). With

further increase of the distance from the inlet, the RANS and LES
results are getting closer, but the LES data indicate stronger turbu-
lence in the co-flow regions.

Next we show profiles of the characteristic mechanical time-
scale of the turbulence, ie. 7, = (k)/(e), Fig. 12. it can be seen
that a good agreement is obtained at the x/h = 0 and 5 locations,
Figs. 12(a). This can be initially surprising since large differences
between the turbulent kinetic energy calculated from the RANS
and LES are indicated in Fig. 10(a). This larger value is accompanied
also by a larger value of the dissipation, giving the final balanced
outcome as shown in Fig. 12(a). The larger differences are obtained
at the intermediate location, x/h = 10, where the RANS profiles in-
dicate much larger values in the co-flow regions, Fig. 12(b). This
can indicate low values of the dissipation (almost the laminar-like
regimes), which in turn generates a large value of the mechanical
time scale. This is followed by a very good agreement between the
RANS and LES at x/H = 15, Fig. 12(b).

4.3. Quantitative analysis of the thermal field

We move next to analyze the temperature field. It should be
noted that the dynamic SGS for the thermal part was activated
only for the Pr = 0.71, whereas for the remaining Prandtl numbers,
the numerical resolution was sufficient to fully resolve the typi-
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Fig. 10. Profiles of the resolved time-averaged turbulent kinetic energy at x/h = 0 (a), 5 (b), 10 (c) and 15 (d). Note that LES(2D) indicate the omission of the spanwise

velocity fluctuations component, i.e. kop = %((u'u/) + (v/i/)) where u' = U — (U).

cal thermal scales, so we have a hybrid LES/DNS approach for ve-
locity/temperature field, respectively. The resolved long-term time-
averaged temperature profiles are shown in Fig. 13. Effect of chang-
ing Prandtl number on temperature profiles is rather small. Note
that the RANS results are shown only for Pr = 0.2 for which exper-
imental data are available. It can be seen that the current LES/DNS
profile at the x/h =5 is closer to experimental values in compari-
son with the RANS results, Fig. 13(b). The central jet peak value, as
well as the spanwise spreading of the temperature, are well cap-
tured with the LES/DNS. The RANS profile shows a significant over-
estimation of the peak value in the jet center and narrower distri-
bution in the spanwise direction. This trend of the RANS profile is
kept at other locations too, i.e. x/h = 10 and 15, Figs. 13(c) and (d).
At these locations, the LES/DNS results indicate that Prandtl num-
ber effects are primarily visible in the jet center, with significantly
smaller differences in the co-flow regions. This additionally con-
firms that molecular diffusion plays a small role in the distribution
of the temperature profiles, where the convective and turbulence
contributions are more important.

The characteristic profiles of the non-dimensional temperature
standard deviation are shown in Fig. 14. Single peak distributions
are obtained for the lowest value of Pr = 0.006 already at x/h =5,
while the double peak distributions are obtained for remaining
Prandtl numbers up to x/h = 10 location. At the x/h = 15, the cen-

10

tral jet values are identical for all simulated Prandtl numbers (ob-
tained with the LES/DNS approach), whereas the RANS profile still
exhibits the double peak distribution, confirming a weaker mixing.

The profiles of the resolved vertical turbulent heat flux pro-
files are shown in Fig. 15. Farther away from the inlet location, a
distribution with two characteristic peaks is obtained for all sim-
ulated Prandtl numbers. Also, a monotonically decreasing inten-
sity of the turbulent heat flux proportional to the decrease in the
Prandtl number is visible at x/h =5 and 10, Figs. 15(b) and (c). At
the final x/h = 15 location, the values in the center of the jet are
very similar, and relatively small differences are still present in the
co-flow regions, Fig. 15(d).

The profiles of the characteristic thermal time-scale (7y =
(kg)/{€g)) are shown in Fig. 16. At both locations (i.e. x/h =5 and
x/h = 10), profiles exhibit a gradual reduction in the co-flow re-
gions with the Prandtl number decrease. In contrast to this behav-
ior, in the center of the jet, the values are initially suppressed, but
for the lowest value of the Prandtl (Pr = 0.006), the peak value in-
creased and is close to the result of the Pr = 0.71, Figs. 16(a). At
x/h = 10, variations in the time-scale are significantly reduced, and
with characteristic dominant peak in the jet center for the for Pr =
0.006, Fig. 16(b). This is a consequence of the single-peak behav-
ior of the temperature variance (as previously shown in Fig. 7(d)).
For both locations, the profiles of the thermal time-scale obtained
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Fig. 13. Profiles of resolved time-averaged temperature at x/h = 0 (a), 5 (b), 10 (c) and 15 (d).

from the RANS model of [18] are also extracted for Pr=0.2. It
can be seen that a significant underprediction of the model is ob-
tained for both locations, indicating a crucial point for its further
improvement. Finally, the profiles of the time-scale ratio (defined
as R=1y/7y) are shown in Fig. 17. It can be seen that relatively
uniform distributions are obtained for LES at x/h =5 location for
Pr=0.71 and 0.2, Fig. 17(a). For lower values of the Prandtl number
(Pr = 0.025 and 0.006), at the same location, a non-uniform dis-
tribution with a distinct peak in the centre of the jet is obtained.
At x/h =10 location, the LES distributions exhibit a non-uniform
distribution for all considered values of Prandtl number, Fig. 17(b).
Again, for Pr=0.025 and 0.006, a distinct peak in the jet centre is
obtained. The RANS-based results of the time-scale ratio for Pr=0.2
exhibit characteristic two-peak behaviour at both locations, [18]. It
can be seen that a large discrepancy is obtained in the jet centre
and in the co-flow regions at x/h = 5 location, Fig. 17(a). A double
peak behaviour shows values closer to the LES at x/h = 10, but lo-
cations in the jet centre and co-flow regions are still significantly
underpredicted, Fig. 17(a).

The streamwise evolution of the typical shear layer thickness
in the central vertical plane is shown in Fig. 18(a), demonstrating
a good agreement between the LES and RANS. The profiles of the
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long-term time-averaged turbulent Prandtl number (calculated as
Pre = (avdT/dy)/(0vdU/dy)) at x/h = 10 are shown in Fig. 18(b). It
can be seen that a constant value of Pr¢ (usually assumed in two-
equation k — ¢ models) of Pr; = 0.86 is a reasonable approximation
for Pr=0.71. In contrast, for lover values of molecular Prandtl num-
ber, Pr; profiles exhibit non-uniform distributions with characteris-
tic peaks at y/h = —0.5 where the resolved shear-stress reaches its
maximum. For Pr=0.025, the Pr; =1 is a reasonable approxima-
tion except already mentioned peaks at y/h = —0.5 with a maxi-
mum value of Pr"™®* = 3. For the lowest value or Pr=0.006, there
is no segment with a constant value and its peak value is approxi-
mately Pr"®* = 10. This additionally stresses importance of design-
ing the RANS-closures to take into account this highly non-uniform
behaviour of Pr; for low Prandtl fluids. It is interesting to observe
that the six-equation RANS closure of [18] at Pr=0.2 agrees well
with LES in the —1 < y/h < 0 region, whereas an overprediction is
obtained in the co-flow region (-2 <y/h < —1).

4.4. Frequency-based power spectra

To collect time-series of fluctuating velocity and temperature,
a dense network of monitoring points is introduced in the central
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Fig. 14. Profiles of the non-dimensional standard deviation of temperature at x/h = 0 (a), 5 (b), 10 (c) and 15 (d).

vertical plane of the computational domain, as shown in Fig. 1(b).
For selected number of locations extracted along the jet centerline
(y/h =0) and along the edge of the initial central jet (y/h = —-1),
we performed a discrete Fourier transformation to get the char-
acteristic power-spectral density, Figs. 19 and 20. The fluctuating
streamwise velocity spectra (E,(f) = 1u/u’, where v =0 — (0)) is
plotted in Fig. 19. The spectra of the fluctuating streamwise veloc-
ity at monitoring points extracted along the jet centerline (y/h =0
and x/h =2, 6 and 10) are shown in Fig. 19(a). The presented
spectra clearly indicate transitions between the energy-containing,
convective-inertial, and viscous-dissipative ranges, [3]. It can be
seen that for the frequencies up to f = 1 kHz, there is a continuous
increase in the amplitude (E,) with increasing distance from the
inlet. There is a relatively narrow inertial range (E, « f~>/3, [40] in
0.5 < f <2 x 103 kHz), followed by a rapid dissipation range (E, o
f8in 2 < f <6 kHz) at x’h =6 and 10, and finally, with a less
steep decay up to f =200 kHz. At the monitoring point closer to
the inlet (x/h = 2), the rapid decay covers 2 < f < 7 kHz range, fol-
lowed with a milder decay range starting at f = 10 kHz and ending
at f =200 kHz.

The spectra of the monitoring points along the y/h = —1 line
exhibit different behavior, Fig. 19(b). Compared to the centerline
points, a significantly larger inertial (f~3/3) range can be observed.
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The inertial range starts at f =200 Hz and extends up to f=6
kHz for the x/h = 10 location. In contrast to the significantly ex-
tended inertial range, the rapid-decay (f~%) range is significantly
reduced. At the x/h = 6 location, it extends between f =3 and 6
kHz, whereas at x/h = 10, this range is between f =5 and 7 kHz.

. . 1
In analysis of temperature fluctuations (Ey(f) = j9/0’, where

0’ =T —(T)) spectra, we selected only the highest (Pr = 0.71)
and lowest (Pr = 0.006) values of Prandtl number, Fig. 20. For
air (Pr = 0.71), at x/h =2 and y/h =0 (the jet centerline), dis-
tribution shows a close resemblance with the velocity spectra at
the Fig. 20(a). The similarity with the velocity is also obtained in
the energy-dominant regime (f <1 kHz) at locations x/h = 6 and
10. The differences are again noticeable in the viscous-dissipation
regimes, where the behavior at x/h = 6 is now closer to the x/h =
2 than to x/h = 10. At the same locations, the temperature spectra
for the Pr = 0.006 show similar behavior, but the amplitude E, is
just shifted vertically to lower values, Fig. 20(c). At the off-center
locations, i.e. y/h = —1, the temperature spectra of both Pr = 0.71
and Pr = 0.006 show significantly different distributions compared
to the velocity spectra, Figs. 20(b) and (d). The amplitude E; now
extends over a significantly larger range of almost ten decades at
the off-center locations, but the maximum of the E, is significantly
lower for Pr = 0.006.
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Fig. 20. The power spectra of the temperature for Pr = 0.71 (a,b) and Pr = 0.006 (c,d) at the following monitoring point locations: y/h = 0 (a,c) and -1 (b,d) and z/h = 0 -
Note that, because of readability purposes, the red and green profiles have been systematically shifted by dividing the original signals by factors 10> and 10'°, respectively.

5. Conclusions

We performed fully dynamic LES and combined dynamic
LES/DNS simulations of the forced convection planar jet under sim-
ilar conditions as in recent experiments in the MYRTE wind tunnel
operated at the VKI. To eliminate some of the design limitations
of the experimental setup, which is resulting in asymmetrical in-
let conditions, we impose pre-cursor simulations of the central jet
and co-flows such that the typical flow rate ratios are identical
to experiments. This approach proved to be numerically efficient
and provided the fully developed turbulence in good agreement
with DNS results from the literature. The obtained results were
in good agreement with experiments regarding the mean velocity
and temperature profiles. The current approach demonstrated sig-
nificant improvement in predictions of the mean temperature pro-
file in comparison to the four-equation RANS model, particularly
with regards to the spanwise spreading of the jet. The mean tem-
perature profiles demonstrated low sensitivity to changes of the
Prandtl number. This is due to dominant mechanisms of convec-
tion and turbulent diffusion over molecular diffusion. Here pre-
sented results of the second-moments of the velocity and temper-
ature fields can be used for detailed validation of the RANS-type
models. Within the framework of the model validations, the here
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presented characteristic time-scale ratios and corresponding dissi-
pation rates (mechanical and thermal) are important information
not easily available from experiments. Finally, the power spectra
at characteristic monitoring points revealed interesting local dis-
similarities between the velocity and temperature fluctuations for
selected values of Prandtl number.
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