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The Effects of Conformal Navigation Symbology
on Drivers’ Visual Search

M. A. Schotman
Cognitive Robotics Dept., Faculty of 3mE, Delft University of Technology

Abstract—Driving often requires dividing attention between
scanning the environment and following navigation instructions.
The aim of this study was to investigate the effects of con-
formal and non-conformal navigation symbology on drivers’
visual search. A driving simulator study was conducted where
participants drove with conformal and non-conformal naviga-
tion symbology while performing an active visual search task
consisting of detecting visual stimuli. The stimuli were highly
transparent, yellow spheres projected on the side of the road.
Eighteen participants drove three trials using different navigation
symbology while their eye-movements were being recorded.
Results showed a significant reduction in miss rate by 14%
(from 44% to 38%) and a significant increase in mean fixation
duration on visual stimuli by 16% (from 227 ms to 263 ms)
when using conformal symbology. Eye-movements had a trend
to be calmer during the use of conformal symbology indicated by
lower saccade lengths. Furthermore, subjective ratings showed a
clear preference for the conformal symbology. The findings of this
study provide additional evidence for the benefits of conformal
symbology within an automotive context, showing drivers to have
an improved ability to sample the outside scene.

Index Terms—Conformal Symbology, Visual Search, Eye-
Tracking, Virtual Reality, Driving Simulator, Navigation Aid

I. INTRODUCTION

Augmented Reality (AR) systems major strength is their
capability of fusing virtual and real objects in the same
space. Drivers can intuitively read the content of presented
information by the virtual objects’ location, shape, size, and
colour; this type of representation is referred to world-fixed,
contact-analogue, and conformal symbology. Conventional
textual and graphical representations which do not relate to
the environment on which they are projected are referred
to as non-conformal symbology. Many studies within the
aviation sector have measured positive effects on reaction
speed, flight path error, and event detection when pilots used
conformal symbology compared to non-conformal symbology
12 12} 24, 33| 47, 49].

Drivers must often obtain information about their route
while simultaneously keeping track of events and objects in
the environment. Facilitating this divided attention task is
one of the factors which must be considered when designing
route guidance symbology. The intuitive nature of conformal
symbology stems from its logical shape and location with
respect to the environment on which it is projected e.g., high-
lighting lane boundaries or the to-be-followed road. However,
such visual projections directly in drivers’ direct field of view
should be introduced cautiously as to not induce unforeseen
negative drawbacks like occlusion, distraction, or interference

(d) (e) ®

Fig. 1: Six examples of conformal navigation symbology: (a)
by Narzt et al. [36], (b) by Poitschke et al. [37], (c) by Lee
et al. [30], (d) by Medenica et al. [34]], (¢) by Gabbard et al.
[13], and (f) by SeungJun and Anind K.

with the visual processing of the outside scene [11}, 41].
Therefore, a Virtual Reality (VR) driving simulator will be
used to measure the effects of navigation symbology type
on drivers’ visual search, with a specific emphasis on the
comparison of conformal and non-conformal symbology.

A. Conformal symbology

Gish and Staplin [16] defined conformal symbology as:”
... visual transformations of external objects to give observers
the perception that the symbology is genuinely part of the
external scene”. For example, a 2-dimensional arrow would
be non-conformal, whereas it would be conformal if the
arrow were transformed continuously and dynamically, such
that it looks as if it was part of regular road signage. Most
research comparing conformal and non-conformal symbology
has been performed in the aviation sector. Fadden et al. [12]
performed a meta-analysis of 6 of such studies showing a
consistent positive effect on flight path tracking and event
detection (events occurred in both the environment and on
the display) when using conformal symbology compared to
non-conformal symbology. Moreover, Boston and Braun [2]
showed benefits of conformal symbology to become more
prevalent with increased complexity of the environment. In



comparison to pilots, drivers encounter much more complex
environments and much more events within the environment.
Therefore, it seems feasible that drivers would benefit even
greater from the use of conformal symbology (14!} [16].

Recent advancements in head-up display (HUD) technology
have increased the potential display size and contributed to
reduced costs [20] making HUDs more suited for regular
consumer vehicles and for displaying conformal symbology. A
multitude of different conformal navigation symbology have
been proposed [30, 36l 37|, their designs are illustrated in
Figure|l] A few studies measured the effect of these conformal
navigation system on drivers. For example, it has been shown
that older drivers especially benefit from conformal navigation
symbology, significantly reducing navigation errors, saccade
length, and gaze speed while increasing relative dwell time
on the road [34, 40]. The studies also contained conflicting
results with reports of both an increase [[15]] and decrease [40]
of mean fixation duration and number of fixations; and reports
of positive [34, 40] and negative [13| [15] subjective measures.
Note, that these conflicts are most likely due to the differences
in symbology design, see Figure [l However, none of the
studies reported measures which represented drivers’ ability
to abstract information from the outside scene by means of an
event detection or a visual search task.

B. Measuring drivers’ visual search

Visual search of drivers has been measured by numerous
studies in a variety of ways [3, 4} 18| [17, [19} 128 39} 142, 43| |46].
Often, visual search is analysed using eye-movement measures
like mean fixation duration, number of fixations, variation of
fixation angles, saccade lengths, gaze speeds, and areas of
interest analysis [3} 14, 8, 28, 43]. However, drivers’ visual
search can be measured by performance on a visual search
task [[17, 191 291 [31} [46]]. A visual search task always requires
drivers to search for an object while driving, these can be real
objects like landmarks or traffic signs [19, 42[], or artificial
objects inserted in a simulation, video footage, or secondary
display [17, 29, 131, 46]. Eye-measures can give insight in
the gazing pattern and has been used to distinguish novice
and experienced drivers [27, 43| |44]]. However, a visual search
task can give a more direct measure of drivers’ performance
and is therefore used in this study alongside the regular eye-
measures.

C. Driving simulators

Driving simulators have several advantages in comparison
to on-road studies. Simulator-based studies are much cheaper,
have an increased level of experimental control, and measuring
eye-movements and driver input is easier. However, assessing
the results of simulator-based studies on driver interfaces,
especially AR-based ones, must be done with care because
it is difficult to obtain realistic luminance contrast levels [35]].
Additionally, driver behaviour will not be the same within a
simulated environment since there are no risks involved [38]].
These caveats must be considered when drawing conclusions
or extrapolating results from simulator-based studies.

D. Eye-tracking in Virtual Reality

Recording eye-movements has traditionally put large con-
straints on participants head-movements requiring their heads
to remain still through-out the duration of the experiment.
VR based eye-tracking eliminates these constraints almost
entirely, only requiring participants to wear a head-mounted
display (HMD). Eye-tracking in VR is relatively new, first
appearing in literature at the start of this millennium [7]. It
offers a range of new possibilities for research on human
perception and behaviour because it allows for participants’
full head motion while tracking their gaze within a relatively
naturalistic environment that reacts to their movements and
actions. It also allows for easy tracking of objects of interest,
recording the total dwell time, and number of fixations on
specific objects. Additionally, the distance towards the point
of fixation is easily traceable, giving an extra dimension to
the conventional fixation measure. Clay et al. [6] showcases a
range of experimental possibilities using eye-tracking in a VR
environment.

E. Present study

The present study sought to evaluate the effect of conformal
and non-conformal navigation symbology on drivers’ visual
search. Participants drove predetermined routes in a VR driv-
ing simulator using different types of navigation symbology
while their eye-movements were tracked. Participants’ visual
search was measured by a set of eye-measures and by their
performance on a visual search task. The ultimate goal of this
study is to contribute to driver safety by examining whether
conformal symbology can enhance drivers’ ability to sample
the environment.

II. METHOD

This experiment utilised a VR driving simulator to evaluate
the effect of conformal and non-conformal navigation sym-
bology on drivers’ visual search. Participant drove three trials
with three different navigation conditions. Their visual search
was measured using both eye-movements and performance
on a visual search task. Participants’ eye-movements were
recorded using the built-in eye-tracker of the HMD. From
the eye-movements the following measures were extracted:
fixation rate (fixations per second), fixation duration, saccade
length, horizontal and vertical variation of gaze angle, and the
horizontal and vertical gaze speed. Performance on the visual
search task was measured by the miss rate of and reaction
time to the visual stimuli.

A. Participants

Nineteen participants volunteered to participate in this ex-
periment, 6 women and 13 men, with an average age of 26.7
and a standard deviation of 9.3. All had a legal drivers’ license
and drove at least once a month.



B. Apparatus

The environment was presented to participants using
the Varjo VR-2-Pro, a high-resolution virtual reality glass
equipped with two 1920 x 1080 low persistence micro-OLEDs,
two 1440 x 1600 low persistence AMOLEDs, 90 Hz 20/20
eye-tracking, and hand-tracking. A Logitech G27 steering
wheel, firmly attached to the table, was used for controlling the
vehicle and for reporting detections during the visual search
task.

C. Stimuli

The simulation environment was constructed using the
game engine Unity, version 2019.4.3f1 and was based on
the environment of Bazilinskyy et al. [1]]. The environment
consisted of connected intersections in an urban setting with
static objects being present e.g., houses, lanterns, parked
vehicles. Four different tracks were designed, all containing
12 left turns, 12 right turns, and 2 straights i.e., navigation
operations. For each track the order of navigation operations
was randomized, and miscellaneous objects were manually
changed to reduce repetitiveness. Each track required around
6 minutes to complete.

Acceleration of the simulated vehicle was automated i.e.,
participants were only able to steer the vehicle. Automated
acceleration was an attempt to equalise participants’ exposure
time to visual stimuli of the visual search task, exposure time
to navigation instructions, and total driving time. If participants
took a wrong turn, they were informed through an in-game
interface about the error, the vehicle was stopped, and its
position reset to 20 m before the intersection where the error
occurred.

All participants drove each of the four tracks in the same
order while the order of the navigation conditions was coun-
terbalanced. The first track functioned as a practise track;
participants were shown the three navigation conditions; they
could become comfortable with the VR environment; practise
with steering the vehicle; and practise with the detection button
required for the visual search task. A more comprehensive
description and technical details concerning the simulation can
be found in Appendix

D. Visual search task

The visual search task consisted of detecting low saliency
stimuli, stimulating active visual search of the environment.
They consisted of yellow spheres with a transparency of
2/255 and a radius of 0.75 m, see Figure The transparency
and radius of the visual stimuli were based on the results
of a preliminary experiment where six participants drove
a multitude of trials with different transparencies and radii
ranging from 25 to 1 and 1 to 0.5 m, respectively.

Each track contained 75 visual stimuli positioned in the
areas depicted in Figure [3] with no more than one stimuli
per area. Additionally, a minimum of 2 and a maximum of
5 stimuli were presented between each navigation operation
i.e., per colour coded area in Figure 3] The position of stimuli

Fig. 2: Enclosed in each green bounding box is a visual
stimulus. The visual search task required participants to search
for these stimuli and report a detection using a button on the
steering wheel.

l (2) Left
. (3) Straight

. (5) Al

= .(1) Entrance. (4) Right
]

Fig. 3: Possible positions of visual stimuli for an intersection
per navigation operation. For example, when the route pro-
ceeded left at the intersection, possible stimuli positions were
at colour codes 1, 2, and 5.

were randomly generated for each of the four tracks once and
thereafter used for all participants.

To report a detection, participants were required to look at
the visual stimulus and press a button on the steering wheel.
However, multiple visual stimuli would often be within the
field of view of participants. Gaze vectors i.e., origin and
direction of participants’ gaze, were available to the simulation
environment on a frame-by-frame basis. This information was
used to determine which stimulus was being detected at the
time of a button press. When a detection was reported, a
stimulus was marked as detected if: (1) the gaze vector pointed
directly at the stimulus during this frame; or (2) it was the
most recently looked at stimuli within half a second of the



180 m

0.40 mj

(a) Side view (b) Top view
Fig. 4: Conformal symbology position and visual angles with respect to the driver. The visual angles were calculated for a
driver of 1.85 m, with a seat-to-eye length of 80 cm, sitting 30cm from the steering wheel. The longest straight part of the
simulation was 180 m which was therefore the maximum possible size of the conformal symbology.

current frame. After a stimulus was marked as detected it
would disappear from the environment functioning as feedback
for the participant.

The preliminary experiment which determined the radius
and transparency of the visual stimuli is described in Appendix
[Al Also, a more detailed description of visual stimuli position-
ing and the specific implementation within the simulation, can
be found in Appendix

E. Navigation conditions and symbology

The conformal symbology was inspired by Medenica et al.
[34] and consisted of a translucent cable suspended 4 m above
the road following the navigation route, from now on referred
to as the virtual cable. Other designs were considered inspired
on other works, see Figure [I] but a review of these systems
revealed them to be impractical either due to being unintuitive
or distracting. Therefore, they were not used during the
experiment. The non-conformal navigation symbology were
arrow representations of upcoming navigation operations i.e.,
arrows pointing left, right, or straight, with a distance indicator
showing the remaining distance from the upcoming navigation
operation. The non-conformal symbology was displayed on
a HUD; positioned 2.5 m in front of the driver; measuring
20 cm high and 25 cm wide; similar to other HUD studies
(21} 22} 26]. All navigation symbology were displayed using
a semi-transparent, blue colour: RGBA(O, 0, 255, 100).

Three navigation conditions were employed during the
experiment. One using the conformal virtual cable and two
using the non-conformal arrow representations. The non-
conformal conditions differed in their positioning of the HUD:
a low positioned and a high positioned was used. The high
positioned HUD was introduced to overlap the position of the
virtual cable in order to exclude possible effects introduced by
symbology position. The low HUD was introduced to validate
participants use of the high positioned HUD. A high positioned
HUD is unconventional and has been shown to be distracting
[22]. Therefore, validating whether this high position was not
affecting driver performance was deemed necessary. Appendix
[C| contains a review of all conformal symbology designs con-
sidered for this study and a description of how the positions of

(a) Non-conformal symbology

(b) Top view

(c) Side view

Fig. 5: Non-conformal symbology and its position for the HL
and HH conditions. The symbology was displayed on a 20
cm by 25 cm display at a horizontal distance of 2.5 m. The
visual angles were calculated for a driver of 1.85 m, with a
seat-to-eye length of 80 cm, sitting 30cm from the centre of
the steering wheel. These images are not to scale.

the low and high HUD were determined. The three navigation
conditions and their angles with respect to the driver are shown
in Figures [4] and [5] and listed below:

1) Non-conformal symbology on a low HUD (HL): The
symbology was displayed on a HUD, positioned 2.5 m in front
of the driver, just above the hood of the vehicle, at a horizontal
and vertical angle of 0° and -2.5°, respectively. The display
spanned a horizontal and vertical visual angle of 5.7° and 4.6°,
respectively.



2) Non-conformal symbology on a high HUD (HH):
Similar to the HL condition, the symbology was displayed on
a HUD, positioned 2.5 m in front of the driver, at a horizontal
and vertical angle of 3.5° and 20°, respectively. This position
coincided with the position of the virtual cable. The display
spanned a horizontal and vertical visual angle of 5.7° and 4.1°,
respectively.

3) Conformal symbology as a virtual cable (VC): The
symbology was positioned at a height of 4 m, above the centre
of the road, following the navigation route. It was rendered as
a thin pipe with radius of 0.2 m. The symbology spanned a
maximum horizontal and vertical visual angle of 4.1° and 42°,
respectively.

F. Dependent variables

The following dependent variables were used to analyse
drivers visual search: the fixation rate, as an indication of
the drivers’ sampling rate; mean fixation duration as measure
of processing time; the variation of horizontal and vertical
fixation angle to estimate the spread of visual search; mean
saccade length and gaze speed as indications of search in-
tensity; and the miss rate and reaction time during the visual
search task to measure drivers’ visual search capacity. Also,
subjective ratings were gathered using the van der Laan
Acceptance Scale [45]. The dependent variables were defined
as follows:

(i) Fixation rate (#/s): The number of fixations per second.

(ii) Fixation duration (ms): The time spent during a fixation.

(iii) Saccade length (°): The travelled angular distance be-
tween two successive fixations.

(iv) Horizontal and vertical spread of fixations (°): The stan-
dard deviation of the horizontal and vertical gaze angle
of fixations.

(v) Gaze speed (°/s): The change of the gaze angle over
time.

(vi) Miss rate (%): Percentage of undetected visual stimuli.

(vii) Reaction time (s): The elapsed time between the visibility
and detection of a visual stimulus.

(viii) Acceptance Score (—): A combination of the navigation
condition’s Usefulness score and Satisfying score.

Calculating gaze angles, fixations, and saccade lengths in
VR requires extra attention because participants can freely
turn their heads and move through the simulation environment
while driving the vehicle. A detailed description of these
calculations can be found in Appendix below is a brief
summary.

1) Gaze angles: The horizontal and vertical gaze angles, 6},
and 6,, were calculated relative to the vehicles forward unit
vector using Equations |1| and [2| Where § is the unit vector
of participants gaze direction and v the forward unit vector of
the vehicle.

On = cos(g;y . ’U:Avy)_l (D

0, = cos(gp - v52) )

2) Fixations: Fixations were calculated using a dispersion-
threshold identification (I-DT) algorithm adjusted for immer-
sive environments, developed by Llanes-Jurado et al. [32].
The I-DT algorithm uses participants’ gaze points i.e., the
3D coordinates of the first intersection of participants’ gaze
direction and a simulated object; coordinates of participants’
head position; and a dispersion threshold, 6;,. A group of
gaze points were marked as a fixation when all angles, 6,
met the dispersion threshold, see Equations [3] and 4 Then,
the horizontal and vertical gaze angle of the fixation was
calculated by averaging the gaze angles of these gaze points.

d: - ds _
91": . s ith dp = gn — hn 3
0 = qaar ™ g ®
maz(0) < Oy, 4)

Where g,, is a subset of gaze points, h,, is the average head
position over this subset n, and d,, is a list of vectors pointing
from the average head position towards the gaze points. The
sub-indices 7 and j are of two arbitrary points within this
subset. The subset n is always chronologically ordered.

3) Saccade lengths: Saccade lengths were calculated by
summing the differences in angle of gaze vectors between
two successive fixations. The gaze vector, v, points from
participants head position towards the gaze point. The saccade
lengths were calculated using Equations [5] and [

N
SL=Y" A6, 5)
1

AHi = COS(@Z‘ 'ﬁi_l)_l (6)

Where SL was the saccade length, N was the number of
recorded gaze vectors between two successive fixations, and
Af; is the angle between two successive gaze vectors.

G. Experimental procedure

Firstly, all participants read and signed the informed consent
form and filled in a demographic’s questionnaire. Then, they
were informed on the practicalities of the experiment i.e., the
visual search task, automated acceleration, and the location
of detection buttons. Next, they were seated at the simulator,
asked to equip the VR headset, and to adjust the seat and
headset position to their liking. Then, the built-in eye-tracking
calibration of the VR-2 Pro headset was performed, and
calibration quality was confirmed to be “high’ (the headset had
three calibration quality levels: ’low’, 'medium’, and ’high’).

After calibration, participants drove a 6-minute practice trial
to become familiar with the three navigation conditions (each
condition was shown for about 2 minutes); the visual stimuli;
the vehicle dynamics; and the buttons used for reporting the
detection of stimuli. Participants were instructed to drive as
they would normally do; to drive in the centre of the road; to
follow the navigation instructions; and to report a detection as
quickly as possible. After the practice trial, they drove three
experimental trials. After each experimental trial, participants



were asked to fill in both the Misery Scale (MISC) [48]] and the
van der Laan Acceptance Scale. Eye-tracking was re-calibrated
before the start of each trial.

Immersive environments can cause participants to become
uncomfortable or experience motion sickness. The MISC was
used to monitor participants’ well-being. It required partici-
pants to score their well-being by the following definitions:
no problems (0); slight discomfort (1); dizziness, headache,
sweating (2,3,4,5); Nausea (6,7,8,9). The experiment was
stopped when participants rated their well-being at 6 or higher.
All forms and questionnaires used during the experiment can
be found in Appendix [F}

III. RESULTS

The goal of this study was to measure the effect of confor-
mal compared to non-conformal symbology on drivers’ visual
search. An effect of symbology type was established when
the conformal VC condition differed significantly from both
the non-conformal HL and HH conditions while the HH and
HL conditions did not significantly differ from each other.
Nineteen participants volunteered for this study; however,
one participant experienced an uncomfortable level of motion
sickness after which the experiment was stopped; their data
was discarded. This prompted an analysis of the frame rate
which can be seen in the final subsection.

To examine participants’ visual search nine objective mea-
sures were reported: the miss rate of visual stimuli, the mean
reaction time to visual stimuli, the mean fixation duration, the
mean fixation rate, the mean saccade length, the horizontal
and vertical deviation of the fixation angle, and the mean
horizontal and vertical gaze speed. Also, the van der Laan
Acceptance Scale was used to measure subjective ratings
which is expressed as a Usefulness and Satisfying Score. The
means and variation of all measures are shown in Table [II
Additionally, to analyse how drivers focused their attention on
key objects, an object of interest (OOI) analysis was performed
using the mean number of fixations and the mean fixation
duration on the OOI. The objects of interest were the visual
stimuli used in the visual search task and the navigation
symbology. The results of the OOI analysis are shown in Table
All objective measures, including the OOI, are shown in
Figure [7| with the standard deviation shown as the confidence
interval. For the interested reader, participants’ individual data
is shown in Appendix [E]

Each measure will be individually analysed in the following
subsections. In all analysis, a repeated measures ANOVA was
used to test for an initial main effect of navigation conditions
and a paired sampled t-test was used for the post-hoc analysis.
In cases where Mauchly’s test showed that the assumption of
sphericity was violated the degrees of freedom were corrected
using the Greenhouse-Geisser Epsilon correction. In cases
where the Shapiro-Wilk test suggested that the assumption
of normality was violated, the Friedman test was used to
test for an initial main effect of navigation conditions and
Wilcoxon signed-rank test was used as post-hoc analysis.
Wilcoxon signed-rank test assumes a normal distribution of

TABLE I: Means and standard deviations of all reported
measures, excluding the OOI, averaged across conditions.

Condition: HL HH vC
Visual search task
Miss rate (%) 44.1 (11) 43.7 (10) 37.7 (11)
Mean reaction time (s) 10.83 (1.61) 11.22 (1.93) 11.13 (2.16)
Eye-measures
Mean fixation duration (ms) 245 (18.4) 253 (12.7) 255 (17.5)
Mean fixation rate (#/s) 1.14 (0.17) 1.17 (0.11)  1.19 (0.16)
Mean Saccade length (°) 26.80 (9.11) 24.29 (7.10) 22.89 (8.12)
Horizontal spread (°) 13.52 (3.31) 12.63 (2.81) 13.01 (2.72)
Vertical spread (°) 491 (1.26) 4.72 (1.03) 4.98 (1.78)
Mean hor. gaze speed (°/s)  48.32 (10.23) 45.51 (11.18) 44.44 (8.30)
Mean ver. gaze speed (°/s) 17.12 (6.32) 15.58 (6.57) 15.69 (6.04)
Subjective measures
Usefulness score 0.64 (1.03) 0.32 (0.59) 1.16 (0.97)
Satisfying score 0.76 (0.73) 0.56 (0.47) 1.13 (0.75)
Other measures
Mean driving time (s) 376.2 (13.1) 376.6 (11.9) 373.8 (7.7)
Total navigation errors (—) 0 1 1
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Fig. 6: Histogram of all participants’ fixations across condi-
tion, with the horizontal and vertical gaze angle on the x-axis
and the distance on the y-axis. The size of the histogram bins
is 6° and 10 m for the x- and y-axis, respectively.



differences between conditions when this assumption was not
met the paired-samples sign test was used instead. Post-hoc
test significant levels of p < 0.05 were corrected using the
Bonferroni correction, resulting in a required significance level
of p < 0.017 .

A. Visual inspection of fixations

Figure [6] shows the distribution fixation locations across
conditions, with the horizontal and vertical gaze angles on
the x-axis and the distance on the y-axis. The distribution of
fixations is near normally distributed with a mean at 0° for
all conditions. Some differences can be seen in the vertical
fixation angles. The vertical angles of the HH condition were
slightly skewed upward compared to the other conditions. This
is to be expected as the HH condition had its symbology at
a high position. Similar results were not seen for the VC
condition which showed a narrower distribution of vertical
angles, with a larger portion of fixations around 0°. However,
these differences in vertical angles were not reflected by
significant differences in the standard deviations seen in Table

Il

B. Miss rate

The miss rate of visual stimuli during the visual search task
was an indicator of participants’ visual search capacity. There
was a near significant main effect of navigation conditions
(F(2,34) = 6.265, p = 0.005). Miss rates were lower
while using conformal symbology compared to non-conformal
symbology, with an average decrease of 14%.

Miss rates with the VC condition were lower than both the
HL (¢(17) = 2.798, p = 0.012) and HH (¢(17) = 2.626, p =
0.018) conditions. While no significant differences between
the HH and HL conditions was found (¢(17) = 0.276, p =
0.786). Note, that the VC and HH condition differed with a p-
value of 0.018 which was just above the corrected significance
level of 0.017.

C. Reaction time

The reaction time during the visual search task was also an
indicator of participants’ visual search capacity. Even though
there were significant differences in miss rates there was no
significant main effect of navigation conditions on the reaction
time (F'(2,34) = 0.437, p = 0.65).

D. Fixation duration

The fixation duration was a measure of participants’ visual
processing time and was calculated as the mean time spent
during each fixation. There was significant main effect of
navigation conditions (x?(2) = 8.444, p = 0.015, normality
assumption violated W (18) = 0.860, p = 0.012). However,
no significant difference between symbology types was found

E. Fixation rate

The fixation rate was calculated as number of fixation per
second and was a measure of participants’ sampling rate.
There was a significant main effect of navigation conditions
(x3(2) = 7.000, p = 0.030, normality assumption was
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Fig. 7: This figure shows the individual data points, the mean,
and the standard deviation (shown by the confidence interval)
of all reported measures across navigation conditions: (a) miss
rate, (b) reaction time, (c) mean saccade length, (d) mean
fixation duration, (e) Spread of fixation angles, (f) gaze speed,
(g) fixation rate, (h) mean fixation duration on OOI, and (i)
number of fixations on OOI.

violated W (18) = 0.874, p = 0.021). However, no significant
differences between symbology types could be established.

F. Saccade length

Mean saccade lengths were calculated as the average angu-
lar path traversed between successive fixations. There was a
significant main effect of navigation conditions (F'(2,34) =
3.340, p = 0.047). However, no significant effects of symbol-
ogy type or position was found. The VC and HL conditions
differed significantly (¢(17) = 2.826, p = 0.012), whereas the
VC and HH did not (¢(17) = —1.059, p = 0.305).

G. Horizontal and vertical spread

The horizontal and vertical spread was calculated as the
standard deviation of fixation’s horizontal and vertical gaze
angles and was a measure of participants’ spread of search.
Both measures violated the normality assumption (W (18) <
0.847,p < 0.007). No significant main effect of navigation
conditions was found for either the horizontal spread (y?(2) =
0.444, p = 0.801) or the vertical spread (x?(2) = 0.778,
p = 0.678).



TABLE II: Means and standard deviations of the total number of fixations and fixation duration on OOI’s across conditions.

Condition: HL HH vC

Variable: # Fixations (—) Fixation duration (ms) # Fixations (—) Fixation duration (ms) # Fixations (—) Fixation duration (ms)
Visual stimuli 6.28 (4.11) 218 (46) 8.28 (4.53) 236 (40) 8.28 (4.94) 263 (32)
Navigation symbology 11.50 (8.54) 242 (57) 9.78 (5.51) 292 (30) 10.94 (5.71) 274 (52)

H. Horizontal and vertical gaze speed

The horizontal and vertical gaze speeds were calculated
as difference in gaze angle over time and were measures
of search intensity i.e., how fast participants were directing
their gaze over the environment. There was a main effect
of navigation conditions for both the horizontal gaze speed
(F(2,34) = 4.807, p = 0.015) and vertical gaze speed
(x%(2) = 8.444, p = 0.015, normality assumption was
violated (W (18) = 0.844, p = 0.007). However, no significant
effects of symbology type were found.

1. Object of interest analysis

The visual stimuli and navigation symbology were the key
objects of interest. For both objects of interest, the mean
number of fixations and mean fixation duration were reported,
see Table [l Most of the data was not normally distributed
and thus the Friedman and Wilcoxon signed ranks test were
used.

Regarding the navigation symbology, a significant main
effect of navigation conditions was found for the mean fixation
duration (x?(2) = 10.111, p = 0.006), but no significant effect
for the mean number of fixations was found (x?(2) = 0.794,
p = 0.672). However, no significant differences between
symbology type of position were found for the mean fixation
duration.

Regarding the visual stimuli, again a significant main effect
of navigation conditions was found for the mean fixation
duration (x?(2) = 12.333, p = 0.002), but no significant
effect for the mean number of fixations (y?(2) = 4.030,

= 0.133). Conformal symbology resulted in a significantly
higher fixation duration on visual stimuli compared to non-
conformal symbology (VC vs. HL: Z = —3.720,p < 0.001,
VC vs. HH: Z = —2.288, p = 0.022 ).

J. Acceptance score

The acceptance score was measured using the van der Laan
questionnaire which participants filled in directly after they
drove with the corresponding navigation condition. It was a
measure of participants’ acceptance of the provided navigation
condition and consisted of both a usefulness and satisfying
score ranging from -2 to +2. The results can be seen in Table
Both scores showed a significant main effect of navigation
conditions (F'(2,34) < 5.538,p < 0.01). Participants on aver-
age scored the VC as most useful and most satisfying, followed
by the HL condition and the HH condition, respectively.

K. Frame rate

The frame rate acquired during the experiment also deserves
attention because it is an important factor for participants’ VR

experience. The mean frame rate across all experimental trials
was 50.74 fps with a standard deviation of 11.7. A frame rate
of 50 fps is on the low side when considering VR applications
(60 fps is generally aimed for), more importantly, the standard
deviation is high which is undesirable because changes in
frame rate may cause jitter or tearing which increases the risk
of motion sickness. Further analysis of the frame rate showed
that 21% of the frames fell below 40 fps and 5% below 30
fps. These drops in frame rate are most likely the cause of the
uncomfortable level of motion sickness experienced by one of
the participants.

The frame drops occurred almost exclusively while partic-
ipants were performing a turn. Often, a sudden increase in
the number of simulated objects is the cause for frame drops.
However, it was found that not the number of simulated objects
but the rotation of the VR headset within the environment
was causing the frame drops. This most likely is due to the
underlying implementation of translating the 3D environment
to a binocular view as used by the headset.

It is worth noting that the recorded eye-measures were
recorded by the built-in VR headset software and not through
the simulation software. Therefore, the eye-measures were not
affected by the frame rate of the simulation. The eye-tracker
had an average measurement frequency of 99.5 Hz across all
experimental trials with a standard deviation of 18.0. Where
96.5% of the eye-measures were captured with a frequency
higher than 80 Hz.

IV. DISCUSSION

One of the more interesting results were seen in participants’
performance in the visual search task. Participants had a close
to significant decrease in miss rate (p = 0.018 > 0.017)
when using conformal symbology compared to non-conformal
symbology, on average lowering their miss rates with 14%,
from an average of 43.9% to 37.7%. Furthermore, participants
rated the conformal symbology as significantly more useful
and satisfying which indicated an increased ease of use. This
is in line with the results of Boston and Braun [2] who
showed that extracting information from the environment was
quicker and subjectively rated easier when using conformal
symbology compared to non-conformal symbology. Interest-
ingly, the decrease in miss rate was not accompanied by a
decrease in reaction time to the visual stimuli. In literature,
a decrease in reaction time is often reported when comparing
conformal and non-conformal symbology types [2, [12] [16].
It is suspected this discrepancy is due to the nature of the
visual search task. The visual search task was designed to
stimulate active searching of the environment; stimuli had



low transparencies, a=2/255, resulting in participants regularly
missing stimuli which were in their direct line of sight. This
level of difficulty may have encouraged participants to adapt
their search strategy such that they were more thorough while
inspecting the environment, valuing their detection rate over
their reaction speed. The object of interest analysis provides
additional evidence for this hypothesis. Mean fixation duration
on visual stimuli was significantly higher with conformal
symbology, with an average increase of 16%, from an average
of 227 to 263 ms. This may indicate participants had more
time to focus their attention on the visual search task, taking
additional time to assess whether a stimulus was present,
consequently, decreasing their miss rate.

Performance differences on the visual search task were
not supported by significant differences in the reported eye-
measures. Nonetheless, there was a notable trend in mean
saccade lengths which were lower when participants used
conformal symbology. This may indicate that participants
made calmer eye-movements which is in line with other
studies on conformal navigation systems who obtained similar
results [34) 40].

Without significant differences in eye-measures it is hard
to explain the observed positive effect on miss rates. It could
be argued that the positive effect was due to the conformal
symbology being larger than the non-conformal symbology.
The conformal symbology covered a much larger vertical vi-
sual angle compared to the non-conformal symbology, 42° and
4.10, respectively. However, it has been shown that the effect
of stimulus size has no effect on participants’ reaction time or
accuracy for a multitude of tasks, given that the symbology
is still readable [23 25]. The readability of the displays was
assessed using the measures obtained from the OOI analysis:
the number of fixations and mean fixation duration on the
navigation symbology. There were no significant differences
between the symbology types thus, it seems unlikely that the
non-conformal display was not readable and that the difference
in size were the cause of the reported differences between
symbology types.

A theoretical explanation can be formulated from the stand-
point of an object-based visual attention model. It predicts
the benefit of conformal symbology because of the ’fusion’
of the symbology with its far domain counterpart such that
they become part of the same perceptual group [49]. A
perceptual group is often defined as the elements in a visual
scene organized by one or more Gestalt grouping principles
[S] (e.g., proximity, similarity, symmetry). Several studies
showed a positive effect on subjects’ accuracy and reaction
time when stimuli were presented in the same perceptual
group, relative to when the stimuli were in different perceptual
groups [5, 9, [10L [18]. Considering the results of the present
experiment, the positive effects on miss rates could be ex-
plained because the conformal symbology became part of the
perceptual group of the environment e.g., the road, whereas the
non-conformal symbology became part of the perceptual group
of the vehicle. Then, searching for visual stimuli within the
environment, while also sampling the navigation instructions,

would be easier when using the conformal symbology.

It is difficult to be conclusive on the mechanisms responsible
for the reported benefits of conformal symbology. However,
the positive effects on participants miss rate is a clear indica-
tion that they were more capable of attending the environment
while also following the presented navigation instructions
while using conformal symbology.

A. Limitation and recommendations

There are a number of limitations and recommendations
regarding the present experiment. Firstly, it must be noted that
the navigation task was simple e.g., no complex crossings, no
other road-users, no traffic lights. A more complex navigation
task would be preferred as this may increase the potential
advantages of more intuitive navigation instructions and there-
fore, show more conclusive results. Secondly, the difficulty of
the visual search task was not calibrated for individually each
participant causing discrepancies in the task difficulty. Cali-
bration of the visual search task’s difficulty is recommended
in order to equalise the workload. Lastly, the non-conformal
symbology had a simple format, deviating from the standard
symbology used in today’s personal navigation devices e.g.,
Google Maps. This simple format may have been less intuitive,
requiring increased effort in reading the instructions. Non-
conformal symbology resembling today’s standards should be
preferred, especially when also incorporating more complex
navigation tasks.

Additional aspects to consider are that driver behaviour
may have differed within this simulation because there were
no risks of physical accidents, no other road-users were
present, and the vehicles acceleration was automated. Also,
the simulation exhibited relatively low frame rate; averaging
at 50 fps but regularly dropping below 40 fps when participants
drove a turn. The low frame rate was caused by the rotation of
the VR headset within the simulated environment e.g., during
a turn. How to prevent such drops in frame rate during turns
is still unclear but further development of this VR driving
simulator should focus on addressing this issue.

V. CONCLUSION

The current findings provide additional evidence supporting
the benefits of conformal symbology. Visual search skill
of drivers was improved, significantly decreasing miss rates
during the visual search task with 14%, from 44% to 38%.
Additionally, participants had an increased mean fixation du-
ration on visual stimuli of 16%, from 227 ms to 263 ms.
Furthermore, subjective ratings indicated that the conformal
symbology was preferred over the non-conformal symbology.

Findings concerning the reported eye-measures were less
clear. Eye-movements when using conformal symbology had a
trend to be calmer with lower mean saccade lengths. Although
these differences were not statistically significant, they were
an indication of calmer gazing behaviour. Similar results have
been established in comparable studies.

For future research it is recommended to increase the com-
plexity of the primary driving task e.g., by adding other road



users, roundabouts, and more complex intersections. A more
complex driving task will most likely increase the observed
differences providing more support for the benefit of confor-
mal symbology. Also, it’s advised to calibrate the difficulty of
the visual search task individually for each participant in order
to equalise the workload of all participants. Additionally, it is
recommended to redesign the non-conformal symbology to
resemble today’s standards more closely. Furthermore, before
using this VR driving simulator, the technical issues which
occur while participants drove a turn requires attention.
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APPENDIX A
VISUAL STIMULI CALIBRATION

Abstract—Using visual stimuli in an active visual search task
requires a certain level of task difficulty. This experiment was
conducted to estimate the radius and transparency of visual
stimuli for a visual search task such that the miss rates approach
50%. Six participants drove 15 trials in a Virtual Reality
(VR) driving simulator, each trial consisted of two drives in a
straight line of 180 m. Visual stimuli were positioned within
the environment with varying radii and transparencies per trial.
The findings suggest that the radius of the visual stimulus does
significantly effect participants’ miss rate. Transparency of the
visual stimulus did have a significant effect on participants’ miss
rate. Interpolation of results suggest a transparency of 2 to best
approach the desired miss rate of 50%, with an estimated miss
rate of 43%.

A. Introduction

Estimating drivers’ visual search can be performed using
eye-measurements but also by their performance on a visual
search task, requiring detection of visual stimuli [17, 29} 46].
In order to observe the effects of different conditions on the
miss rate of visual stimuli it is desirable to have a mean miss
rate of 50% for maximum sensitivity e.g., if all participants
acquire a miss rate of 0% for all conditions then no information
can extracted. Miss rate of stimuli is highly depended on
participants’ workload, environment and visual attributes of
the stimuli [S0]]. Therefore, it is required to perform some type
of calibration of visual stimuli attributes within the specific
context in which the stimuli would be shown.

The present study was performed to estimate the trans-
parency and radius of a visual stimulus such that the average
miss rate approaches 50% when using the stimulus for a
visual search task within the VR driving simulator described

in Appendix

B. Method

1) Participants: Six participants (all men) volunteered to
participate in the experiment. All participants were from the
Technical University of Delft and ranged in age from 22 to
29.

2) Apparatus and stimuli: The experiment was conducted
using a virtual environment made with game engine Unity
version 2019.4.3f1, see Appendix [D]for a detailed description.
The virtual environment consisted of a straight road of 180
meters with pavement, buildings, and other miscellaneous
object on the side of the road.

The environment was presented to participants using
the Varjo VR-2-Pro, a high-resolution virtual reality glass,
equipped with two 1920 x 1080 low persistence micro-OLEDs,
two 1440 x 1600 low persistence AMOLEDs, and 90 Hz 20/20
eye tracking. A Logitech G27 steering wheel was used for
controlling the vehicle and for responding to the visual stimuli.
The visual stimuli used were yellow, semi-transparent spheres
with variable transparency, «, and radius, 7.
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Fig. 8: The 15 combinations of radii (1, 0.75, and 0.5 m) and
transparencies (25, 13, 5, 3, and 1) used for the visual stimuli.
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Fig. 9: Miss rate grouped by transparency and radius of visual
stimuli.

3) Design and procedure: The transparency, «, and ra-
dius, r, were varied incrementally throughout the experi-
ment. The values for a and r were [25,13,5,3,1] and
[Lm, 0.75m, 0.5m], respectively. Giving rise to a total of
15 different conditions: Cl being [r = 1, = 25], C2:
[r = 1, = 13], ..., C15: [r = .5,a = 1]. Each condition
referring to a combination of visual stimuli attributes, the
resultant combinations are shown in Figure

Each participant drove 15 trials, one for each condition, in
the following order: C1, C2, ..., C15. Each trial contained a
total of 8 visual stimuli and consisted of 2 consecutive drives
over the 180 m track. To reduce participants’ ability to predict
the positions of the visual stimuli, both the number of stimuli
and their positions were varied per drive. A minimum of 2 and
maximum of 6 stimuli were visible per drive, but this number
was constrained such that the two drives for a single condition
always contained exactly 8 stimuli.

Detection of visual stimuli were reported using a button on
the steering wheel. However, multiple visual stimuli would
often be within the field of view of participants. Gaze vectors
i.e., origin and direction of participants’ gaze, were available



TABLE III: Mean and variation of the miss rate per trans-
parency a.

o \ 25 13 5 3 1

Miss rate (%) ‘ 0.8 (3.4) 0.6 (2.3) 9 (12) 18 (24) 68 (24)

to the simulation environment on a frame-by-frame basis. This
information was used to determine which stimuli was being
detected at the time of a button press. When a detection was
reported, a stimulus was marked as detected if: (1) the gaze
vector pointed directly at the stimuli during this frame; or
(2) it was the most recently looked at stimuli within half a
second of the current frame. After a stimulus was marked as
detected it would disappear from the environment functioning
as feedback for participants.

Acceleration of the simulated vehicle was automated i.e.,
participants were only able to steer the vehicle in order to
equalise participants’ exposure time to the visual stimuli. To
keep engagement and realism as high as possible, participants
were able to steer the vehicle. If participants hit the curb or any
other simulated object during a drive, the vehicle was stopped,
and the current drive was performed again.

Participants were given two tasks: (1) keep the car centred
on the road, and (2) use the response buttons on the back of
the steering wheel to report the detection of a visual stimuli.
Before the start of the experiment the participants drove a
practise trial to get familiar with the VR headset; the vehicle
dynamics e.g., the automated acceleration; and the steering
wheel buttons used for reporting a detection. Participants were
also informed on the different conditions and their order i.e.,
that the changing transparency « and radius r would be
presented in an increasing level of difficulty and that stimuli
during each trial would have the same properties.

C. Results

Statistical analysis was performed using a one-way
ANOVA. The radius of the visual stimuli did not have a
significant effect on the miss rate (F'(2,87) = 0.12,p = 0.88),
whereas the transparency did have a significant effect on the
miss rate (F(2,87) = 53.72,p = 1.7e — 22). The mean miss
rates and their variation are shown in Table [III]

D. Discussion and conclusion

The miss rates correlated well with the transparency but
did not seem affected by the radius of the stimulus. Because
RGBA values are required to be integer values between 0 and
255 the choice is limited. An « value of 3 resulted in a mean
miss rate of 18%, far below of what is desired. Whereas an
« level of 1 resulted in a mean miss rate of 68%, far above
the desired miss rate of 50%. Interpolating between the results
predicts a mean miss rate of 43% for an « value of 2. An o of
2 would best approach the desired miss rate when used within
this VR driving simulator.

It must be noted that searching for visual stimuli was
the only task of participants during this experiment. Miss
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rates would most likely increase when requiring participants
to perform additional tasks e.g., watch for other road-users,
navigate the vehicle.



APPENDIX B
EYE-MEASURE CALCULATIONS

In this section the calculations of the gaze angles, fixations,
and saccade lengths are explained in more detail. The algo-
rithm determining fixations was introduced by Llanes-Jurado
et al. [32]; the algorithm was implemented independently and
can be found on this{i_-] GitHub page. Before going into detail
on the calculations, a few notes should be made:

1) The reference frame: Within the Unity the reference frame
is defined such that the z-axis points forward, z-axis
points sideways, and y-axis points upwards.

2) Gaze direction: An object containing a unit vector indi-

cating the direction of participants’ gaze in world-fixed

coordinates, and a log time.

Gaze point: An object containing 3D coordinates in the

world-fixed reference frame, a distance, and a log time.

The 3d coordinates corresponded to the first intersection

with a simulated object when drawing a line from the

current position of participants’ HMD in the gaze direc-
tion. The distance was the length of this line. When no

objects were hit e.g., participant looking at the sky, a

line length of 200 m was used, and the corresponding

coordinates calculated. 200 m was approximately the
maximum distance that participants had towards any
visibly object during the simulation.

Gaze vector: An object containing a 3D vector pointing

from participants HMD position to the gaze point in the

world-fixed reference frame and a log time

5) Gaze angle: Consisted of both a horizontal and vertical
component; calculation shown in section

6) Fixation: Consisted of a horizontal and vertical gaze
angle, a distance, and a duration; calculations shown in
section

7) Saccade length: Consisted of a single value representing
the length of the travelled path in °; calculations shown
in section

3)

4)

A. Gaze angles

Participants were able to move their heads in addition to
moving through the VR environment e.g., driving a vehicle.
Therefore, a steady frame of reference has to be chosen from
which angles can be measured. The simulated vehicle was used
as the reference frame as its relative position to the participant
did not change unless the participant moved their head e.g., if
the vehicle rotated left, participants rotated left as well. This
does introduce a minor discrepancy in the particular situation
where participants would not rotate their head along with the
vehicle during a turn e.g., while focusing on a specific object;
this would show as an increase in horizontal gaze angle while
in reality their gaze is unchanged. This must be kept in mind
while analysing and looking at the horizontal gaze data. The
horizontal and vertical gaze angles, 8, and 6,,, were calculated
relative to the vehicles forward unit vector with Equations [I]
and 21

Thttps://github.com/MarcSchotman/thesis
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)
®)

Where g is participants gaze direction and v the unit vector
of the forward vector of the vehicle. See Figure for an
illustration.

O, = cos(gay * Vay)

91} = COS(g;Z . ’U;:z)_l

Fig. 10: Definition of the horizontal and vertical gaze angle,
0, and Ov. Here g is the gaze direction vector, and v is the
forward vector of the vehicle.

B. Fixations

The fixations were determined using a dispersion thresh-
old identification (I-DT) algorithm, adjusted for immersive
environments, and developed by Llanes-Jurado et al. [32].
The I-DT algorithm has 5 inputs, the gaze point coordinates;
the coordinates of participants’ head position; a frequency
threshold; time threshold; and a dispersion threshold. The
frequency, time, and dispersion thresholds were set at the
recommended values by Llanes-Jurado et al. [32] at 30 Hz,
150 ms, and 1°, respectively.

The pseudo code of the algorithm is shown in Algorithm
[1] Fixations are found iteratively by starting with the first and
smallest subset of head positions and gaze points which meet
both the minimum sampling frequency and fixation duration.
Then, if the dispersion threshold is not met, see Equations E]
and [T0] the last point is marked as a saccade, dropped from
the subset, and the next point is added. If all thresholds are
met, the subset size is increased until one of the thresholds is
broken, then all points in this subset are marked as a single
fixation. This process is repeated until all points are marked
as either a saccade or fixation. Then, subsequent gaze points
which are marked as a fixation are grouped and recorded
as a single fixations. Finally, this subset of gaze points was
used to calculate the fixations’ horizontal gaze angle, vertical
gaze angle, distance, and duration. The horizontal gaze angle,
vertical gaze angle and distance were calculated by taking the
mean of the corresponding values of the subset of gaze points
and the duration was calculated by the difference in log time
of the first and last gaze point in the set. In Figure two
examples of marked gaze points can be seen with fixations in
red and saccades in black.

cosb;; =

)

maz(0) < Oy, (10)


https://github.com/MarcSchotman/thesis

Where d,, is a list of vectors pointing from the average head
position towards the gaze points, g,, is a subset of gaze points,
and h,, is participants’ average head position of this subset 7.
The sub-indices ¢ and j are of two arbitrary points within this
subset. A dispersion threshold is met when all angles, 6, are
below the dispersion threshold 6y,.

C. Saccade length

The goal of measuring saccade lengths was to provide a
measure for spread of search. Therefore, the saccade lengths
were calculated by estimating the travelled path of the gaze;
summing the relative angles between successive gaze vectors
between two fixations, see Figure [[T} A higher measurement
frequency results in a better estimate of the actual travelled
path. In Figure [T2] some larger jumps between gaze points can
be observed which was not ideal. Nonetheless, this measure
gives a better indication of the travelled path than simply
calculating the angle between two fixation points as illustrated
by Figure [T1] where the relative angle is much smaller than
the travelled path. The saccade lengths were calculated using

Equations [T1] and [I2}

N

> A

1

Aei = COS(’Oi '@i_l)_l

SL (1)

12)

Where SL was the saccade length, N was the number of
recorded gaze vectors between two successive fixations, and
Ab; is the angle between two successive gaze vectors.

Fig. 11: Illustration of saccade length calculation where the
participant is represented by the black circle, fixations by the
red circles, and gaze points by the black dots.
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Fig. 12: Examples of gaze points identified as fixations or
saccades. Fixations are marked red and saccades in black.
The larger red marker corresponds to the mean gaze angles
and distance of the set of marked gaze points, this horizontal
angle, vertical angle, and distance were assigned to the specific
fixation.
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Algorithm 1: Pseudo code of the dispersion-threshold identification protocol from Llanes-Jurado et al. [32]

N-TNCORES - L7 T NV R )

et et
WO = S

14
15
16
17
18
19
20
21
22
23
24

25
26
27
28
29
30
31

Input : Frequency threshold (f;;), time threshold (¢:), dispersion threshold (6;;), list of gaze point positions (g), list

of head positions (h), list of log times (t.)

Output: Boolean list of fixations
/* Main I-DT algorithm which loops over all gaze points

1 Function DT-T ( fi, tin, Oth, g, R, te):

/

/

Initialise list of indices [
while indices in I do
Get list of indices, I,,, complying to t,
I, success = Thresholds (I,)
if success then
Classify I, as fixations
Remove indices [, from [
end
else
| Remove first index of I, from I
end

end

Function Thresholds ([, success=False) :

Get points, ty,, g, hyw, in window I,
Compute frequencies, f, of ¢,
Compute angles, 0 = Angles (guw, hy)
if max(0)< 0, and min(f) > fi, then
Add next index to I,
return Thresholds (1, True)
end
else
‘ return [, success
end

« Compute 6 for all combinations of gaze vectors
Function Angles (gy, hy):

Compute gaze vectors Uy = gy, - mean(hy,)
Initialise list 6;;4;
for (vi, v2) in Combinations(v,) do
‘ Add Z(vq, v2) to Ot
end
return 0;;;

* Recursive threshold check while increasing window size

*/

*/

*/
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APPENDIX C
NAVIGATION CONDITIONS AND ROUTES

This section elaborates on the design of the conformal and
non-conformal symbology, the positioning of the HUD, and
on the generation of navigation routes.

A. Conformal symbology

Two conformal navigation conditions were designed based
on the works of Narzt et al. [36] and Medenica et al. [34]: one
overlaying the road and one above the road, see Figure [I3]
Although both designs look similar, a small review amongst
drivers quickly showed there were substantial differences in
opinion regarding the usability of the conditions. All drivers
preferred the symbology which was above the road and had
similar reasoning as to why. Namely, that projecting symbol-
ogy in areas regarded as important to drivers i.e., the road, was
“distracting” or “annoying” and felt “unsafe” as they felt they
had more difficulty seeing what was exactly going on further
down the road.

Because of the one-sided criticism on the on-road pro-
jections, this design was deemed unfit for experimental use.
Therefore, the experiment was conducted using only the
conformal symbology above the road, which for the remainder
of this section is referred to as the virtual cable.

(b)
Fig. 13: The two conformal symbology designs.

B. Non-conformal symbology

The non-conformal navigation symbology was designed to
be simple and easy to read for all types of drivers. Arrow
representations of upcoming navigation operations i.e., arrows
pointing left, right, or straight, were used, see Figure [14] The
symbology was displayed on a HUD; measuring 20 cm high
and 25 cm wide; similar to other HUD studies [21} 22, 26]. A
review of this system revealed drivers required an indicator as
to when they were exactly supposed to turn or go straight.
Thus, a distance indicator showing the remaining distance
from the upcoming navigation operation was added in white,
on the bottom of the HUD.

Fig. 14: Non-conformal symbology: representing a left turn, a
right turn, and a straight.
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Fig. 15: The three navigation conditions from participants
point of view.

C. Navigation conditions

Three navigation conditions were employed during the ex-
periment, see Figure[I5] One using the conformal virtual cable
(VC) and two using the non-conformal arrow representations
projected on a low positioned HUD (HL) and a high positioned
HUD (HH). The high positioned HUD was introduced to over-
lap the position of the virtual cable in order to exclude possible
effects introduced by symbology position. The low HUD was
introduced to validate participants use of the high positioned
HUD. A high positioned HUD is unconventional and has been
shown to be distracting [22]]. Therefore, the conventional low
HUD position was used to validate whether the unconventional
high positioned HUD performed adequately.

The position of the low HUD was based on other HUD
studies [26] and was positioned 2.5 m in front of the
driver, just above the hood of the vehicle, at a horizontal and
vertical angle of 0° and -2.5°, respectively. It was verified that
drivers of all heights were able to see the display in full.

The position of the high HUD was set such that it over-
lapped the virtual cable in the ’perfect’ driving situation. No
exact overlap was possible because the position of the HUD,
relative to the virtual cable, changes depending on the position
and orientation of the vehicle since the virtual cable is world-
fixed whereas, the HUD is fixed to the vehicle. Therefore,
the position of the HUD was based on the assumption that
participants would drive centred on the right half of the road
(as instructed). Using this position of the vehicle, the high
HUD display was configured manually to overlap as much as
possible with the position of the virtual cable. This resulted
in the following position: 2.5 m in front of the driver, at a
horizontal and vertical angle of 3.5° and 20°, respectively.

D. Navigation route

Because repetition of a route may induce some learning
effect, four different routes were created: one for each nav-
igation condition and one functioning as a practise route.
The routes were designed to last about 6 minutes, containing
26 navigation operations: 12 left turns, 12 right turns and
2 straights. Only two straights were incorporated because
navigating straight required almost no action from partici-
pants. Reasoning that the differences between the navigation
conditions would be less prevalent if many straights would
be incorporated only two were added; mainly to interrupt the
otherwise monotone left and right turns.



TABLE IV: The order of navigation operations per route, each
route containing 12 left turns, 12 right turns and 2 straights.
Every participant drove these routes in the same order: practise
route, route 1, route 2, and route 3.

The order of navigation operations was generated by ran-
domly shuffling a list containing 12 left and 12 right turns.
Because straights functioned mainly to interrupt the streak of
left and right turns, they were inserted in this list afterwards,

constrained to be at least 3 operations away from the start, the Index | Practise route  Route I  Route 2 Route 3
end, and from each other. The resultant order of navigation ; Eelf: ieg ii%tht Eeg
. . . .. € € € €
operations is shown in Table All participants drove these 3| Left Right Right Right
routes in the following order: practise route, route 1, route 2, 4 | Right Left Right Left
and route 3. 5 Left Left Left Left
6 Right Left Right Left
7 Right Left Left Left
8 | Right Left Left Right
9 Left Left Left Straight
10 Left Left Right Left
11 Left Straight Right Right
12 Left Right Left Right
13 Straight Left Straight Right
14 Right Right Right Left
15 Right Right Left Left
16 Left Left Left Right
17 Straight Right Right Left
18 Right Right Right Right
19 Right Right Straight Straight
20 Right Right Right Right
21 Left Straight Left Right
22 Left Right Left Left
23 Right Right Left Right
24 Right Right Right Left
25 Left Left Left Right
26 Right Right Right Right
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APPENDIX D
SIMULATION TECHNICALITIES

This section will elaborate on simulation environment, the
positioning, and detection of visual, and the implementation
of the VR glasses. The project is available on thisﬂ Github
repository.

A. Environment

The simulation was build using the Unity Game Engine
version 2019.4.3f.1, based on the simulation environment by
Bazilinskyy et al. [1]], and with the packages listed in Table
[Vl A tool was made such that any navigation route could be
driven using this simulation when supplying a navigation route
consisting of a list of navigation operations e.g., a list of left
turns, right turns and straights, see Appendix [C} This naviga-
tion route was used to build the environment by positioning
and configuring a sequence of intersections dynamically. Each
intersection measured 180 by 180 m; an example can be seen
in Figure [T6] Several different intersections were made to
reduce repetitive scenery, using the buildings shown in Figure
a8

Regarding the lighting during the experiment, it was chosen
to use a light source shining straight down; with a 90° angle
with respect to the ground. This was done to prevent any
shadows being cast on parts of the navigation symbology or
other important parts of the scene, which may hinder visibility.
Furthermore, Unity allows for lights to only be cast on specific
objects. This functionality was used to properly light the visual
stimuli of the visual search task such that they were equally lit
from all sides i.e., no shadow on the lower side of the stimulus
due to the sun shining from above.

The lighting rendering mode employed was *Baked Indirect’
which combines real-time direct light-rays and pre-calculated
renders for indirect light-rays. This boosts performance com-
pared to doing all lighting calculations in real-time while
generating realistic results. The settings used during the ex-
periment are shown in Table

TABLE V: Unity packages and lightning settings

Name Usage / Value

Package

Town Constructor 3H
Pr(ﬂ

Unlock asset

Buildings and miscellaneous objects
Vehicle dynamics and controller
Vehicle design

VR2Pro—UnityM0du1e:E| VR glasses
Setting

Environment resolution 1024
Direct samples 512
Indirect samples 1024
Environment samples 1024
Bounces 4
Lightmap resolution 128
Lightmap Padding 4
Lightmap size 4096

Zhttps://github.com/MarcSchotman/mySimulator
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(b) 3D view of an example intersection

Fig. 16: An example of an intersection. A set of these inter-
sections were used to make the route driven by participants.

B. Visual stimuli placement and detection

A total of 75 stimuli were used per navigation route.
The stimuli positions were determined using Unity’s random
number generator and some constraints. The stimuli positions
were constrained to the areas depicted in Figure with
heights between 0.5 and 2.5 m, and no more than one stimuli
per area. Additionally, a minimum of 2 and a maximum of
5 stimuli were presented between each navigation operation
e.g., between a left turn and the next right turn. To ensure all
participants were shown stimuli at exactly the same positions,
the ’seed number’ functionality was used. Supplying a seed
number to Unity determines the sequence of 'random numbers’
generated. Thus, each navigation route was assigned a num-
ber (1,2,3,4) which was supplied to Unity’s random number
generators, resulting in the same 'random’ positions of stimuli

3https://assetstore.unity.com/packages/3d/environments/urban/town-
constructor-3-71070
Fhttps://assetstore.unity.com/packages/tools/physics/vehicle-physics-pro-
community-edition-153556
Shttps://assetstore.unity.com/packages/3d/vehicles/land/unlock-70s-muscle-
car-01-si-10445 1 #content
Shttps://github.com/varjocom/VR2Pro-UnityModules
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.(1) Entrance. (4) Right

l(z) Left l (5) All

l (3) Straight

Fig. 17: Spawn locations of visual stimuli for an intersection.
Spawn locations were depended on the route, for example, a
route going left at the intersection could spawn visual stimuli
at the locations corresponding to 1, 2 and 5.

every time a specific navigation route was driven.

To report a detection, participants were required to look
at the visual stimulus and press the detection button. After
a stimulus was marked as detected it would disappear from
the environment functioning as feedback for the participant.
Multiple visual stimuli would often be within the field of
view of participants, requiring a method for determining which
stimulus was being detected. Unity has two functionalities
which enabled this differentiation: (1) ray casting, using a
starting point and direction it returns the first intersection with
a simulated object, and (2) object memory, allowing individual
objects to store data. Using a ray cast with the location of
participants and their current gaze direction determined which
object was being currently looked at. Additionally, when a
visual stimulus was being watched it would log the current
timestamp. When participants pressed the detection button the
following logic would be set in motion. If a stimulus was
being watched at this moment, this stimulus would be marked
as detected. Otherwise, loop over all stimuli, selecting the one
with the most recent logged timestamp; if this timestamp was
less than 0.5 s old then this stimulus was marked as detected.
If no stimulus was marked through this process, report a false
positive.

Fig. 18: The houses used to build the different inter-
sections. All buildings can be found in the folder: As-
sets/_Prefabs/buildings of the unity project of thisﬂ Github
repository.

and eye-tracking calibration. These functionalities were used
without any additions with exception of the data logger,
where the vehicle position, vehicle rotation, and object of
interest currently being looked at were included. The object of
interest being looked at were determined using the ray casting
functionality which returns the first simulated object being hit
by the current gaze direction.

C. Varjo implementation and Gaze tracking

The HMD used was developed by Varjo. The implementa-
tion in Unity was done using their developed Unity package:
VRZPro-UnityModuleﬂ It was accompanied by a multitude
of functionalities including data logging, gaze ray casting,

8https://github.com/varjocom/VR2Pro-UnityModules
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APPENDIX E
RAW DATA

In this section the raw data of all participants. All figures
have the same axis limits for easy comparison between sub-
jects. The first figure contains the horizontal and vertical gaze
angles of all fixations across conditions. The second figure
shows a histogram of participants’ fixations per condition, with
the horizontal and vertical gaze angle on the x-axis and the
fixation distance on the y-axis with histogram bins of 6° and
10 m for the x- and y-axis, respectively. Calculation of fixation
gaze angles and distances can be found in Appendix [B] The
third figure contains all 9 dependent variables:

(a) The miss rate of stimuli of the secondary visual search
task (%)

(b) The reaction time to visual stimuli of the secondary visual
search task (s)

(c) The mean saccade length (°)

(d) The mean fixation duration throughout the trial (ms)

(e) The horizontal and vertical spread of fixation (°) i.e.,
standard deviation of participants’ horizontal and vertical
fixation gaze angles

(f) The horizontal and vertical gaze speed (°/s)

(2) The fixation rate (#/s)

(h) The mean fixation duration on OOI (ms)

(i) The total number of fixations on OOI (#)
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Fig. 19: Fixation angles of participant 1 across conditions.
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Fig. 20: Histogram of participant 1’s fixations across
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B. Participant 2 C. Farticipant 3
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Fig. 22: Fixation angles of participant 2 across conditions. Fig. 25: Fixation angles of participant 3 across conditions.
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Fig. 28: Fixation angles of participant 4 across conditions. Fig. 31: Fixation angles of participant 5 across conditions.
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Fig. 34: Fixation angles of participant 6 across conditions. Fig. 37: Fixation angles of participant 7 across conditions.
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Fig. 35: Histogram of participant 6’s fixations across Fig. 38: Histogram of participant 7’s fixations across
conditions. conditions.
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Fig. 36: Dependent variables of participant 6 across Fig. 39: Dependent variables of participant 7 across
conditions. conditions.
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Fig. 40: Fixation angles of participant 8 across conditions. Fig. 43: Fixation angles of participant 9 across conditions.
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Fig. 41: Histogram of participant 8’s fixations across Fig. 44: Histogram of participant 9’s fixations across
conditions. conditions.
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Fig. 42: Dependent variables of participant 8 across Fig. 45: Dependent variables of participant 9 across
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Fig. 46: Fixation angles of participant 10 across conditions. Fig. 49: Fixation angles of participant 11 across conditions.
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L. Participant 12 M. Participant 13
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P. Participant 16

Fig. 64: Fixation angles of participant 16 across conditions.
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Fig. 66: Dependent variables of participant 16 across
conditions.
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R. Participant 18
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Fig. 70: Fixation angles of participant 18 across conditions.

N
o
o

Distance [m]
= =
o wv
o o
1 1

200

Distance [m]

wu
o

150 1
100 A

v
o o
1

HL

Left - Right (°)

HH

O T
25 v
0_
O
—25
T T T T T T T
-75 -50 -25 0 25 50 75

C

0 - T

i

HL
HH
vC

VC
2.8%
2.1%
1.4%
H 0.7%

Left - Right ()

T
-50 0 50 -50 0 50 -5

Down - Up (°)

T
0 0 50

T T T T T T T 00%
-50 0 50 -50 0 50 -50 0 50
6.8%
5.1%
3.4%

l 1.7%

0.0%

Fig. 71: Histogram of participant 18’s fixations across

conditions.

40 -
20 |

Miss rate (%)

60 P—e.

N,

H

L HH VvC
(a)

350 A
300 A

250 1

H

/.sl

L HH VC
(d)

1.5 A

1.0 A

a

OOI: Fixation

Fixation rate (#/s) Fixation duration (ms)

H

L HH VC

(9)

(e) & (f):
®— Horizontal
m- Vertical

Spread of
fixations (°)

15 A
./.—I
10 1

Reaction time (s)

5 T T T
HL HH VC

(b)

400 -

300 -./\

2004 .74

duration (ms)

HL HH VC
(h)

Percentage of fixations per bin [%]

40 P,

20 A
10 A

30-\
/I

Saccade length (°)

T
HL HH VC

(c)

80
60 4

L
04 e

Gaze speed (°/s)

OOIl: Number

of fixations (-)

(h) & (i):

—= Navigation symbology

Visual stimuli

Fig. 72: Dependent variables of participant 18 across

conditions.

31



APPENDIX F
FORMS

This appendix contains all used forms through-out the experiment. Before the start of the experiment participants read and
signed the informed consent form, shown in section A. Then, they filled in a brief questionnaire containing demographic and
driving related questions, shown in section B. Thereafter, they were asked to read the experimental instructions, shown in
section C. These instructions were also communicated verbally. Finally, after each experimental trial they filled in the MISC
and van der Laan questions shown in section D.
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A. Informed Consent Form in a Virtual Reality Study

Researchers:

MSc Student: M.A. Schotman
E-mail: M.A.Schotman@student.tudelft.nl
Tel: +31 (0)6 535 022 98

Supervisor: Dr.ir. J.C.F. de Winter Supervisor: Ir. Y.B. Eisma
E-mail: j.c.f.dewinter@tudelft.nl E-mail: Y.B.Eisma@tudelft.nl

This document describes the location, purpose of the research, preventative measures related to
COVID-19, procedures of the experiment, risks of participating, the right to withdraw, and data
anonymity. Please read all sections carefully and answer the questions on page 2.

Location of the experiment

TU Delft, Faculty of Mechanical, Maritime and Material Engineering.
Department of Cognitive Robotics

Mekelweg 2, 2628 CD, Delft

Room F-0-220 CoR Lab

Purpose of the research

The purpose of this research is to investigate the effect of navigation symbols on your gazing behavior
and visual search performance. The results of the study may be useful for designing future augmented
reality navigation systems and may provide insight into the effects that current navigation systems
have on drivers. Both subjective and objective measure will be gathered, analyzed, and published in a
MSc thesis and derivative works.

Prevention of the spread of COVID-19
To minimize the risk of COVID-19, you may not participate if you:

e Show symptoms indicative of COVID-19
® Have been in contact with COVID-19 patients within the last 14 days
® Are over the age of 65

The following preventative measures will be required for you to participate:

e Wash your hands thoroughly before entering the lab
o Keep at least 1.5 meters from the researcher and other people inside the lab.
o \Wear a face mask when in the lab (provided by us if needed).

Procedure

During the experiment, you will wear a head-mounted virtual reality glass and use a steering wheel to
control the simulated vehicle (the speed of the vehicle will be controlled automatically). Before the
experiment starts, you will drive a test round to assess your risk of simulation sickness and to get
familiarized with the experimental equipment, driving controls, visual search task, and the navigation
symbols. After the test drive is successfully completed, the experiment will start. The experiment will
consist of several trials, each with different navigation symbols conditions and a secondary visual
search task.
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Risk of participating

Virtual environments and the use of virtual reality glasses can cause motion sickness which can
manifest itself in different ways: visuomotor dysfunctions (eyestrain, blurred vision, difficulty
focusing), nausea, drowsiness, fatigue, or headaches. If you experience any discomfort, please inform
the experimenter so the simulation can be stopped. You may take off the headset any time if you feel
unwell.

Procedure for withdrawal from study

Your participation is completely voluntary, and you may stop at any time during the experiment. Either
ask the experimenter to stop the simulation and help you take off the headset or take off the headset
yourself. There will be no negative consequences for withdrawing from the experiment.

Data confidentiality

All data collected during the experiment will be stored anonymously and used for the purpose of
academic research only. When used in publications, all gathered data will be anonymous.

Please answer the following questions: Yes No
| consent to voluntarily participate in this study O O
| have read and understood the information provided in this document. O O
I adhere to the preventative measures with regards to COVID-19 as explained on O O
page 1.

| understand that participation in this study is at my own risk and may cause nausea, QO O
drowsiness, fatigue, or headaches.

| understand that | can withdraw from the study at any time without any negative O O
consequences.
| consent that all data gathered during the experiment may be used for a Master O O

thesis and possible future academic research.

Name:

Date:

Signature:




B. Demographic Questionnaire

Age

Sex
Mark only one oval.

Male

Female

How many years do you have your drivers licence

Mark only one oval.

0-5
5-10
10+

How often do you drive?
Mark only one oval.

Never
Rarely - a few times a year
Regularly - 1 or 2 times a week

Often - more than twice a week
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5. How experienced are you with using head-up displays in the car?

Mark only one oval.

C) Never used a HUD

() Have used it a couple of times
C) Have used it regularly in the past
Q Using it regularly at this moment

22



C. PFarticipant Instructions

This experiment investigates the influence of navigation type and position on drivers’ visual search
capacity and gazing patterns. You will drive several blocks with different navigation types and perform
a visual search task with the VR headset. Your eyes will be tracked by the VR headset.

Your tasks during experiment

1. Press one of the steering wheel buttons when you see a target (yellow transparent sphere)
2. Follow the navigation

Note: Only press once when you see a target.
Note: Look directly at the target before you press the steering wheel button
Note: Throttle is automated, you only have to steer.

Note: When you make an incorrect turn or drive onto the sidewalk the experiment will reset you
position and continue automatically.

Experiment schedule
The experiment will go as follows:

1. Calibration: We will start by calibrating your head position with respect to the steering wheel
and setting up the eye-tracker. You will be able to try out the steering wheel buttons and your
eye-tracking will be visualized.

2. Practice drive: You will drive a practice round, try to detect the targets alongside the road and
follow the navigation. The goal here is to familiarize you with:

o The steering mechanics
o The target detection buttons
o The different navigation symbology’s
3. A (optional) brake
4. The experiment: 6 rounds of about 3 to 4 minutes.
o Each round will be driven with a single navigation symbology
o Each round will have a single target difficulty (easy/hard)
o After every round you will take off the headset to have a small brake fill in a questionnaire
o At the beginning of the next round we recalibrate the eye tracking and start again.
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1.

D. MISC and van der Laan Questionnaire

Please indicate your MISC score

Alert the experiment supervisor when your score is 4 or higher

Mark only one oval.

0 - No problems

1 - Uneasiness (no typical symptoms)

2 - Vague dizziness, warmth, headache, stomach awareness, sweating..

3 - Slight dizziness, warmth, headache, stomach awareness, sweating..

4 - Fairly dizziness, warmth, headache, stomach awareness, sweating..

5 - Severe dizziness, warmth, headache, stomach awareness, sweating..

6 - Slight naussea

7 - Fairly naussea

8 - Severe naussea

9 - (near) retching naussea

10 - Vomiting

| find this navigation condition to be

Mark only one oval.

Usefull Useless

| find this navigation condition to be

Mark only one oval.

Pleasant Unpleasant

38

13



4.

| find this navigation condition to be

Mark only one oval.

Bad

| find this navigation condition to be

Mark only one oval.

Nice

| find this navigation condition to be

Mark only one oval.

Effective

| find this control condition to be

Mark only one oval.

Irritating

Good

Annoying

Superfluous

Likable

2/3



8. | find this navigation condition to be

Mark only one oval.

Assisting

9. [ find this navigation condition to be

Mark only one oval.

Undesirable

10. Ifind this navigation condition to be

Mark only one oval.

Raising alertness

11. Please, feel free to share any thoughts regarding this condition

Worthless

Desirable

Sleep-inducing

3/3
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