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Abstract

Over the past two decades, the use of wireless communication has increased dramatically, reaching
a total global data usage of several exabytes per month, as of 2015. The transmitters (TX) used
in wireless communication systems typically operate at efficiencies in the order of 20–30%, which
puts a large strain both on the wireless network operators, due to the high energy costs, and
the environment, due to carbon emissions. Since the power amplifier (PA) is by far the largest
energy consumer in any transmitter system, the development of highly efficient PAs has become
a popular research topic in recent years.

One way in which the PA efficiency can be improved is by using the polar architecture,
in which the signal to be amplified is split into envelope and phase components, which are
presented separately at the input of the PA. This facilitates the use of non-linear but highly
efficient amplifier classes, which improves the system efficiency. Further efficiency gains can
be achieved by combining this approach with digital techniques as well as traditional efficiency
enhancement techniques such as the Doherty topology.

One of the major challenges associated with the polar architecture is the bandwidth expansion
that occurs when converting from a Cartesian representation of the signal to envelope and phase.
In particular, very few phase modulators have been reported in literature that support modu-
lation bandwidths large enough for advanced communication standards such as WiFi, WiMAX
and LTE.

This thesis aims to tackle this problem by presenting a novel phase modulator concept which is
both wideband enough to support 80 MHz QAM signals, and frequency-agile so as to support the
numerous communication standards in the low-GHz range. The phase modulator is based on the
constant-envelope direct upconversion architecture, which allows for very wideband operation.
At the core of the modulator is a RF-DAC which makes use of harmonic rejection to suppress
the 3rd and 5th harmonics at the RF-DAC output. This significantly relaxes the requirements
of the output filter to the point that 2nd-order RC filtering is sufficient to achieve the desired
performance. In this way, the use of inductors can be avoided, which reduces the required chip
area, aids in integration with a high-power PA and makes it easier to support a large range of
operating frequencies. The output of the filter is then amplified to CMOS levels by a limiting
amplifier in order to drive the digital polar PA. In order to benefit from technology scaling, the
design is kept as digital as possible.

This concept has been implemented in TSMC’s 40 nm CMOS technology, and although the
performance of the phase modulator has not yet been experimentally verified, simulation results
show that in a TX system with an ideal envelope path, the modulator can achieve −36 dB EVM
and −47 dBc ACPR for an 80 MHz 64-QAM signal at 2.4 GHz. At 900 MHz, when the bandwidth
is scaled proportionally to 30 MHz, the phase modulator achieves −34 dB EVM and −47 dBc
ACPR. The power consumption for these two cases is 33.3 mW and 15.6 mW, respectively, while
the occupied chip area is 0.17 mm2.
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Chapter 1

Introduction

The past two decades have seen a dramatic increase in the use of radio frequency (RF) com-
munication, predominantly due to the popularization of mobile phones and wireless networking,
to the point that it has now become indispensable in our everyday life. In 2015, a total of 7.9
billion mobile devices were in use worldwide, and that number is predicted to grow to 11.6 billion
by 2020, as was published in a recent report by Cisco Systems Inc. [1]. Furthermore, with the
market being driven to higher and higher connection speeds, and mobile phones now being used
for purposes such as multimedia streaming and gaming, the amount of data being transferred
has skyrocketed. The same report shows the total global data usage for 2015 was 3.7 exabytes
per month (1 exabyte = 1 billion gigabytes) and is predicted to grow by more than 700 % in the
next five years.

In a wireless system, data is transmitted over the air from a transmitter to a receiver. A
block diagram of a traditional wireless system is shown in Figure 1.1. In a typical transmitter
(TX) system, the digital baseband data to be transmitted is converted into an analog signal
using a digital-to-analog converter (DAC), which is then passed through a low-pass filter to
suppress spectral sampling replicas. This band-limited signal is then upconverted by mixing it
with the local oscillator (LO) or carrier signal. The modulated RF signal is passed on to the
power amplifier (PA) which amplifies it such that it can be reliably received at the other end of
the wireless channel. The signal is then passed on to the antenna, allowing it to radiate into the
air.

The receiver (RX) functionality is accomplished in a complementary fashion. First, a low-
noise amplifier (LNA) amplifies the weak signal received by the antenna. This signal then gets
mixed with the LO so that the desired frequency band appears at baseband. A low-pass filter
serves to eliminate other signals that might be present in the received spectrum. The resulting
signal is then sampled by the analog-to-digital converter (ADC) and passed on the the digital

Baseband
Processing

DAC LPF PA LNA LPF ADC
Baseband
Processing

LO LO

Transmitter Receiver

Free
Space

Figure 1.1: A basic RF system
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1.1. CARTESIAN AND POLAR TRANSMITTERS CHAPTER 1. INTRODUCTION

processing to interpret the received information.
Of the various system blocks described above, the PA consumes by far the most power.

First of all, the required power for transmission is often one or several watts (depending on the
application), whereas the other components can operate in the milliwatt or even microwatt range.
Secondly, PAs have to be designed to meet stringent linearity requirements, both in-band, so that
the receiver is able to correctly identify the instantaneous signal values, and out-of-band, to not
interfere with transmissions on neighboring frequency channels. This has traditionally required
the use of linear amplifier topologies such as class-A, class-AB or class-B. These amplifier classes
have maximum theoretical efficiencies of 50 %, 50 %-78.5 % and 78.5 %, respectively [2]. In a
practical amplifier, the maximum efficiency is lower due to the non-idealities of real components.
Furthermore, the maximum efficiency can only be achieved at the maximum output power.
Since modern modulation schemes often modulate the amplitude, most of the time, the amplifier
operates in power back-off, which lowers the efficiency even further. This is particularly true for
advanced communication standards, such as LTE or WiMAX, which have a high peak-to-average
power ratio (PAPR). Finally, if the power consumption of the preceding blocks in the TX chain
is taken into account, the system efficiency in a typical system can be as low as 20–30%. [3]
In the case of mobile phones, the power consumption of the transmitter directly relates to the
battery life. In base stations, on the other hand, the transmitter power consumption represents a
large part of the monthly operating costs [4]. It has been estimated that, globally, base stations
and the backhaul networks that interconnect them consume roughly 60 billion kWh yearly, which
corresponds to approximately 0.33 % of the global electricity usage [5]. As such, the development
of highly efficient, yet linear, transmitters has become a very popular research topic.

1.1 Cartesian and Polar Transmitters

Numerous communication standards exist in the field of mobile telephony and wireless network-
ing. Most of these communication standards modulate both the amplitude and the phase of the
RF carrier to encode information. This RF signal can be expressed in terms of these quantities
as

s(t) = ρ(t) cos(ωct+ φ(t)) (1.1)

where ωc is the angular frequency of the carrier, and ρ(t) and φ(t) are the amplitude and phase,
respectively. It is also possible to express s(t) in terms of its in-phase (I) and quadrature (Q)
components:

s(t) = I(t) cos(ωct) +Q(t) sin(ωct) (1.2)

Equations 1.1 and 1.2 are known as the polar and Cartesian representations of s(t), respectively.
These two representations lead to two groups of transmitter topologies: polar and Cartesian
transmitters.

Cartesian or I/Q transmitters have been the de-facto standard in the industry for over a
decade [6], [7]. These transmitters modulate the amplitude of an in-phase and a quadrature
carrier independently, and the two modulated signals are then summed at the input of the PA
to produce an RF signal with arbitrary amplitude and phase. This is typically done using the
architecture shown in Figure 1.2a. Because the summation is linear, the bandwidths of the
I/Q components do not exceed the bandwidth of the output signal. As such, the Cartesian
transmitter is able to achieve high modulation bandwidths. However, as explained above, this
architecture requires the use of linear PAs, which are inherently inefficient.

2
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Figure 1.2: Typical (a) Cartesian and (b) polar transmitter architectures

Polar transmitters, on the other hand, operate on envelope (ρ) and phase (φ) information,
rather than I/Q, and perform these modulations separately. These two signals are then combined
within the PA to generate the output signal. Commonly, this is executed by driving the PA with a
constant-envelope phase-modulated input signal, whereas the envelope information is supplied to
the PA through supply modulation. This architecture is illustrated in Figure 1.2b. This method
was first proposed by Khan in [8] and was termed the envelope elimination and restoration
(EER) PA architecture, in which a modulated RF signal was split into its envelope and phase
components and supplied to the PA in polar fashion. Nowadays, however, it is much more
practical to generate the envelope and phase components directly in the digital domain. This
was first proposed in [9], in which the authors presented a polar transmitter for GSM/EDGE
systems.

The main advantage of the polar topology is that it can make use of a highly efficient non-
linear PA. However, since the relationship between I/Q and ρ/φ is nonlinear, polar transmitters
suffer from bandwidth expansion. Thus, the amplitude and phase paths need to support signifi-
cantly higher bandwidths than the combined signal to meet spectral requirements [10]. Another
drawback of this approach is that the timing of the amplitude and phase paths needs to be very
accurately aligned to avoid distortion. Because circuit implementations of supply modulators
and phase modulators usually have very different time constants and propagation delays, this
has proven to be a difficult task. Finally, the supply modulator, which is often implemented as
a switch-mode power supply, can introduce a significant amount of noise and spurious tones in
the system, further degrading the performance.

1.2 Efficiency Enhancement Techniques

Over the years, several efficiency enhancement techniques have been proposed for TX systems.
One of the most popular ones is the Doherty topology [11], which is illustrated in Figure 1.3.
As discussed above, any signal of which the envelope is modulated exhibits a non-zero PAPR,
which severely degrades the efficiency of linear PAs. In a Doherty configuration, this effect is
mitigated by employing two PAs: the main and the peak amplifiers. In a typical system the
main PA is sized such that it reaches its maximum voltage swing at the average signal power so
that, at this power level, this PA operates at its maximum efficiency (78.5 % for an ideal class-B
amplifier). For power levels up to the average power, the peak PA is turned off. If a higher signal
power is required, the main PA cannot provide it alone and thus the peak PA is turned on to
provide the difference. The main PA is able to maintain operation at its maximum efficiency
point for higher power levels through a technique known as active load pulling. As the peak

3
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PA turns on, its output will “pull” the load impedance (not shown in the figure) as seen by a
phase-related signal. For increasing power levels of the peak PA, the effective load impedance
will increase. A λ/4 transmission line (T1) inserted between the main amplifier and the load
serves as an impedance inverter, so that for increasing power levels the main amplifier sees a
decreasing load impedance. This allows the main PA to continuously operate at its maximum
voltage swing, thus maintaining its peak efficiency. [2]

To compensate for the phase delay introduced by T1, another λ/4 line is placed before the
peak PA. This ensures the correct phase relationship of the main and peak output signals at the
load. The modulated RF signal needs to be split into two components to drive the main and
the peak PA separately. The signal splitter can be implemented as a simple power divider if, for
instance, the main PA is biased in class-B and the peak PA is biased in class-C. However, other
possibilities exist, including doing the signal separation entirely in the digital domain, optionally
incorporating the delay of T2 as part of the signal processing.

An alternative method of improving the efficiency of TX systems is the outphasing topology,
first proposed by Chireix in [12]. A typical implementation of this topology is shown in Fig-
ure 1.4a. Like the Doherty architecture, this technique employs two PAs to generate the RF
output signal. However, in this case, the RF output is produced by summing two constant-
envelope phase-modulated signals: s1 and s2. This concept is illustrated by means of a phasor
diagram in Figure 1.4b. As the figure shows, branch signals s1 and s2 are signals of unit mag-
nitude, with a phase of φ + θ and φ − θ, respectively. Here, φ is the desired phase of the RF
output signal, whereas θ is the outphasing angle required to achieve the desired amplitude when
s1 and s2 are summed. The fact that s1 and s2 are constant-envelope signals allows for the
use of non-linear digital PA topologies, such as class-E or class-F, which are inherently more
efficient then their linear counterparts. The input signals to the PAs are somewhat more difficult
to generate than for the simple Doherty case. While it would be possible to split a modulated
RF signal into the two signal components required for outphasing, this is generally considered
impractical. Instead, the components are typically generated in the digital baseband and phase
modulators are employed to drive the PAs.

Despite the efficiency advantages provided by the switching PAs in outphasing transmit-
ters, this configuration has a number of disadvantages. One such disadvantage is the bandwidth
expansion that the branch signals exhibit, similar to the polar architecture. Thus, the phase mod-
ulators need to support a much higher bandwidth than the original I/Q input signal. Another
disadvantage is the poor accuracy of the of the output signal in deep power back-off, stemming
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Figure 1.4: (a) A typical outphasing architecture and (b) a phasor diagram of the relevant signals

from attempting to produce a small vector by summing two anti-phase large vectors. A small
mismatch between the branch vectors can, thus, have a large relative effect on the resulting
output, limiting the dynamic range of the transmitter. Furthermore, when the branch signals
are summed with a power combiner, their phase difference will introduce a reactive component
to the load seen by each amplifier. This effect gets exacerbated in deep power back-off, which
degrades the efficiency of the switching PAs. These effects have been analyzed and several solu-
tions to some of these issues have been proposed in [13]. Nevertheless, applying this concept to
wideband, high-PAPR signals, remains a challenge.

1.3 The SEEDCOM Project

This thesis work is part of the SEEDCOM project, funded by STW and Ampleon (formerly
NXP), which was started to develop an advanced highly-efficient TX chain which is suitable for
use in base stations. The key goal of the project is to design a TX solution which:

• has a high efficiency, both at peak power and in power back-off

• maintains a high spectral purity

• has a high RF bandwidth (i.e. can operate at a large range of carrier frequencies) to
support the numerous standards in the low-GHz range

• has a high video bandwidth (or signal bandwidth) to accommodate the ever-growing de-
mand for high-speed data transfer

• is as digital as possible, in order to take advantage of the superior digital performance and
power consumption in deep sub-micron CMOS technology nodes as the analog performance
continues to degrade [14].

• is fully integrated, in order to reduce both costs and form factor, allowing for cost-effective
implementation of small-cell base stations

Although in the initial stages of the project the design efforts were focused on high perfor-
mance outphasing concepts ([13], [15]), due to the limitations of the outphasing architecture,
as discussed above, other concepts had to be considered. The chosen approach builds upon
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Figure 1.5: The modified Doherty architecture based on digital polar power amplifiers

the popular Doherty architecture, but addresses one of the major limiting factors for achieving
high efficiency, namely, the need for linear PAs. In a typical Doherty system, the employed
PAs typically operate in class-B, which limit the peak efficiency to 78.5 %. By replacing these
amplifiers with PAs based on the polar architecture, it is possible to reap the benefits of the
Doherty architecture while having a theoretical peak efficiency of 100 %.

A strongly simplified overview of this system is shown in Figure 1.5. The main and peak
branches each consist of a phase modulator and an envelope modulator driving a digital power
amplifier (DPA). Although traditional polar systems rely on supply modulation to achieve en-
velope modulation, the DPA consists of numerous small PA cells which can be turned on or off
individually. This DPA operates in load-insensitive class-E ([16]), which is able to provide high
efficiency, while the digital segmentation allows for precise envelope control via a digital code-
word. In this way, the difficulties with designing a wideband high-power supply modulator are
avoided. Furthermore, by relying heavily on digital techniques, the performance of this concept
are expected to improve as finer technology nodes are introduced.

The digital baseband signal processing present in this system accepts I/Q data as input and
computes the required envelope (ρ) and phase (φ) signals for the two branches. Note the absence
of the λ/4 transmission line at the input of the peak branch. Its functionality is also incorporated
as part of the digital baseband, which is accomplished simply with a 90◦ phase shift in φpeak and
ρpeak.

One of the major design challenges of this system is the phase modulator. This circuit block
takes a digital codeword representing the desired phase as input and outputs a phase-modulated
RF signal. This output signal is used to drive the input of the DPA. In this case, since the
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DPA relies on switching, rather then analog amplification, the phase-modulated RF signal has
to be a square wave with rail-to-rail swing. The phase modulator is a critical part of any polar
system (and outphasing system) and due to the bandwidth expansion experienced by the phase
signal, designing a phase modulator which maintains good performance for wideband signals is
a challenging task. As such, the design and implementation of a new phase modulator concept
which is compatible with the goals of the SEEDCOM project is the topic of this thesis work.

1.4 Phase Modulator Design Challenges

The design of a phase modulator for a wideband multi-band/multi-standard polar system brings
with it several challenges. First and foremost, the aforementioned bandwidth expansion when
converting from I/Q to polar coordinates requires the phase modulator to be able to handle a
modulation bandwidth of several times the bandwidth of the signal being transmitted. This is
the fundamental reason why Cartesian systems are typically preferred for wideband applications.
Nevertheless, with the continuous technology scaling of nano-scale CMOS processes, the speed
of MOS devices has improved dramatically. This facilitates developing phase modulators which
support bandwidths of several hundreds of MHz.

One of the goals of the SEEDCOM project is to develop a system which can support multi-
band/multi-mode communication in the low GHz range. This requires the carrier frequency to
be configurable over a large range of frequencies. Although eventually it is desirable to cover the
entire frequency range up to approximately 6 GHz, for the purposes of this iteration of the project
it was chosen to limit the maximum operating frequency to 2.4 GHz for easier implementation.
For the lower frequency limit, 900 MHz was selected in order to support, for instance, the GSM-
900 band.

For any RF transmitter, it is critical to maintain a sufficient in-band signal-to-noise ratio and
a high degree of out-of-band spectral purity. The former is typically expressed in terms of error
vector magnitude (EVM), the latter is quantified as adjacent channel power ratio (ACPR)1for
the close-in spectrum and the level of the noise floor for the far-out spectrum. Any non-idealities
in the system, including those in the phase modulator, will contribute to errors in the system
and will adversely effect the performance in terms of these metrics. Unfortunately, due to the
various nonlinear processes involved in polar transmission systems, it is difficult to quantify what
effect phase modulator non-idealities will have on the performance of the overall system. As a
consequence, for the majority of this thesis work the phase modulator performance is evaluated
as part of a complete polar system, including the digital baseband signal processing and an
envelope path which is assumed to be ideal.

As stated above, this TX system, and thus also the phase modulator, is meant to support
multiple different standards, which can use a number of different modulation types. Evaluat-
ing the phase modulator performance for all these standards is a time consuming process, in
particular in the later stages of the design, when post-layout simulations can take several days.
Therefor, it was decided to focus on only a single type of modulation, namely quadrature am-
plitude modulation (QAM). It can be argued that evaluating the performance for orthogonal
frequency-division multiplexing (OFDM) would be more relevant, as this type of modulation is
used in many modern communication standards such as 802.11 (WiFi) and LTE. However, not
only is a signal utilizing OFDM more complex to generate, but its symbol time is also many
times longer than that of a QAM signal, which would require much longer simulation times. As

1Sometimes this performance measure is instead called adjacent channel leakage ratio (ACLR)
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such, OFDM modulation was not considered for this design.
It should be noted that the various standards define different ways to quantify both EVM

and ACPR. In the case of EVM, the definition used throughout this thesis work relates the root
mean square (RMS) value of the measured error vector to the RMS value of the ideal input
vector as follows:

EVMRMS =

√
1

N

N∑
i=1

(Smeas(i)− Sideal(i))2√
1

N

N∑
i=1

Sideal(i)2

(1.3)

where Sideal(i) and Smeas(i) are the ideal (input) and measured (output) signal values, respec-
tively, at the ith constellation point and N is the total number of points being evaluated. ACPR
measures the ratio between the signal power in the main transmit band and the signal power in
the adjacent channels. It can be defined as follows:

ACPRL =
Padj,L
Pmain

(1.4)

ACPRH =
Padj,H
Pmain

(1.5)

where Pmain is the total signal power in the main transmit channel, whereas Padj,L and Padj,H are
the signal powers in the lower and higher adjacent channels, respectively. However, the spacing
between these channels varies from standard to standard. In this thesis work, whenever ACPR
evaluated, the channel spacing is assumed to be equal to half of the channel bandwidth.

1.5 Thesis Objectives

In light of the considerations described above, the following objectives were set for this thesis
work:

• Develop a novel phase modulator concept for use in polar transmitter systems

• The phase modulator must have a high enough modulation bandwidth to support QAM
signals with a channel bandwidth of at least 80 MHz

• When evaluating the phase modulator performance with an ideal envelope path, the polar
system should meet the following requirements:

◦ EVM < −35 dB

◦ ACPR < −45 dBc

◦ Noise floor < −60 dBc

• The phase modulator should support operating frequencies between 900 MHz and 2.4 GHz

• The phase modulator design should be as digital as possible to take advantage of technology
scaling

• The design should be cost-effective, i.e. occupy a small area and have a low power con-
sumption
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• The use of inductors in this design should be avoided, as these occupy a large area, make it
more difficult to support a large range of operating frequencies, and can cause high-power
signals of the DPA to inductively couple to the phase modulator degrading its performance

• This phase modulator should be implemented in TSMC’s 1-poly-7-metal 40 nm CMOS
technology (4X0Y1Z0R1U) together with the remainder of the system described in Sec-
tion 1.3 to form the demonstrator for this project

1.6 Thesis Outline

This thesis is organized as follows:
Chapter 2 presents a study of the state-of-the-art phase modulator topologies presented in

recent literature. The benefits and drawbacks of the various topologies are compared on a
qualitative level. A distinction is made between closed-loop and open-loop phase modulator
topologies. Whereas closed-loop topologies generally have a lower power consumption, literature
shows that open-loop topologies allow for vastly superior modulation bandwidths. Of the different
open-loop topologies, the constant-envelope direct upconversion architecture is selected as the
most promising topology to build upon in this design.

In Chapter 3 a more detailed overview of the full TX system is presented and some system-
level considerations are discussed namely: bandwidth expansion, phase resolution and the choice
of interpolation filter for the baseband signal. As a result of the bandwidth expansion when
converting from Cartesian to polar coordinates, it is found that the phase modulator needs to
support a modulation bandwidth of at least six times the signal bandwidth to meet the target
ACPR requirement. A resolution of 9 bits is selected for both the in-phase and quadrature-phase
components of the input phase signal to provide sufficient margin for the noise floor specification.
Finally, is shown that in a digitally-intensive system, the default zero-order hold (ZOH) response
will result in spectral replicas at multiple of the sampling frequency. To suppress these replicas,
the use of an interpolation filter is required to up-sample the data to as high a sample-rate as
possible. For this purpose a second-order hold (SOH) filter is selected.

Chapter 4 deals with the conceptual design of the phase modulator. The constant-envelope
direct upconversion architecture is discussed in more detail, and the importance of filtering the
output of the DACs in this architecture is illustrated. It is shown that without the use of
inductors, it is difficult to sufficiently suppress higher harmonics present in the signal, which
leads to significant phase error at the output of the phase modulator. To combat this issue, the
harmonic rejection RF-DAC (HR-RF-DAC) is introduced.

Chapter 5 details the most relevant design decisions that were made to arrive at the final
implementation of the phase modulator concept. The design process is explained for the three
main components of the modulator: the HR-RF-DAC, the limiting amplifier and the RC filter.
These components are discussed both at the schematic level and the layout level. Finally, the
top-level layout of the phase modulator is presented.

Chapter 6 presents the simulation results of the phase modulator design. Most of the sim-
ulations are performed at the post-layout level. The performance of the phase modulator is
evaluated in several ways. First, the static phase error versus input phase is evaluated, both at
the post-layout level and in a schematic-level Monte-Carlo simulation. Then, the step response
is analyzed in order to estimate the modulation bandwidth. Finally, the performance of the
phase modulator as part of a polar system with an ideal envelope path is evaluated for a QAM
input signal. This is done at a carrier frequency of 2.4 GHz with 80 MHz channel bandwidth for
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both ZOH and SOH interpolation. Furthermore, the results of a simulation at 900 MHz with
a proportionally scaled channel bandwidth (30 MHz) are also shown to demonstrate the phase
modulator’s frequency-agile operation.

Finally, Chapter 7 concludes this thesis and provides a discussion of the results and the overall
design process. Some directions are suggested for future work.
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Chapter 2

Phase Modulator Concepts

To choose a suitable concept for the phase modulator design, it is important to consider the state-
of-the-art designs presented in literature. This chapter provides an overview of the different phase
modulator concepts and compares them on a qualitative level. At the end, a concept is chosen
as a base to build upon in this thesis work.

Perhaps the easiest way to achieve phase modulation is to apply the modulation data directly
to the input port of a voltage-controlled oscillator (VCO). Although this approach allows for
wideband modulation, it suffers from numerous problems such as frequency drift, VCO transfer
function non-linearity, high close-in phase noise and large variability due to process, voltage
and temperature (PVT) variations. All these issues render this phase modulation approach
unusable for practical communication systems. Over the years, several phase modulator concepts
have emerged to overcome these problems. These concepts can be broadly classified into two
categories: closed-loop and open-loop phase modulators [17].

2.1 Closed-Loop Phase Modulators

Closed-loop phase modulators are based around a phase-locked loop (PLL), which is typically
already present in RF systems to synthesize the LO waveform. A block diagram of a conventional
PLL is shown in Figure 2.1. The operation principle of a PLL involves placing a VCO in
a feedback configuration in order to lock the phase of the VCO output voltage to that of a
reference clock. To achieve phase lock, first a phase-frequency detector (PFD) measures the
phase (and frequency) error of the VCO output with respect to the reference. This error is fed
to a charge pump (CP) which adjusts the input voltage of the VCO. This voltage is filtered by a
low-pass filter (LPF), which serves to stabilize the loop, as well as filter out disturbances in the
loop caused by, for instance, thermal noise.

The system, as described so far, outputs a waveform at the same frequency as the reference
clock. In order to achieve higher frequencies, a frequency divider can be placed in the feedback
path. Since communication standards define several frequency channels, the division ratio needs
to be adjustable. As such, a multi-modulus divider (MMD) is required. Such a divider, however,
can only divide the frequency by an integer factor. To allow for more fine-grained frequency
control, the modulus select of the MMD can be driven by a sigma-delta modulator, such that
the average division ratio over time tends toward the desired fractional value.

The PLL has several sources of error apart from thermal noise. These include feed-through
of the reference signal, as well as fractional frequency spurs due to the frequency division. Fur-
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Figure 2.1: A conventional phase-locked loop without modulation

thermore, the sigma-delta modulator introduces quantization noise, which is shaped to have low
noise power at low frequencies and high noise power at high frequencies. If these errors were to
appear in the output spectrum of the VCO, it would be detrimental to the performance of the
RF system. For this reason, the loop filter needs to have as low a cut-off frequency as possible,
so that it has good suppression at the frequencies at which these errors appear [18].

A further source of error that presents itself when a PLL is integrated on the same chip as a
high-power amplifier is VCO pulling. This occurs when the modulated RF signal couples to the
VCO causing the oscillation frequency to shift. VCO pulling can be counteracted by ensuring
good isolation between the VCO and the PA and by operating the PLL at a higher frequency
than the carrier frequency. Ideally, these two frequencies should not be harmonically related. A
fractional frequency divider can then be used at the PLL output to produce the desired carrier
signal [19].

2.1.1 Basic Phase Modulation

In order to achieve phase modulation, the phase data can be converted to frequency data and
superimposed on the channel select signal [20], [21]. This technique is illustrated in Figure 2.2.
As can be seen, only a very minor addition of circuitry is needed for this technique. This make
this type of phase modulator very cheap in terms of power consumption. However, this technique
is only suitable for very narrowband modulation, since the loop filter removes any high-frequency
content.

Various techniques have been devised to increase the available modulation bandwidth. One
approach is based on the idea that if the errors in the PLL can be suppressed by other means
than low-pass filtering, then the bandwidth of the loop filter can be increased while maintaining
the required spectral purity. One example of this approach is phase quantization noise (PQN)
cancellation [22]. This technique is quite effective because PQN is normally the dominant source
of error for larger loop bandwidths. Another example is the multiphase fractional-N PLL [23],
where one of several phases can be used in the feedback path to further reduce quantization noise
and suppress fractional spurs.

An alternative approach to increase the modulation bandwidth is digital pre-emphasis [24],
in which the PM data is amplified in the digital domain for higher frequencies such that the
low-pass response of the loop filter is canceled out. However, for very wideband modulation an
extremely high dynamic range is required to accurately represent the signal, both in the digital
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Figure 2.2: A basic closed-loop phase modulator
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Figure 2.3: A two-point closed-loop phase modulator

and analog domains.
Despite the various bandwidth-extension techniques discussed above, even the most advanced

designs using the basic phase modulation method have not exceeded 3 MHz modulation band-
width [17].

2.1.2 Two-Point Phase Modulation

To overcome this apparent bandwidth limitation, the two-point modulation method is commonly
employed as was first proposed in [25] and implemented in [26]. A block diagram of a typical
two-point phase modulator is shown in Figure 2.3. This architecture relies on the fact that any
node in the PLL has either a high-pass or a low-pass response. Applying a modulation signal
to two nodes simultaneously results in a wideband frequency response, assuming proper signal
conditioning. The most common nodes used for this method are the MMD and VCO input ports
for the low-pass and high-pass paths, respectively.

One of the major difficulties in with this architecture is the gain and phase mismatch between
the two paths, which can result in performance degradation. Phase mismatch stems from the
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Figure 2.4: An all-digital PLL with two-point modulation

heterogeneous circuitry used for the two paths. Whereas the the modulation of the MMD
happens in the digital domain, the VCO requires an analog signal to be applied at its input
port. However, it has been shown in [27] that for bandwidths of a few MHz phase mismatch can
be suppressed to acceptable levels using digital techniques, assuming a sufficiently high sample-
rate. Gain mismatch, on the other hand poses a more serious problem. Although the gain of
the low-pass path can be very well controlled, the high-pass path requires accurate estimation
of the VCO gain KV CO, which is both highly sensitive to PVT variation and nonlinear. One
solution to this problem was proposed in [28], where a VCO calibration scheme was proposed
using a 5-bit switched capacitor bank. This resulted in coarse digital control, so that the VCO
could be designed for a small KV CO, reducing the sensitivity to PVT. This method, however,
does not improve the linearity. An alternative solution, proposed in [29], is to enclose the VCO
in a feedback loop with a frequency-to-voltage converter, in order to linearize the VCO transfer
function. Though this method has shown to be effective for EDGE and WCDMA applications,
the feedback loop around the VCO inevitably limits the achievable bandwidth.

2.1.3 All-Digital PLL

With the move towards deep-submicron CMOS technology, the digital performance of CMOS
devices improved dramatically, at the cost of sacrificing analog performance. This prompted the
development of the all-digital phase-locked loop (ADPLL), which replaced the analog components
with their digital counterparts [30], [31]. A block diagram of an ADPLL with the two-point
modulation technique discussed above is shown in Figure 2.4. The VCO of the traditional
PLL is replaced with a digitally-controlled oscillator (DCO) and the operation of the PFD is
accomplished by a time-to-digital converter (TDC). The frequency control word is integrated in
an accumulator and converted to phase such that it can be readily compared to the TDC output.
Since all of the signals in the ADPLL are in the digital domain, the behavior of each node in the
loop is much more predictable, and digitally-intensive calibration techniques can more easily be
applied.

Similar to the traditional PLL, the modulation bandwidth of the ADPLL is limited by the
gain and phase mismatch of the signal paths used in two-point modulation. In [32] and [33], two
background gain estimation algorithms were proposed which worked by continuously measuring
the instantaneous phase error and adjusting the estimated gain factor accordingly. Additionally,
[33] proposed a method for measuring the phase error between the two paths, and predistorting
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Figure 2.5: An open-loop phase modulator with Σ∆-modulated phase multiplexer

one of them in the digital domain in order to correct for it.
It should be noted that the techniques discussed in the previous sections that were used to

improve the performance of analog PLLs are equally applicable to the ADPLL. For example, [34]
proposed a PQN cancellation method in the digital domain, allowing the ADPLL loop bandwidth
to be extended without a significant degradation in phase noise performance.

2.2 Open-Loop Phase Modulators

Despite the various performance enhancing techniques for PLLs that have been developed in
recent years, to the best of the author’s knowledge, no closed loop phase modulators have been
reported that can achieve high enough modulation bandwidths for very wideband applications
such as WLAN, LTE and WiMAX. To make wideband modulation possible, other concepts have
been proposed which use the PLL to generate one or several static phases of the LO which are
then modulated outside the loop by separate circuitry. These concepts are collectively known as
open-loop phase modulators [17].

2.2.1 Σ∆-Modulated Phase Multiplexer

One technique for modulating the phase of the carrier outside the loop is to pass the output
of a PLL through a frequency divider to generate four quadrature phases and switch between
these phases using a multiplexer (mux) to generate the phase-modulated output. With this
approach, the phase modulator is not limited by the small bandwidth of the PLL, nor does it
suffer from the gain and phase mismatch that plagues the two-point modulation scheme. Instead,
the modulation bandwidth is only limited by the speed of the mux, which can be very fast in
deep sub-micron CMOS technologies. The obvious drawback of this approach is the high PQN,
since only one of four discrete phases can be selected. To alleviate this issue, the multiplexer
can be controlled by a Σ∆ modulator, which has the effect of pushing the quantization noise to
higher frequencies. The resulting system architecture, proposed in [35], is shown in Figure 2.5.

Unfortunately,to achieve the desired spectral purity, the output signal needs to be band-pass
filtered, in order to eliminate the high out-of-band PQN caused by Σ∆ modulation. While for a
PLL, the loop filter at baseband was sufficient, for this open-loop architecture a separate filter
at the carrier frequency is required. As a direct consequence, the design in [35] achieved only
approximately 8 MHz modulation bandwidth.

Another drawback of this design is that the PLL has to synthesize double the desired carrier
frequency. Apart from making it more challenging to design, this also increases the power
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Figure 2.6: An open-loop phase modulator based on a multiplexed phase interpolator

consumption of the modulator. However, alternative methods can be used to generate quadrature
phases. These methods include using a quadrature VCO [36] or an inverter-based ring oscillator
[37]. In fact, the design in [37] generated 31 different phases rather than 4, which significantly
reduces the quantization noise. Unfortunately, as ring oscillators suffer from poor phase noise
performance, they are rarely used for modern communication systems [38].

2.2.2 Multiplexed Phase Interpolator

One way to suppress the high PQN of the technique described above is to increase the number
of phases that can be selected by the multiplexer. This can be achieved by using a phase
interpolator. A phase interpolator is a circuit block which can generate one or more output
phases by performing a weighted summation of the two closest input phases. An example of
phase-iterpolation-based architecture is shown in Figure 2.6.

Although the phase interpolator can be designed to have any number of output phases and
switching between them can be very fast, practical designs typically limit themselves to only a
few outputs. One reason for this is the high power consumption that results from having to drive
so many signals at the LO frequency. Another reason is the added layout complexity of such
an approach. As a result, this architecture is rarely used on its own. For instance, the design
in [39] used a phase interpolator to generate only 8 phases, and the modulator presented in [40]
generated 64. This translates to a phase resolution of only 3 bits and 6 bits, respectively. Since
in both cases a higher resolution was required, the multiplexed phase interpolator was used only
for the most significant bits (MSB), while the least significant bits (LSB) of the modulation were
accomplished using other techniques.

2.2.3 Delay-Line-Based Phase Modulator

An alternative method for phase modulation is to use inverter-based delay elements do delay the
LO signal by the desired phase angle. This can be done either statically, creating a tapped delay
line and selecting one of the phases with a mux, or dynamically, by controlling the delay of a
single delay element with the modulation data. For example, the tapped delay line was used in
[41] to create a low resolution, high speed phase modulator. Much like the multiplexed phase
interpolator discussed above, high resolution designs based on this approach are impractical.
In this case, it is due to the limited switching speed of the inverters. The digitally controlled
delay, on the other hand, is limited in range but can provide very fine control, and is one of the
techniques used to increase the resolution of the design in [40] beyond what the phase interpolator
would allow. These two approaches can be combined such that the former is used for the coarse
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Figure 2.7: An open-loop phase modulator with a coarse tapped delay line and a fine digitally-controlled
delay

MSB selection while the latter accomplishes the fine LSB modulation. This design was proposed
in [42] and is illustrated in Figure 2.7.

In both cases, the delay needs to be accurately controlled to achieve accurate phase modu-
lation. Since inverter delay is heavily dependent on PVT variations, some form of calibration
is required. For a tapped delay line, a typical approach is to enclose the line in a delay-locked
loop (DLL), as shown in the figure. A DLL controls the delay of each element in order to align
the edges of the VCO output and the output of the last delay element. The drawback of this
design is that although the DLL regulates the delay of the whole line, the delay of the individual
elements is controlled with the same signal. This means that any mismatch between the elements
will still result in phase errors.

For the digitally controlled delay, the input signal can be predistorted to account for the
PVT variations. For this to be effective, the delay element needs to be designed for a slightly
larger range and resolution than in the ideal case. It should be noted that predistortion of the
input signal can also be used to compensate for the for the mismatch between the elements of
the tapped delay line discussed above.

Despite the issues associated with mismatch, it has been shown that with proper calibration
this architecture shows great promise for wideband applications. The design in [42] used two
such phase modulators to drive two class-D PAs in outphasing configuration and was able to
transmit WLAN signals with both 20 MHz and 40 MHz channel bandwidths.

2.2.4 Constant-Envelope Direct Upconversion

Another open-loop phase modulator concept is based on the traditional direct upconversion
(Cartesian) transmitter designs. While such transmitters are inferior to polar topologies in
terms of power efficiency, they are known to be very wideband. If phase modulation data is
converted to a constant-envelope I/Q signal by means of a phase-to-IQ converter, the Cartesian
architecture can serve as a phase modulator for a polar PA. If a switching PA is used, additionally
a limiting amplifier is required at the output to convert the phase-modulated signal into a square
wave. This is illustrated in Figure 2.8. In this way, a highly efficient non-linear polar PA can be
employed while still exploiting the high bandwidth of the direct upconversion structure. Using
this architecture, the design proposed in [43] was able to meet the requirements for 20 MHz
WLAN signals.

Compared to other open-loop architectures, this technique in general has a higher power
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Figure 2.8: An open-loop phase modulator based on constant-envelope direct upconversion

consumption, due to the relatively power-hungry DACs and the additional digital circuitry as-
sociated with the phase-to-I/Q conversion. Nevertheless, low-power implementations have been
reported in finer technology nodes. For instance, the phase modulator described in [44], imple-
mented in 65 nm CMOS, consumed only 9 mW of power despite having a high enough bandwidth
to support 20 MHz WLAN signals. Such a low power consumption is mainly due to a simplifica-
tion of the phase-to-I/Q converter. Typically, such a phase-to-I/Q converter needs to run at a
very high clock frequency in order to push spectral replicas (resulting from the zero-order hold
(ZOH) operation of the DACs) outside of the band of interest. Since the relationship between
phase and I/Q is non-linear, complex digital circuitry is required, which drives up the power
consumption. In this design, phase-to-I/Q converter ran at only 200 MS/s. Its output was then
linearly interpolated up to 1 GS/s to push away the spectral replicas. A relatively simple digital
circuit was then used to normalize the I/Q data such that I + Q remained constant. Because
the signal was no longer constant-envelope, the limiting amplifier at the output exhibited AM-
PM distortion. Nevertheless, this effect was small enough that it could be compensated for by
predistorting the input phase signal.

More recently, it has been demonstrated that this architecture can be used for even more
wideband signals. The design presented in [45], implemented in 45 nm CMOS silicon-on-insulator
technology, used two such phase modulators in outphasing configuration. It managed to maintain
good performance for 256-QAM OFDM signals with bandwidths up to 133 MHz in the 10 GHz
band.

2.3 Conclusion

This chapter has presented several phase modulator concepts which have been developed over the
course of the past two decades. Traditional concepts based on modulation of the PLL control
word, have shown to be very well suited for ultra-low-power narrowband applications, since
very little additional circuitry is required. Several bandwidth extension techniques have been
proposed, such as PQN cancellation and digital pre-emphasis, in order to increase the available
modulation bandwidth. Nevertheless, the inherently narrowband nature of the PLL has proven
difficult to overcome. Two-point modulation has been proposed to increase the modulation
bandwidth beyond the loop bandwidth of the PLL, but the effectiveness of this method is limited
due to the gain and phase mismatch between the two paths. Despite the numerous efforts to
correct for this mismatch, neither analog nor digital PLL-based phase modulator implementations
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have been reported which support modulation bandwidths beyond a few MHz.
To allow for more wideband modulation, open-loop phase modulator concepts have been

developed. These concepts typically rely on a PLL to provide quadrature LO phases and then
modulate these outside of the PLL loop. A simple way to achieve this is through the use of
a multiplexer controlled by a Σ∆ modulator. While this allows for a higher bandwidth than
what is achievable with a closed-loop phase modulator, the bandwidth is still limited by the high
quantization noise at higher frequencies that results from Σ∆ modulation. Furthermore, Σ∆
modulators need a high oversampling ratio to be effective, limiting the effective baseband sample
rate. Phase interpolation can be used to achieve finer phase quantization, but the resolution of
the phase interpolator cannot be pushed indefinitely, since the power consumption and layout
complexity associated with driving so manly signals at the LO frequecy would make the design
impractical.

Both delay-line-based phase modulators and modulators based on constant-envelope direct
upconversion have shown to be promising candidates for wideband phase modulation. In both
cases, it has been shown that these architectures can meet the requirements of modern wide-
band communication standards. In the case of the delay-line-based modulators, however, strong
dependence on PVT variations make on-chip calibration algorithms a requirement. Further-
more, this architecture is not amenable to frequency-agile operation. This is due to the fact for
high frequencies a fine resolution is needed, whereas lower frequencies need a large delay range.
Combining these two requirements would result in a very bulky and power-hungry design.

Phase modulators based on constant-envelope direct upconversion do not suffer from this
issue, since in theory, all of the circuitry after the PLL is completely frequency-independent.
The main drawback of this architecture is the relatively high power consumption. However,
when used with a high-power amplifier, as is the case in base-stations, this can have very little
impact on system efficiency. It is for this reason, that the constant-envelope direct upconversion
architecture has been chosen as a base to build upon in this thesis work.
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Chapter 3

System Level Considerations

In order to better understand what is required of the phase modulator, it is important to consider
its performance in the context of the whole TX system. This chapter provides an overview of the
most important system level considerations for the phase modulator design. First, an overview
of the TX system is presented in Section 3.1. The remainder of the chapter deals with the three
main sources of error at the system level, namely, finite modulation bandwidth, quantization
noise and errors associated with input signal interpolation. Section 3.2 discusses the issue of
bandwidth expansion due to the conversion from Cartesian to polar coordinates and its effect
on performance. The effects of finite phase resolution are evaluated in Section 3.3. Section 3.4
shows the advantages and disadvantages of interpolating the input signal to a higher sample rate
using several methods. Finally, some conclusions on the system level are drawn in Section 3.5.

3.1 TX System Overview

While a simplified overview of the digital Doherty TX system developed during this project has
already been discussed in brief in Section 1.3, it is illustrated in much more detail in Figure 3.1.
Included in the figure is a detailed overview of the digital signal processing (DSP) that precedes
the envelope and phase modulators. The input to the system is a 600 MS/s baseband I/Q signal
as well as an upconverting input RF clock at four times the desired carrier frequency. The RF
input is fed to a divide-by-four circuit to produce eight different phases at the carrier frequency
which are all separated by 45◦. The main reason for using eight phases will be discussed in
Section 4.3. The I/Q immediately gets converted to envelope (ρ) and phase (φ) signals using a
COordinate Rotation DIgital Computer (CORDIC) [46].

As with any Doherty system, the input signal needs to be split into two different paths to feed
the main and peak amplifier branches. In a convensional Doherty transmitter the two branches
are driven by identical input signals apart from a 90◦ phase shift. The amplifiers in the two
branches are biased differently such that the main branch is always operational, whereas the
peak branch only turns on when a high power level is required. In this digital Doherty system,
on the other hand, the main and peak branches are identical. The difference between the two lies
in the input signals that are supplied to them. In the case of the ρ signal, it is split into ρmain
and ρpeak using a look-up table (LUT). The φ signal, on the other hand, is fed to both branches
unaltered. In order to get the desired behavior, a 90◦ phase shift between the two branches is
still required, both in the envelope and in the phase paths. For the phase, this shift is achieved
by shifting the phase of the LO rather than that of the input signal. This is easily accomplished
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Figure 3.1: An overview of the digital Doherty TX system including digital processing of the input signals
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by changing the order of the different LO phases which are supplied to the peak branch. For the
envelope path, the 90◦ shift is accomplished using a delay element.

The LUT mentioned above serves an additional purpose apart from separating the envelope
signal. It can also be used for static AM-to-AM digital pre-distortion (DPD). Within each
branch, another LUT handles the AM-to-PM DPD by adjusting the phase signal based on the
appropriate envelope input.

As explained in Section 2.3, the phase modulator developed in this thesis work is based on the
constant-envelope direct upconversion architecture. As such, its input phase signal needs to be
converted to a constant-envelope I/Q signal. This too is done using a LUT, which additionally
serves the purpose of PM-to-PM DPD. Because this system employs a polar PA and the phase
modulator outputs a square wave, which is by nature constant-envelope, this system has no
PM-to-AM distortion. Therefor, PM-to-AM DPD was not required.

All of the digital processing blocks described so far are clocked at 600 MS/s. As will be
discussed Section 3.4, the resulting signals need to be upsampled and filtered to suppress un-
wanted frequency spurs in the output spectrum. In this system, both the envelope and the phase
(represented in the I/Q domain) are upsampled by a factor of four to the carrier frequency and
filtered using a second-order hold (SOH) interpolation filter.

These upsampled envelope and phase signals then get fed to their respective modulators. The
envelope modulator primarily consists of a thermometer encoder to drive the unary-weighted cells
of the DPA. The phase modulator takes the various LO phases and modulates them by the input
phase signal. The output of the phase modulator is a square wave at the LO frequency with a
phase that is equal to the input signal. The outputs of the envelope and phase modulators get
combined at the DPA which constructs the RF signal of either the main or peak branch. Finally,
the outputs of the two branches get combined using a matching network to generate the RF
output. The matching network also provides a 90◦ phase shift at the output of the main branch,
which is needed for Doherty operation.

One of the major difficulties of the polar topologies is the alignment of the envelope and phase
paths. In a traditional system, where the envelope modulation is achieved by modulating the
supply voltage of the PA, this alignment is made difficult due to the very different time constants
associated with the envelope and phase paths. In this system, however, since the envelope
modulation is accomplished in the digital domain, the alignment of envelope and phase is made
easier. Nevertheless, some mismatch in propagation delay is still expected. To compensate
for this, programmable delay elements are inserted after the interpolation filters, such that the
envelope and phase paths can be aligned as part of the calibration procedure.

As explained above, the main and peak branches are functionally identical. The difference
between the two lies only in the supplied input signals and how the outputs are handled by the
matching network. From the perspective of the phase modulator, each branch can be seen as
a separate TX system, which significantly simplifies the analysis and evaluation of the system
performance. For this reason, throughout the rest of this thesis work only a single branch is
considered and the Doherty operation is disregarded for simplicity.

3.2 Bandwidth Expansion

One of the major issues associated with polar transmission is the bandwidth expansion due to
the conversion from Cartesian to polar coordinates. The relationship between I/Q (Cartesian)
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Figure 3.2: Power spectra of an 80 MHz 256-QAM signal and its envelope and phase components

and ρ/φ (polar) representations of the signal are given by

ρ =
√
I2 +Q2 (3.1)

φ = arctan

(
Q

I

)
(3.2)

As can be seen from these equations, this relationship is highly nonlinear, which is the root cause
of the bandwidth expansion.

To demonstrate this, an 80 MHz 256-QAM signal was generated and separated into its en-
velope and phase components. The resulting signal spectra1 can be seen in Figure 3.2. As
the figure shows, although the I/Q signal is contained within an 80 MHz bandwidth, the same
cannot be said for its polar components. Both the envelope and phase signals occupy a band-
width which tends towards infinity. This clearly shows that the envelope and phase modulators
need to support a much larger bandwidth than would be required in a Cartesian transmitter
in order to faithfully reconstruct the input signal. To avoid confusion, a distinction is made in
this thesis work between signal bandwidth and modulation bandwidth. Signal bandwidth refers
to the bandwidth of the I/Q signal which is supplied as input to the TX system. Modulation
bandwidth, on the other hand, refers to the bandwidth that the envelope and phase modulators
need to support.

To determine what modulation bandwidth is required of the phase modulator, the phase signal
was filtered with a set of second-order low-pass Butterworth filters with varying cutoff frequencies.
The resulting phase spectra can be seen in Figure 3.3. Note that the filter bandwidths reported
in the figure are the double sideband (DSB) bandwidths. Since this thesis work deals only with
the design of the phase modulator, any non-idealities in the envelope path are not considered.

The filtered phase signals were combined with the ideal envelope signal to produce the RF
output. The resulting power spectra and constellation diagrams can be seen in Figures 3.4a
and 3.4b, respectively. Note that is that the limited bandwidth of the phase path has only a

1The power spectrum of the phase signal is computed using exp(jφ) rather than φ because φ itself has no
physical representation. Nevertheless, throughout this thesis work it is denoted as the spectrum of φ to keep to
the convention followed in literature.
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Figure 3.3: Power spectra of the phase when filtered with a set of second-order low-pass Butterworth
filters with varying cutoff frequencies

minor effect on the in-band performance. Even a modulation bandwidth of only twice the signal
bandwidth, can meet the EVM requirement, albeit by a very narrow margin. The effect on the
out-of-band performance, however, is much more severe. As can be seen in Figure 3.4a, the RF
output exhibits significant spectral regrowth due to the limited bandwidth of the phase signal. A
modulation bandwidth of at least six times the signal bandwidth is required to meet the ACPR
requirement. An even higher bandwidth is needed to provide enough margin so that the desired
spectral purity can be maintained even when other sources of error are considered.

3.3 Phase Quantization

A critical issue to consider in any digital system is the finite resolution of the various signals.
This introduces quantization noise in the system, which is often the limiting factor for the out-
of-band noise floor. This section investigates the effects of finite resolution of the phase path on
the system performance. Apart from the finite resolution of the I/Q input signal, there are two
DSP operations in the phase path for which the desired resolution should also be determined.
The first is the conversion from I/Q to φ (and ρ) which is performed by the CORDIC, while
the second is the conversion from φ back to constant-envelope I and Q, which is achieved with
a LUT. This is illustrated in Figure 3.5, in which the points at which re-quantization occurs are
made explicit.

A system level simulation was run with an 80 MHz 256-QAM signal in which the input
phase signal (as presented at the output of the CORDIC) was quantized to several different
resolutions. In this simulation, the finite resolution of the I/Q input signal was not taken into
account. The resulting signal spectra and constellation diagrams can be seen in Figures 3.6a and
3.6b, respectively. As shown in Figure 3.6a, each additional bit of resolution improves the out-
of-band noise floor by approximately 6 dB. Additionally, for the lower resolutions, the in-band
noise floor (which also determines the EVM) is significantly worse than the out-of-band noise
floor. This is due to the non-linear relationship between phase and I/Q. This translates into
poor EVM performance for the 4-bit and 5-bit cases, as illustrated in Figure 3.6b.

One of the performance targets for this design is an out-of-band noise floor of better than

25



3.3. PHASE QUANTIZATION CHAPTER 3. SYSTEM LEVEL CONSIDERATIONS

(a)

(b)

Figure 3.4: (a)Power spectra and (b) constellation diagrams of the RF output with band-limited phase
input

−60 dBc. As can be seen from Figure 3.6a, a phase resolution of 8 bits would be sufficient to meet
this target. However, this analysis did not take into account the quantization noise associated
with the envelope path or any other non-idealities that could affect the noise floor. To provide
a margin for error of at least 10 dB, a 10-bit resolution for the phase signal was chosen for this
design.

So far, only the quantization of the phase signal itself has been considered. However, as
explained in Section 3.1, the phase modulator concept that was chosen for this design requires
its input to be supplied as an I/Q signal. Since this too is a digital signal, the φ-to-I/Q conversion
introduces an additional quantization operation. In order to select a suitable resolution for the
I and Q signals, the same simulation was run with a 10-bit phase input and the I and Q
after conversion were quantized to several different resolutions. The resulting signal spectra and
constellation diagrams can be seen in Figures 3.7a and 3.7b, respectively.
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Figure 3.5: Block diagram of the DSP chain of the phase path, showing where re-quantization of the
input signal occurs
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Figure 3.6: (a)Power spectra and (b) constellation diagrams of the RF output with finite phase reso-
lution
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(a)

(b)

Figure 3.7: (a)Power spectra and (b) constellation diagrams of the RF output with 10-bit phase input
and various resolutions in the I/Q domain after φ-to-I/Q conversion

Much like in the previous case, it is the out-of-band performance, rather than the EVM,
that determines what resolution is required. As can be seen from Figure 3.7a, a resolution of
at least 7 bits is required to meet the −60 dBc noise floor requirement. For higher resolutions,
the spectrum quickly converges to that of the input signal. Initially, a resolution of 10 bits was
selected for the I and Q signal, in order to not degrade the out-of-band performance any further.
However, this is directly related to the resolution of the DACs in the phase modulator. In the
later stages of the design, it was found that this decision resulted to a very large area for the
phase modulator. This, in turn, gave rise to high power consumption (due to longer high speed
signal lines) and a high parasitic capacitance. It was later decided to reduce the I/Q resolution
to 9 bits, which largely alleviated these issues. As can be seen in Figure 3.7a, this sacrifices only
about 2 dB in the noise floor when compared to the 10-bit case.
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3.4 Input Signal Interpolation

One of the drawbacks of digital TX systems with respect to their analog counterparts is that
the output spectrum of a digital system will exhibit spectral replicas at integer multiples of the
sampling frequency. This occurs because in a digital system the signals are held at a constant
value between the sampling points and the transition from one value to the next happens almost
instantly. This is known as zero-order hold (ZOH) operation. As such, it is beneficial to operate
the digital TX system at as high a sample rate as possible, to push the spectral replicas far
outside of the band of interest. If they are far enough away, they will be attenuated by the
inherent band-limited nature of the other system components such as, for instance, the antenna.

As mentioned in Section 3.1, the input to this design is an I/Q signal sampled at 600 MS/s.
Therefor, spectral replicas are expected to appear at multiples of 600 MHz away from the car-
rier. The reason for this sample rate stems from the CORDIC, which performs the I/Q-to-ρ/φ
conversion. Due to the complex digital circuitry contained within the CORDIC, it was deemed
infeasible to operate it at a much higher sample rate than this. Thus, other means of suppressing
the spectral replicas had to be considered.

A common solution to this problem is to upsample the data and filter it using an interpo-
lation filter. Although many different types of interpolation filters exist, only kth-order hold
finite impulse response (FIR) interpolation filters were considered, due to their relative ease of
implementation. The simplest of these filters is the ZOH interpolation filter. For an upsampling
factor of L, its impulse response can be defined as

hZOH(n) =

{
1 if n ∈ [0, L− 1]

0 otherwise
(3.3)

where n is an integer sample number. Note that if no explicit upsampling is performed, this
is effectively the interpolation filter that is applied when viewing a discrete-time signal in the
continuous-time domain.

Higher-order interpolation filters can be recursively derived from the ZOH impulse response
as follows:

hkOH(n) =
1

L
h(k−1)OH(n) ∗ hZOH(n) (3.4)

where hkOH(n) and h(k−1)OH(n) are the impulse responses of the kth-order hold and the (k−1)th-
order hold, respectively, and ∗ is the convolution operator.

In the frequency domain, the transfer function of a kth-order hold interpolation filter is given
by

HkOH(f) = sinck+1

(
f − f0
fs

)
(3.5)

where f0 and fs are the center frequency and sampling frequency, respectively.
In this design, an upsampling factor of four was chosen, such that the resulting signal is

clocked at the LO frequency. Besides the unaltered ZOH response, first-order hold (FOH),
second-order hold (SOH) and third-order hold (TOH) interpolation filters were considered. Their
respective impulse responses can be seen in Figure 3.8a. In the figure, the responses are centered
around n = 0 for easier comparison. The frequency domain responses, evaluated at baseband
(i.e. f0 = 0), are shown in Figure 3.8b.

As discussed above, the phase needs to be converted to an I/Q signal before it can be fed
to the phase modulator. This gives rise to two distinct ways to interpolate the phase signal:
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Figure 3.8: (a) Impulse responses and (b) frequency responses of ZOH, FOH, SOH and TOH interpo-
lation filters

either before the conversion (in the phase domain), or after the conversion (in the I/Q domain).
These two situations are presented graphically in Figure 3.9. Both cases were considered for
this design. In terms of implementation, the former option has two major drawbacks. Firstly,
the interpolation filter would need to operate on the unwrapped phase signal. This would most
likely require the use of modulo arithmetic, as the true unwrapped phase signal is theoretically
unbounded. Secondly, the LUT which is responsible for the φ-to-I/Q conversion would have to
run at 2.4 GS/s, which would increase both the power consumption and the design complexity.
By interpolating the phase in the I/Q domain, these issues can be avoided. However, by doing
this, the resulting I/Q signal is no longer constant envelope, which may pose problems for the
phase modulator.

To compare the effects of the various interpolation filters on the system performance, a
simulation was run with an 80 MHz 256-QAM signal sampled at 600 MS/s. Both the envelope
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Figure 3.9: Two ways of interpolating the phase signal: (a) in the phase domain, (b) in the I/Q domain

and phase signals were upsampled to 2.4 GS/s and filtered with one of the selected interpolation
filters. The resulting spectra and constellation diagrams in the case of phase interpolation in the
phase domain can be seen in Figure 3.10. The same plots for phase interpolation in the I/Q
domain can be found in Figure 3.11.

As expected, in both cases, the ZOH interpolation has a negligible effect on system perfor-
mance, except for the spectral replicas at multiples of 600 MHz away from the carrier. Higher-
order interpolation filters suppress these replicas but sacrifice both in-band and out-of-band
performance. As shown in Figure 3.10a, if the phase is interpolated in the phase domain, FOH
interpolation suppresses the replicas by approximately 20 dB. However, both the in-band and
out-of band noise floors are significantly degraded. As can be seen in Figure 3.10b, the in-band
degradation results in an EVM of approximately −41 dB. With SOH interpolation, spectral
replicas are attenuated even further, as is the out-of-band noise floor. In-band, however, the
EVM is degraded by approximately 3.5 dB. Finally, with TOH interpolation, the out-of-band
noise floor is even lower and the spectral replicas are no longer visible. However, this comes at
the cost of another 2.4 dB of EVM performance.

If the phase is interpolated in the I/Q domain, the effect of interpolation on the spectral
replicas is similar, as shown in Figure 3.11a. However, the out-of-band noise floor seems to be
limited to approximately −65 dB. As a result, although there is some benefit to using SOH over
FOH in terms of suppression of the spectral replicas, the out-of-band performance gain of TOH
interpolation is negligible. The EVM, shown in Figure 3.11b, follows a similar trend as in the
previous case. It should be noted, however, that for FOH, SOH and TOH, the EVM is roughly
4 dB better than if the phase is interpolated in the phase domain.

As these results have shown, suppressing the spectral replicas by interpolation of the input
signals comes at the cost of perfomance in other areas. For this design, it was chosen to do
the phase interpolation in the I/Q domain, partly because it is easier and more power-efficient
to implement, and partly due to the somewhat better in-band performance. Of the different
interpolation filters, SOH was chosen because it attenuates the replicas almost down to the noise
floor, while maintaining a better in-band performance than TOH. All in all, it can be seen that
of the three different sources of error discussed in this chapter, this is by far the most severe,
and it leaves little to no margin for achieving the target specifications. Yet, it was deemed a
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Figure 3.10: (a)Power spectra and (b) constellation diagrams of the RF output with phase interpolation
in the phase domain

necessary measure to ensure that the spectral replicas can be suppressed. In order to make sure
that the system performance could be evaluated without being limited by the input signal, an
option was added to bypass the interpolator entirely. In this way, if the spectral replicas can be
tolerated, the system performance can be measured with a much cleaner input signal.

3.5 Conclusion

This chapter presented a system-level overview of the transmitter system including the digital
processing blocks that precede the envelope and phase modulators. The issue of bandwidth
expansion in polar transmitters was examined, and it was found that the phase modulator needs
to support a modulation bandwidth of at least six times the signal bandwidth in order to meet
the ACPR requirement. The quantization noise caused by a finite phase resolution was also
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Figure 3.11: (a)Power spectra and (b) constellation diagrams of the RF output with phase interpolation
in the I/Q domain

considered. This primarily affects the achievable out-of-band noise floor. A resolution of 10 bits
was chosen for the phase signal which is then converted to a constant envelope I/Q signal with
9-bit resolution. This provides approximately a 10 dB margin to the target noise floor.

Finally, it was shown that a digital TX system exhibits spectral replicas at integer multiples
of the sampling rate. These replicas need to be either pushed far enough outside the band of
interest, or they must be attenuated by other means, to not interfere with other communication
channels. The former was not an option for this design due to the speed limitation of the
CORDIC, so SOH interpolation was employed to suppress the replicas. In the phase path, this
interpolation was done after φ-to-I/Q conversion to simplify the design, save power and to achieve
better in-band performance. Unfortunately this interpolation scheme limits the achievable system
performance providing almost no margin to meet the target specifications. An option to bypass
the interpolators was added to be able to evaluate the performance of the system when it is not
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limited by the input signal, but in this case the spectral replicas need to be tolerated.
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Chapter 4

Conceptual Design

As was explained in Chapter 2, the constant-envelope direct upconversion architecture (Fig-
ure 2.8) was considered the most suitable starting point for the phase modulator developed in
this thesis work. Chapter 3 presented the system-level perspective and set some requirements
on the attainable modulation bandwidth and resolution of the phase path. It also showed the
digital processing blocks that precede the modulator and how they affect the performance. This
chapter deals with the internals of the phase modulator itself, outlining the steps taken to arrive
at the final conceptual design.

First, the starting point for this design, a modified version of the constant-envelope direct
upconversion architecture, is presented in Section 4.1. Section 4.2 discusses the importance of
low-pass filtering in this architecture and shows that restricting the design to only using RC
filtering limits the achievable performance. Section 4.3 proposes a solution to this issue: using
a harmonic rejection architecture to significantly relax the filtering requirements. Finally, the
chapter is summarized and several conclusions are drawn in Section 4.4.

4.1 Phase Modulator Architecture Overview

Although the general architecture of the chosen phase modulator concept was covered in Sec-
tion 2.2.4, it is instructive to consider how it can best be applied in the context of this TX system.
The modified phase modulator architecture which served as the starting point for this design is
shown in Figure 4.1. The φ-to-I/Q converter, which was covered in Chapter 3, is included in
the figure for completeness.

At the core of the phase modulator is an I/Q radio frequency digital-to-analog converter
(RF-DAC), which consolidates the mixing operation, the digital-to-analog conversion and the
summation of the I and Q paths into a single circuit block [47]. The DACs in this block are
based on the well-known current steering architecture. This is a common choice for high-speed
designs since its speed is only limited by the pole of the output impedance [48]. These DACs are
fully differential and operate in current mode. As such, the summation can easily be achieved,
simply by connecting the differential output nodes together. As can be seen in Figure 4.1, the
mixing operation occurs in the digital domain, before the digital-to-analog conversion. This
is common practice for RF-DAC designs ([49]–[51]) and will be explained in more detail in
Chapter 5.

Since the RF-DAC employs digital mixing, its output will be the sum of two square waves
of varying amplitudes. This means that apart from the fundamental (LO) frequency the signal
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Figure 4.1: Modified constant-envelope direct upconversion architecture — the starting point for this
design

will contain significant odd-order harmonic content. As will be discussed in more detail in the
following section, it is vital that these higher harmonics are filtered out. Therefor, the output of
the RF-DAC is fed into a low-pass filter (LPF).

The final stage of the phase modulator is a limiting amplifier which amplifies the filtered
signal until it clips at the supply voltage. Provided the amplifier has enough gain, the output
will approximate a square wave, the phase of which is specified by the input signal. This square
wave can then be used to drive the phase input of the digital PA.

4.2 The Importance of Filtering

As explained above, it is essential that the output of the RF-DAC is low-pass filtered before it
is fed to the limiting amplifier. The reason for this stems from the fact that, ideally, a limiting
amplifier approximates the sign function:

sgn(x) :=


−1 if x < 0

0 if x = 0

1 if x > 0

(4.1)

Thus, it can be said that a limiting amplifier operates on the zero-crossings of the input signal.
The output of the RF-DAC, however, is a summation of two square waves, in which only the
fundamental component is the signal of interest. Due to the higher harmonics present in this
signal, its zero-crossings will be unrelated to the zero-crossings of the fundamental, which will
result in a phase error at the output of the limiting amplifier.

To demonstrate this, the time-domain waveforms of the various signals were analyzed for an
input phase of φin = 30◦. Figure 4.2a shows the waveforms of the I and Q components as they
appear at the outputs of their respective DACs. The I and Q waveforms are square waves with
a frequency equal to fLO and their amplitudes are given by cos(φin) and sin(φin), respectively.
The Q waveform leads the I waveform by a quarter of the LO period, which constitutes a 90◦

phase shift.
The sum of these two waveforms is shown as the green curve in Figure 4.2b, while the black

curve is its fundamental component, which is the desired signal. This clearly shows that if the
output of the RF-DAC is fed directly to the limiting amplifier without any filtering, it would
produce erroneous results. In fact, if no filtering is applied, then for any φin the output of the
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Figure 4.2: Time-domain waveforms of (a) the I and Q components and (b) their unfiltered and filtered
sum for φin = 30◦

limiting amplifier can only assume one of four discrete phases, namely: 0◦, 90◦, 180◦ or 270◦,
since these are the only phases at which the zero-crossings can occur.

It should now be clear that some form of filtering is required to achieve adequate phase
modulator performance. Typically, in low-GHz RF designs, on-chip filtering is accomplished
by passive RC or LC filters. LC filters are generally considered to be superior because they
allow for complex poles in the filter transfer function. This allows for finer control of the filter
characteristics. However, as discussed in Section 1.5, one of the goals of this thesis work is to
arrive at a phase modulator design which does not include inductors. Thus, LC filters were not
an option for this design.

Complex poles could also be achieved by employing active filters, which consist of amplifiers
in feedback configuration. The filter characteristics are then set by the RC feedback network.
However, the amplifiers must have a very high gain to ensure good performance, which is difficult
to achieve at such high frequencies. Therefor, active filters were not considered for this design.

Thus, it was decided to do the filtering with RC filters only. Only 1st-, 2nd- and 3rd-order
filtering was considered, as higher order filters were deemed impractical. To visualize what can
be expected from RC filtering, the RF-DAC output in the example above was filtered with a 1st-
order RC filter with a cut-off at the LO frequency. The result was the pink curve in Figure 4.2b.
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Figure 4.3: Static phase error at the output of the limiter for 1st-, 2nd- and 3rd-order RC filtering

As the figure shows, although the filtered waveform more closely approximates the desired signal
than the unfiltered RF-DAC output, sharp transitions are still clearly visible at the time points
where the RF-DAC output changes value. This leads to a phase error at the output of the
limiting amplifier.

To determine the extent of this phase error, a transient simulation was run with a close-to-
ideal RFDAC the output of which was filtered by a cascade of RC filter stages. Each stage had a
cut-off at the LO frequency. This was considered a decent compromise between poor attenuation
of harmonics if the cut-off frequency is too high and too strong attenuation of the fundamental if
the cut-off frequency is too low. Buffers consisting of ideal voltage-controlled voltage sources were
inserted between the stages to eliminate any loading effects. Non-idealities in the RF-DAC were
kept to a minimum and were only introduced to achieve reliable convergence in the simulation.
To emulate the behavior of an ideal limiter, the sign function was applied to the output of the
filter.

In the simulation, the input phase φin was swept from 0◦ to 360◦ in 5◦ steps. For each φin,
the output was allowed to settle to steady-state and the waveforms were analyzed. The phase
error at the output of the limiter was computed by comparing the zero-crossings of the output
to those of an ideal square wave with a phase equal to φin. Note that any causal filter also
introduces a constant phase shift. This phase shift is not considered to be part of the phase
error, since it can easily be corrected for by a programmable delay in the envelope path before
the envelope and phase paths are recombined at the input of the DPA. In this analysis, this
phase shift was computed in such a way that minimum and maximum values of the phase error
were of equal magnitude (i.e. so that the error is centered around 0◦).

The simulation results can be seen in Figure 4.3. As the figure shows, if only 1st-order RC
filtering is used, the phase error is as large as ±10◦. For 2nd- and 3rd-order filtering the maximum
phase error is ±3.2◦ and ±1.8◦, respectively. As can be seen, the phase error as a function of φin
is periodic with a period of 90◦. For 2nd- and 3rd-order filtering in particular, the phase error φε
can be modeled by a sine wave as

φε(φin) = Aε sin (4φin + φε,0) (4.2)

where Aε is the amplitude of the error and φε,0 represents a constant shift along the φin axis.
To investigate what phase error can be tolerated while still meeting the target requirements,

a system-level simulation was run with an 80 MHz 256-QAM signal. The phase modulator had
a distortion profile as defined in Equation 4.2. In this simulation, Aε was swept from 0.5◦
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(a)

(b)

Figure 4.4: (a)Power spectra and (b) constellation diagrams of the RF output with a sinusoidal phase
error profile with varying amplitudes

to 5◦ in 0.5◦ steps, whereas φε,0 was set to 0◦. Although various values of φε,0 were initially
considered, the simulation results were all within 0.5 dB of each other, so the effect of φε,0 was
considered to be negligible. The resulting power spectra and constellation diagrams of the RF
output are shown in Figure 4.4. As the figure shows, Aε must be less than 1◦ to satisfy the
ACPR requirement, although less than 0.5◦ is desirable to have some margin. For the EVM, the
performance degradation due to phase error is somewhat less severe, with Aε = 1◦ resulting in a
6 dB margin.

These simulation results clearly show that even 3rd-order RC filtering under near-ideal con-
ditions would not be able to meet the targeted system requirements. In reality, however, the
phase error would be even worse due to, for instance, DAC nonlinearity. Furthermore, in this
simulation only the static phase error was considered, i.e. the phase error after settling. In a
practical circuit, due to memory effects, a dynamic phase error would also be introduced, which
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would degrade the system performance even further. Thus, another solution to this filtering issue
had to be found.

4.3 The Harmonic Rejection Architecture

In light of the problems discussed above, another solution was sought to be able to sufficiently
suppress the harmonics in the RF-DAC output while being restricted to RC filtering only. Upon
further investigation, it was found that the dominant source of error stemmed from the 3rd and
the 5th harmonics, as these were only moderately attenuated by the RC filters alone. To solve
this problem, the harmonic rejection architecture was introduced. This was first proposed in [52]
as a mixer architecture, but is equally applicable to RF-DACs. By employing three RF-DACs
with proper gain scaling and their LO inputs shifted by 45◦ relative to one another, the 3rd and
the 5th harmonics can be canceled out. This would significantly relax the filtering requirements
and make RC filters a viable solution. A block diagram of this concept is shown in Figure 4.5a.
It shows the three RF-DACs connected in parallel but supplied with different clocks. RF-DACs
1 and 3 are set to have a normalized gain of 1, whereas RF-DAC 2 has a gain of

√
2. For brevity,

this architecture is termed the harmonic rejection RF-DAC (HR-RF-DAC), and is referred to as
such throughout the rest of this thesis work.

The harmonic cancellation operation resulting from this architecture can be explained by
examining the phasor diagrams at the fundamental frequency and the 3rd and 5th harmonics.
These phasor diagrams can be seen in Figure 4.5b. If it is assumed that the output of RF-
DAC 1 has a fundamental component of 1]0◦, then the outputs of RF-DACs 2 and 3 will have
fundamental components of

√
2]45◦ and 1]90◦, respectively. The sum of these three phasors is

2
√

2]45◦, thus, for the fundamental component the signals are added constructively.
For higher harmonics, a similar analysis is performed, but because the frequency of the nth

harmonic is n times the frequency of the fundamental, the phase shift between the phasors will
be n · 45◦. As can be seen in Figure 4.5b, for the 3rd and 5th harmonics, this results in the
outputs of the three RF-DACs adding destructively, thereby canceling out the harmonics.

The effect of harmonic rejection can also be seen in the time domain. An input phase of
φin = 30◦ was taken as an example. The time-domain output of the HR-RF-DAC is depicted
in Figure 4.6. Also shown in the figure are the waveforms after filtering, both with an ideal
brickwall filter and with a 1st-order RC filter. It can be seen that even without filtering, the
HR-RF-DAC output resembles a sine wave much more closely that the output of a single RF-
DAC (Figure 4.2b). Nevertheless, the zero-crossings can only occur at eight discrete time points
during a period, so filtering is still required. Similarly, when this waveform is filtered with a
1st-order RC filter with a cut-off at the LO frequency, the waveform approximates that of the
ideal signal rather well, albeit with a slight phase shift.

To determine the filter order needed to satisfy the static error requirement, the transient sim-
ulation described in the previous section was run again, now with the HR-RF-DAC architecture.
The resulting static phase error φε as a function of φin is shown in Figure 4.7. Compared to
the case without harmonic rejection (Figure 4.3), the situation is considerably improved. With
only 1st-order RC filtering the error is limited to ±2.2◦. For 2nd- and 3rd-order filtering, the
amplitudes of the error are 0.37◦ and 0.14◦, respectively.

It should be noted that due to the introduction of four additional LO phases, the period of
φε(φin) has decreased to 45◦. The system-level simulation from the previous section was run with
this new distortion profile for various error amplitudes. The results are illustrated in Figure 4.8.
Comparing this to the case without harmonic rejection (Figure 4.4), it can be seen that for
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Figure 4.5: The harmonic rejection architecture showing (a) the block diagram and (b) the phasor
diagrams for the fundamental frequency and the 3rd and 5th harmonics

the same Aε both the EVM and the close-in spectrum show an improvement of approximately
3 dB. This comes at the cost of worse far-out performance. Nevertheless, the static phase error
specification of Aε < 0.5◦ remains the same, in order to leave enough margin for other error
sources. As shown in Figure 4.7, 2nd-order RC filtering is sufficient to meet this specification,
and was therefor chosen for this design.

4.4 Conclusion

This chapter discussed the importance of filtering the output of the RF-DAC in order to minimize
the static phase error of a phase modulator based on the constant-envelope direct upconversion
architecture with digital mixing. It was shown that if the design is restricted to using only
RC filtering, even a 3rd-order filter is not enough to meet the EVM and ACPR specifications.
However, by making use of the harmonic rejection architecture to cancel out the 3rd and the 5th
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Figure 4.6: Time-domain waveforms at the output of the HR-RF-DAC before and after filtering for
φin = 30◦
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Figure 4.7: Static phase error at the output of the limiter for 1st-, 2nd- and 3rd-order RC filtering with
harmonic rejection

harmonics, the filtering requirements can be significantly relaxed. This makes it possible to meet
the requirements with only a 2nd-order RC filter. This architecture requires the use of three RF-
DACs rather then one, with the clocks of each successive RF-DAC shifted by 45◦. Additionally,
the gain of the second RF-DAC has to be scaled by a factor of

√
2, relative to the other two

RF-DACs. This is reflected in Figure 4.9, which shows the revised phase modulator concept
chosen for this design. The term harmonic rejection RF-DAC (HR-RF-DAC) was introduced to
describe the combination of these three RF-DACs as a single circuit block.

Use of the HR-RF-DAC architecture comes at the cost of a larger area and a higher power
consumption due to the use of three RF-DACs rather then one. Furthermore, this architecture
requires eight different LO phases instead of four, which increases the power consumption even
further. However, if this phase modulator concept is used in conjunction with a high-power PA,
as is the case in base-station applications, then these disadvantages will have a minimal effect
on system efficiency and overall cost. Thus, these issues were tolerated to be able to meet the
in-band and out-of-band spectral purity requirements.

For RC filter used in this design consists of two RC low-pass stages, each with a cut-off
frequency at the LO frequency, namely 2.4 GHz. This ensures good suppression of higher har-
monics with only moderate attenuation of the fundamental component. At first glance, this may
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(a)

(b)

Figure 4.8: (a)Power spectra and (b) constellation diagrams of the RF output with a sinusoidal phase
error profile with varying amplitudes, in the case of harmonic rejection

seem to conflict with the modulation bandwidth requirement of 480 MHz specified in Section 3.2.
However, as the transfer function of a 2nd-order RC filter exhibits a very gentle roll-off around
the cut-off frequency, neither the attenuation nor group delay vary significantly in the 480 MHz
band centered at the LO. Thus, the filter will not have a significant performance impact on the
modulated signal.

It should be noted that, apart from the filter itself, this concept is frequency-independent.
At the high side, the operational frequency will still be limited by parasitics and the speed of the
digital logic. Lower operational frequencies, however, can easily be achieved simply by lowering
the LO frequency and changing the cut-off frequency of the filter. To accommodate for this,
the capacitors used in the filter can be implemented as programmable capacitor banks. In this
design, the lowest cut-off frequency of the filter was chosen to be 900 MHz, to limit the area
required for the capacitor banks.
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Chapter 5

Detailed Design

The previous chapter presented the high-level phase modulator concept that was chosen for this
design. This chapter describes the process of implementing this concept in 40 nm complementary
metal-oxide-semiconductor (CMOS) 1-poly-7-metal TSMC technology with a 1.1 V supply.

First, a top-level overview of the system is presented in Section 5.1, showing the three major
components of this design: the HR-RF-DAC, the filter and the limiting amplifier. The majority
of the design effort is focused on the constituent mixing DACs of the HR-RF-DAC, and their
design is detailed in Section 5.2. The designs of the limiting amplifier and the filter are described
in Section 5.3 and Section 5.4, respectively. The layout of the individual blocks is shown in
their respective section. The top-level layout combines these blocks to form the complete phase
modulator implementation, and is discussed in Section 5.5. Finally, some conclusions are drawn
in Section 5.6.

5.1 Top-Level Overview

The top-level schematic of the phase modulator developed during this thesis work is shown in
Figure 5.1. As the figure shows, the inputs for this design are I and Q data words as well as
eight phases of the LO clock, spaced 45◦ apart. As discussed in Chapter 3, the I and Q data
is quantized to 9 bits and has a sample rate of 2.4 GS/s. The output of this phase modulator
is a differential rail-to-rail square wave at the LO frequency with a modulated phase based on
the I/Q inputs. In the figure, this signal is designated vo,lim and is the output of the limiting
amplifier.

As was discussed in Chapter 4, the core of this design is the HR-RF-DAC, which comprises a
total of six DACs: three for I and three for Q. Each DAC includes a mixer in the digital domain,
which upconverts the I or Q data from baseband up to the LO frequency. To avoid confusion,
this combination of mixer and DAC is termed a ‘mixing DAC’, whereas simply ‘DAC’ is used
to refer to the only the part after the mixer. It should be noted that from the mixing operation
onwards, the entire phase modulator design is fully differential. This serves to eliminate any
even-order harmonic distortion and effectively doubles the dynamic range of all signals in the
voltage domain when compared to a single-ended topology. For differential mixing, however,
both the LO and the I/Q inputs need to be differential as well. In the case of the LO signal, this
is achieved by supplying each mixer with two different phases of the LO, spaced 180◦ apart. As
the I and Q data is supplied from digital logic which is single-ended in nature, its conversion to
a differential form is less straightforward, and will be discussed in more detail in Section 5.2.6.
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The output of the mixing operation is a 9-bit digital word which is supplied as input to a
current steering DAC. As was mentioned in Section 4.1, the current steering topology was chosen
both for its high speed capabilities as well as the relative ease with which the output of multiple
DACs can be summed together. Figure 5.1 shows the ideal model of such a DAC. The model
comprises two current sources, with the output currents of these sources given by

Iout+ = mI0 (5.1)
Iout− = (N −m)I0 (5.2)

where m is the input code, N is the maximum value this code can take (N = 511 for a 9-bit
DAC), and I0 is the reference current of a single unit cell. Note that in the case of I-DAC 2
and Q-DAC 2, the output is scaled by a factor of

√
2, as is required for harmonic rejection. The

outputs of all six DACs are summed by connecting them at the same two nodes, such that the
DACs are connected in parallel. This produces the differential output current of the HR-RF-DAC
(superimposed on a DC current component).

The load for the HR-RF-DAC is a differential RC filter. This filter is composed of two
branches, each consisting of a resistor and capacitor connected in parallel, with one end connected
to the supply. The capacitors are made programmable such that different cut-off frequencies can
be selected for use with different LO frequencies. As discussed in Chapter 4, this filter serves
to filter out higher harmonics resulting from non-linear mixing, which would otherwise degrade
the phase modulator performance. Furthermore, the filter converts the current-mode output
of the HR-RF-DAC to a differential voltage, vo,DAC , which is supplied as input to the limiting
amplifier. The limiting amplifier amplifies this voltage until it clips at the supply rails, producing
the phase-modulated square wave, vo,lim, which is the output of this phase modulator.

One thing to note is that the filter in this design is implemented as a single RC stage,
even though it was concluded in Section 4.3 that two stages are required to meet the target
specifications. During the design of the limiting amplifier, it was found that several gain stages
were needed in order to achieve a high enough amplification. Each stage had a voltage gain of only
approximately 3 to 4, and as a result, the signal at the output of the first stage was small enough
that the amplification could be considered to be linear. Furthermore, the bandwidth of the first
stage was only slightly higher than 2.4 GHz. It was decided to make use of these characteristics
and thus the first stage of the limiter now additionally serves as the second stage of the filter.
This not only saved additional design time (due to not needing to increase the bandwidth) but
also isolated the filter stages, removing any loading effects. An additional capacitor was added to
load the output of the first stage, setting the pole of the transfer function to 2.4 GHz. Much like
in the case of the RC filter, this capacitor was made programmable, to maintain frequency-agile
operation.

5.2 Mixing DAC Design

The mixing DAC in this design integrates a current-steering DAC and a mixer in a single circuit
block. As was discussed in the previous section, six such mixing DACs make up the HR-RF-
DAC, where two of the mixing DACs have a gain a factor of

√
2 larger than the other four. This

section describes the design process of the DAC and mixer components as well as the associated
digital circuitry, both at the schematic and layout levels.
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Figure 5.1: Top-level schematic of the phase modulator

5.2.1 Current-Steering DAC

The principle of operation of the current-steering topology is shown in Figure 5.2a. Such a DAC
consists of a set of DC current sources each connected to a switch. The input code m is a digital
word consisting of n bits (m0 . . .mn−1) where each bit controls the switch of the corresponding
current source and connects the current source to either the positive or the negative output. The
DAC output ports are connected through a load to the supply voltage. A number of different
load configurations are possible, including coupled inductors or a transimpedance amplifier, but
as discussed above, for this design, the load is an RC filter.

The current-steering topology is a popular choice for high-speed DAC designs because the
speed of this DAC is only limited by the pole in the output impedance [48]. In this case, the
output impedance is the parallel combination of the load, the output impedance of the DAC
itself (which is finite due to non-idealities of the current sources) and any interconnect parasitics.
One of the reasons for the high speed that can be achieved with this topology is the fact that the
current sources are always on, and do not need to settle to a new value whenever the input code
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Figure 5.2: The current steering DAC topology showing (a) the principle of operation and (b) a typical
implementation of a unit cell

of the DAC changes. The change in code only redirects the current to flow through a different
path by using a digital switch. Such switches can be made very fast in modern deep submicron
CMOS technologies, and usually do not limit the speed of the DAC.

The fact that the current sources are always on also means that the total current drawn from
the supply remains constant. Assuming a linear load, this also means that the common-mode
voltage of vo stays constant. This common mode voltage can be set to a desired value by properly
sizing the load resistors and the unit cell current I0.

A typical implementation of a unit cell for a current-steering DAC is shown in Figure 5.2b.
A unit cell contains a current source providing a DC current I0 and a switch to steer this current
through either the positive or negative output port. In the figure, the current source transistor
is denoted as M1 and is biased in the saturation regime by bias voltage Vb. Although a single
transistor can be a good enough current source in some applications, the analog performance
of deep submicron CMOS devices suffers from poor output impedance, which would result in
DAC non-linearity. For this reason, the current source is supplemented with a cascode transistor
(M2) biased with Vc, which helps to increase the output impedance of the current source. This
comes at the cost of a higher saturation voltage for the current source, which in turn reduces
the available voltage headroom left for the signal. However, in modern CMOS technologies, it is
often a necessary measure to achieve adequate DAC linearity. The switch is implemented as a
digitally driven differential pair (M3 and M4). Note that the digital code needs to be available
as a differential signal for this switch to function.

5.2.2 Digital Mixer

The baseband data needs to be upconverted to the LO frequency through mixing. Traditionally,
this is done after the DAC using a double-balanced mixer configuration as shown in Figure 5.3.
By providing a sinusoidal LO signal and with proper biasing, this circuit can perform a linear
mixing operation. The phase modulator in [44] used this approach to eliminate higher harmonics
in the output of the mixer, thereby relaxing the filtering requirements. The sinusoidal LO signal
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Figure 5.3: Typical mixing DAC implementation making use of a double-balanced mixer

was generated from a square wave by tuning the LO driver with an LC resonant circuit. This
approach was dismissed for this thesis work, however, for a number of reasons. First of all, one
of the goals of this work is to develop an inductor-less phase modulator concept. Using an LC
tank for tuning would also make it difficult to achieve a wide range of operating frequencies.
Furthermore, this design aims to be as digital as possible to benefit from technology scaling and
using a linear mixer would only degrade the performance at finer technology nodes. Finally, due
to their resistive nature, linear mixers are known to have poor noise performance. As such, in
modern systems, switching mixers are generally preferred.

The mixer in Figure 5.3 can also be driven by a rail-to-rail square wave LO signal, such
that the transistors act as switches. This eliminates the issues mentioned above but introduces
higher-order harmonic content at the output of the mixer because the output signal itself will
also be a square wave. As explained in Chapter 4, this is corrected for by the HR-RF-DAC
architecture and a 2nd-order RC filter.

Although this was the initial architecture considered for this phase modulator design, several
drawbacks surfaced during the design process. First of all, the CMOS devices in the mixer core
needed to be quite large to be able to handle the output current of the DAC, which resulted in
a high parasitic capacitance at the output nodes. Furthermore, because the source voltage Vs of
the mixer devices had to be at least as high as the saturation voltage of the current sources in
the DAC (approximately 250 mV), the overdrive voltage Vgt (given by the difference between the
gate-source voltage Vgs and the threshold voltage Vth) was significantly reduced. This, combined
with the high gate-source capacitance Cgs made it difficult to achieve fast switching behavior.
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Figure 5.4: Schematics of (a) the mixing DAC unit cell and (b) the XOR gate

Finally, due to the finite on-resistance of the devices, the mixer incurred a voltage drop which
reduced the available voltage headroom.

To combat these issues, it was decided to remove the mixer from the transistor stack and
instead implement it in the digital domain before the analog-to-digital conversion. This has the
drawback of requiring the DAC to have a higher bandwidth, since the signal is now centered at
the LO frequency rather than DC, but the current-steering DAC architecture is well-suited to
handle that bandwidth. For this design, it was chosen to implement the mixing operation on
a bit-by-bit basis inside the mixing DAC unit cell. The schematic of this unit cell is shown in
Figure 5.4a. Rather than driving the switch transistors M3 and M4 directly with the appropriate
data bit, as with a traditional current-steering architecture, the switches are driven by two XOR
gates (X1 and X2). The inputs to these XOR gates consist of the data bit mi and the positive
and negative LO waveforms. For a constant mi, the unit cell output current will be switched
between the positive and negative output nodes at the LO frequency. When mi changes state,
the polarity of the output current waveforms will be reversed. In this way, digital mixing is
achieved.

The schematic of the XOR gate used in this design is shown in Figure 5.4b. The XOR gate
consists of two transmission gates, each consisting of an NMOS and a PMOS device. Input A
was used for the data bit, whereas input B was used for the LO. To achieve the differential signal
required for the switch transistors M3 and M4, the positive and negative LO inputs of X1 were
reversed with respect to X2. Since each XOR gate only has to drive the gate of a single transistor,
which as will be explained in Section 5.2.4 was set to minimum size, the load at the output of
the XOR gates was very small. Because of this, all four transistors in the XOR gate could be
made minimum size and still maintain the desired switching speed. Note that, although it is not
made explicit in Figure 5.4a, both the LO and mi inputs need to be provided as complementary
signals for the XOR gate to function.

Although this mixing DAC architecture addresses the issues of the double-balanced mixer
discussed above, it has a serious disadvantage that has not yet been considered. While a double-
balanced mixer has excellent suppression of LO feed-through to the output, the same can not be
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Figure 5.5: The effect of charge injection on the mixing DAC unit cell output

said of this topology. Due to the gate-drain capacitance Cgd of switching transistors M3 and M4,
a sharp transition in the gate voltage will cause a disturbance at the drain of the device. This
mechanism is known as charge injection and is illustrated in Figure 5.5. As shown in the figure,
each rising or falling edge at the output of the XOR gates will cause some charge to couple to the
output to the output nodes resulting in a voltage (and current) spike. Since the resulting error
at the output of the unit cell is periodic with a frequency equal to the LO frequency, the DAC
output will exhibit LO feed-through. In principle, the gate-source capacitance Cgs also causes
charge to be injected at the source of transistors. However, since the sources of M3 and M4 are
connected to the same node, the charge injected through one capacitor will be ejected through
the other, thus canceling out this effect. The double-balanced mixer configuration does not suffer
from LO feed-through due to the fact that each output node is connected to two transistors, each
driven by opposite phases of the LO.

Preliminary schematic-level simulations with this mixing DAC architecture showed that the
maximum static phase error of the phase modulator was approximately 1.5◦, which is significantly
higher than expected phase error discussed in Section 4.3. It was found that LO feed-through due
to charge injection was the dominant source of this error. To address this issue dummy switch
transistors M5 and M6 were employed, in the way illustrated in Figure 5.6. These transistors
were made the same size as M3 and M4 so that Cgd was equal for all four devices. The gates
of M5 and M6 were connected to the gates of M3 and M4, respectively, but the drains were
cross-connected so as to cancel out the charge-injection. The sources of M5 and M6 were only
connected to each other to not have any further effect on the circuit. With this addition, the
maximum static phase error of the modulator was reduced to approximately 0.4◦ degrees, which
is only slightly higher than in the ideal case presented in Section 4.3. Despite effectively doubling
the load of the XOR gates, it still proved to be sufficiently small that the devices comprising the
XOR gates could be left minimum size while maintaining a high switching speed.
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Figure 5.6: Mixing DAC unit cell with charge-injection cancellation

5.2.3 Unary/Binary Segmentation

An important factor in DAC performance is the choice between unary and binary weighted cells.
In a binary weighted DAC design, each input bit is directly used to switch on or off a cell which
is sized proportionally to the weight of that bit. In other words, the input bit mi will control
a cell whose output current (in the case of a current-steering DAC) will be a factor of 2i times
larger than the LSB current I0. Figure 5.2a in Section 5.2.1 illustrates this approach. In the
unary weighted, or thermometer coded, approach each cell has the size of the LSB. The n-bit
binary input code is converted to thermometer code of 2n − 1 bits – one for each cell. If the
input code is increased by one, then one additional unit cell will be turned on.

The advantages and disadvantages of both approaches were investigated in [53]. While the
binary weighted approach is conceptually straightforward, any mismatch between the current
sources used in cells can cause severe degradation of the differential non-linearity (DNL) perfor-
mance. This is most around at the mid-code transition where the most significant cell is switched
on and all other cells are switched off. Due to the statistical spread of the current sources, the
step size associated with this transition can vary dramatically which harms the performance.
To limit the DNL associated with this transition to within 0.5 LSB (a common specification to
guarantee monotonicity) the current of the most significant cell must be within 0.5 LSB of the
sum of all other current sources. In a given technology, the main way to control the mismatch
is by changing the area A of the MOS devices. A first-order approximation of the relationship
between A and the standard deviation σ of the current source is given as follows [54]:

σ2 ∝ 1

A
(5.3)

Thus, a DAC with very precise matching requirements will occupy a large area.
The unary weighted approach does not suffer from this problem because at any point, if the

input code is increased or decreased by one, only a single cell will be turned on or off, respectively.
This means that the matching requirements of the current sources are significantly relaxed when
compared to the binary weighted case. However, this comes at the cost of additional digital logic
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which in turn results in a higher power consumption and layout complexity. Furthermore, in
some cases, the additional area required for the digital logic can be greater than the additional
area to ensure good matching in the binary weighted case. In modern deep submicron CMOS
technologies, however, the latter is not often the case.

The authors of [53] conclude that by segmenting the design into two sections where the MSB
part is unary weighted and the LSB part is binary weighted, the advantages of both approaches
can be leveraged, while keeping the disadvantages to a minimum. For this design, the 9-bit
DAC was segmented such that the 6 MSBs were unary weighted and the 3 LSBs were binary
weighted. This was considered a reasonable compromise between power consumption and layout
complexity on the one hand and area on the other. For the unary weighted part this means
that a total of 63 cell is needed, each with an output current equal to 8I0. For the remainder of
this thesis work, these cells are referred to as unary cells, to distinguish them from the unit cell
discussed above.

To make the layout of a unary weighted design more manageable, a common approach is
to lay out the cells in a grid and drive the cells in rows and columns, rather than each cell
individually [55]. Figure 5.7 shows the way in which this was applied to this design. As can
be seen in the figure, the 9-bit input signal m is split into three parts. As explained above,
m[2..0] are used to control the binary weighted cells. For the unary weighted part, m[5..3] and
m[8..6] are converted to the row and column select signals, respectively, using two 3-to-7 bit
thermometer encoders. These signals are then used within the unary cells to decide whether a
cell should be on or off. D flip-flops (DFFs) are used before and after the thermometer encoders
to prevent glitches in the encoders themselves as well as any preceding digital logic. Two DFF
stages were also inserted in the binary path to ensure that it has the same delay. The digital
logic required for this design will be discussed in Section 5.2.6.
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5.2.4 Unit Cell Sizing

Both the unit cell transistor sizes and the LSB current I0 are important parameters for any
DAC. In this design these parameters were selected using an iterative process to arrive at the
final values. The final iteration could only be done after the layout was largely complete, since
the parasitic capacitors at the DAC output nodes had to be known to correctly size several
parameters.

To make an informed decision, it is important to understand the relationships between the
various design parameters. First of all, considering that the HR-RF-DAC has a total of six
DACs, two of which are scaled by a factor

√
2, the relationship between I0 and the total current

Itot that is drawn from the supply is given by

Itot = (4 + 2
√

2) · (2n − 1) · I0 (5.4)

where n is the resolution of each DAC (9 bits for this design). Furthermore, the combination of
Itot and the load resistors R (see Figure 5.1) sets the output common mode voltage Vo,cm. This
voltage should be in the middle of the available voltage headroom to achieve the most linear
performance. The relationship between these parameters is given by

Vo,cm = VDD −
1

2
RItot (5.5)

The factor 1
2 in this equation stems from the fact that from the point of view of the common

mode voltage, the resistors in the differential RC filter are connected in parallel. The supply
voltage VDD for the 40 nm TSMC technology is 1.1 V. The resistor value R, however, cannot be
set arbitrarily to get the desired output common mode voltage, since it also affects the cut-off
frequency fc of the filter:

fc =
1

2πRC
(5.6)

Although expressions for hand calculations can also be derived for the relationships between
various transistor parameters using the traditional square-law model, these expressions tend to
be less accurate for nano-scale CMOS technologies. For this reason, it was chosen to set the
transistor parameters based on simulation results instead.

Initially, it was assumed that the total current Itot could be set to approximately 1 mA. Using
Equation 5.4, this resulted in a LSB current of I0 = 287 nA. These values were assumed for the
majority of the design process. Based on these values, the initial sizing was made for the current
source and cascode transistors in the unit cell. The most important parameter for a current
source is its output impedance, but with short-channel devices, this is difficult to achieve. While
the width of both devices was kept at W = 120 nm, the length was increased from minimum
size (40 nm) to L = 400 nm. This gave a DC output impedance of more than 20 MΩ if the drain
voltage of the cascode transistor was greater than 250 mV. Using Equation 5.5, the required
resistor to set the output common mode to Vo,cm = 675 mV (the midpoint between 250 mV
and VDD) was found to be R = 850 Ω. Following Equation 5.6, for a filter cut-off frequency of
fc = 2.4 GHz, this corresponds to a capacitor value of C = 78 fF.

As was discussed in Section 5.2.3, the mixing DAC was segmented into a 6-bit unary weighted
part and a 3-bit binary weighted part. This means that in order to have DNL < 0.5 LSB, the
mismatch of the unary cells (which have an output current of 8I0) had to be less than ±0.5 LSB
as well. The area requirement for this condition was computed through Monte-Carlo simulations
of the current sources in which the W/L ratio was kept constant while the area was changed. It
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was concluded that to satisfy the 3σ DNL requirement, the area of the current source transistor
M1 had to be increased toW/L = 600 nm/2 µm. Since the matching of the cascode transistor M2
had a much smaller effect on the current, its area could remain unchanged. This was beneficial,
as making M2 bigger would also result in a higher parasitic capacitance at the output. The W/L
values chosen for these two transistors are reflected in Figure 5.8.

As mentioned above, the output currents of I-DAC 2 and Q-DAC 2 had to be scaled by
a factor of

√
2 for the harmonic rejection operation to work. This was achieved by scaling the

widths of the M1 and M2, proportionally, resulting in widths of 850 nm and 170 nm, respectively.
In Figure 5.8, the sizes of the scaled DACs are shown in parentheses.

With I0 set to such a low value, the switches M3-M6 could safely be made minimum size.
The on-resistance of the switches caused a negligible voltage drop, even for higher currents. In
an effort to keep the parasitic capacitance to a minimum, it was decided that each cell, be it
unary or binary, would have a single set of switches despite the fact that these cells would have
up to eight unit current sources connected in parallel.

While these values for the various parameters showed decent results at the schematic level,
some difficulties arose when the layout was nearing completion. The layout of the mixing DAC
and the HR-RF-DAC will be covered in Section 5.2.7 and Section 5.5, respectively. For this
discussion, however, it is important to know that both output nodes of the HR-RF-DAC (to
which all six mixing DACs are connected) had a parasitic capacitance of approximately 400 fF.
This capacitance value was significantly higher than what was initially expected and it essentially
set the minimum value of the RC filter capacitance. Using Equations 5.4 - 5.6, it can be found
that for fc = 2.4 GHz the other parameters must be R = 165 Ω, Itot = 5.12 mA and I0 = 1.47 µA.

Unfortunately, it was found that with the W/L values of M1 and M2 described above, the
current sources could not provide the desired I0. The highest I0 that could be achieved while
keeping the bias voltages and output impedance at reasonable levels was found to be approxi-
mately 80 µA. Furthermore, for the unary cells, where eight such current sources were connected
in parallel, the assumption that the voltage drop over the switches was negligible no longer held
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true. By that point, however, it was too late to change the transistor sizes since that would
require modifying the entire layout of the DAC. Although it was possible to set R to the de-
sired value, with the limited current that the current sources could provide, the common mode
voltage would be significantly higher. More importantly, the output voltage swing would also be
significantly reduced.

In the end, a compromise was struck by setting the load resistor R to 300 Ω and I0 to 800 nA.
This unfortunately lowered the filter cut-off frequency to fc = 1.3 GHz, which did somewhat
attenuate the signal. However, due to the gentle roll-off of a 1st-order filter, the differential
signal swing at the output was still approximately 300 mVpk−pk, which was higher than it would
have been if the resistor had been left at R = 165 Ω. This swing proved to be high enough that
the limiting amplifier could successfully amplify it and still achieve adequate performance.

5.2.5 Bias Circuit

To bias the current sources in the unit cell, a standard bias circuit for cascoded current sources
was used. The structure of this circuit is depicted in Figure 5.9. This circuit consists of two
independent branches where the right branch generates the bias voltage for the main current
source transistors (M1) and the left branch biases the cascode transistors (M2). By keeping the
transistor sizes in the bias circuit the same as those used in the unit current sources, the bias
current I0 flowing through the right branch gets mirrored to the unit current sources. In this
design, as explained above, this current was set to I0 = 800 nA.

The bias voltage for the cascode transistors is generated in the left branch, where a transistor
with the same size as the cascode transistor is driven by a current which is a factor c higher than
I0. Following the square-law model, this factor should be set to c = 4, assuming both the main
current source transistor and the cascode have the same W/L ratio. This sets the gate voltage of
the cascode transistors to a voltage that is one saturation voltage Vds,sat higher than what would
be required if the source of the transistor would be connected directly to GND. In practice, the
factor c usually has to be tuned to get the best performance. For this design, since the chosen
bias current I0 was close to the limit of what a transistor with this W/L ratio could handle, c
had to be set to 10 to achieve accurate current mirroring. This had the effect of increasing the
drain-source voltage Vdc of the main current source transistor, which helped it reach this higher
current.

The bias currents used in this circuit were derived from a 100 µA off-chip current reference
through current division techniques using current mirrors. The choice for an off-chip reference
was made for two reasons. First, this would save design time since it eliminates the need to design
an accurate on-chip current reference. Second, it allows to fine-tune the current as required to
always get the best performance, in spite of PVT variations of the various system components,
such as the load resistors.

5.2.6 Digital Logic

As was discussed briefly in Section 5.2.3, some digital logic is required to achieve the desired
DAC operation. The majority of this logic is needed for the unary weighted part of the DAC. As
shown in Figure 5.7, this includes two thermometer encoders with DFF-based registers at both
the input and output. These encoders convert a 3-bit binary signal into a 7-bit thermometer code.
The value of the binary signal determines how many of the output bits are turned on. These
thermometer codes are the row and column select signals. A row/column decoder contained
within each unary cell then uses these signals to determine whether that cell needs to be turned
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Figure 5.9: The bias circuit for the DAC

on or off. Additionally, this logic block needs to convert the single-ended digital signal to a
complementary one in order to drive the two XOR gates contained within each cell.

The binary weighted part of the DAC requires much less digital logic, since each bit of
the binary input data maps directly to a single binary weighted cell. Nevertheless, since the
propagation delay of the unary and binary data paths must be approximately equal, the binary
path also needs two stages of DFFs. Furthermore, the requirement that the data must be supplied
to the cells as a complementary signal still applies.

The majority of the digital circuits presented in this section are heavily based on the digital
logic used in [49] for the implementation of an RF-DAC. These circuits have proved to be fast
enough for operation at 2.4 GHz in 65 nm CMOS. Since the performance of digital circuits is
know to improve with technology scaling, this was considered a safe option to achieve high speed
and low power consumption, while simultaneously reducing the design time.

An overview of the digital logic used to generate the row and column select signals is shown in
Figure 5.10. At the core of this logic is a 3-to-7 thermometer encoder, with both the inputs and
outputs of the encoder synchronized to a clock signal using DFFs1. The clock signal is derived
from the LO but unlike the LO itself, this clock signal is the same for all six DACs. This ensures
that the I and Q data gets updated simultaneously, rather than gradually over the course of
an LO period. For the row and column encoders, the inputs A[2..0] correspond to m[5..3] and
m[8..6], respectively. The outputs B[6..0] are fed to the cells in their respective row or column
within the array of unary cells. During the layout phase of the design, it was found that, in this
configuration, the interconnect parasitics presented a load capacitance of approximately 36 fF

1The thermometer encoder and the D flip-flop presented in this section were designed and laid out by Yiyu
Shen and Lei Zhou, respectively, as part of their work on the digital PA for this transmitter system. Since
the requirements of the digital logic were very similar, they were reused in this phase modulator design. The
schematics of these two blocks are discussed in this section for the sake of completeness.
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Figure 5.10: Overview of the digital logic used to generate the row and column select signals

at the output of this digital block. Since this capacitance was too high to drive directly with a
DFF, a buffer consisting of two inverter stages was inserted at the output of the second DFF
stage. The size of the inverters was tuned so that the rise and fall times at the output was
approximately 50 ps. As shown in the figure, appropriate sizes for the first and second inverter
were found to be 6× and 14× minimum size2, respectively.

The 3-to-7 thermometer encoder in this design consists of a 2-to-3 thermometer encoder,
which computes intermediate signals based on the 2 LSBs, and some additional digital gates
which use these intermediate signals and the MSB to compute the 7-bit output. The schematics
of the 2-to-3 encoder and the 3-to-7 encoder are shown in Figure 5.11a and Figure 5.11b, re-
spectively. As can be seen from Figure 5.11a, the 2-to-3 thermometer encoder consists of only
three gates: an OR gate, a buffer and an AND gate. These gates operate on A0 and A1 and
are used to produce the intermediate signals BB0, BB1 and BB2, respectively. In the 3-to-7
bit thermometer encoder the 3 LSBs (B[2..0])are computed by ORing these intermediate signals
with A2 while the 3 MSBs (B[6..4]) are computed by ANDing them with A2. Since the middle
bit (B3) is equal to A2, a simple buffer is used. With all the gates set to minimum size, the
3-to-7 thermometer encoder was still fast enough to complete the computation well within one
period of the clock.

The DFF that is used to synchronize the inputs and outputs of the thermometer encoders
consists of two latches in the traditional master-slave configuration as shown in Figure 5.12a.
The latches are based on a multiplexer consisting of two pass gates driven by the clock signal.
The schematic of the latch is shown in Figure 5.12b. When the clock is low, the four outer
transistors essentially form two cascaded inverters with the D signal at the input. When the
clock goes high, the connection to D is severed and the inverters are connected back to back,
thereby maintaining the previous value of the signal. Note that since the latch uses pass gates,
the clock signal needs to be made differential. Since only a single-ended clock signal is distributed
throughout the HR-RF-DAC, the negative clock signal is generated within the DFF using an
inverter.

The schematic of the row/column decoder logic that included in each unary is shown in
2For an NMOS device, minimum size impliesW/L = 120 nm/40 nm. Since PMOS devices have a lower mobility

(µ) then NMOS devices, they need to be made wider for the same speed. In this design, the PMOS devices used
for digital logic were scaled by a factor of 2.25 in an effort to achieve approximately equal rise and fall times.
Thus, for a PMOS device, minimum size implies W/L = 270 nm/40 nm.
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Figure 5.13. A custom digital gate is used to implement an AND-NOR operation, which serves
to determine if the unary cell in question has to be on or off based on the select signals of its
row and column as well as the following column select signal. The devices used in this gate were
minimum size.

As mentioned above, this logic block must also convert the unary cell control signal from
single-ended to complementary. This is accomplished by means of the inverter configuration
shown in the figure. Using a single inverter to generate the negative output from the positive
output would result in one of these signal lagging the other. This, in turn, would result in
even-order harmonic distortion and intermodulation products at the output of the DAC. By
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Figure 5.13: Schematic of the row/column select logic within each unary cell
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Figure 5.14: Schematic of the digital logic for the binary cells

employing phase aligners, consisting of two weak inverters connected back to back, the timing
difference between these signals can be reduced. With two stages of inverters with phase aligners
the difference was reduced to less than 10 ps in a post-layout simulation.

The desired operation for the row/column decoder is AND-OR, but since CMOS logic is
inverting, an AND-NOR gate was implemented instead. To correct for this, the polarity of the
complementary outputs was reversed, as shown in the figure.

As explained above, the binary weighted cells also required some digital logic, both to match
the delay in the unary path and to convert the input signal from single-ended to complementary.
The schematic of this logic is shown in Figure 5.14. As the figure shows, it consists of two
cascaded DFFs followed by the single-ended to complementary converter used for the unary
path. Since signal coming from the DFF was not inverted, switching the polarity of the output
complementary output signal was not necessary in this case.

5.2.7 Mixing DAC Layout

Layout is a critical part of any RF design. Due to the high-frequency nature of RF circuitry,
parasitic coupling between devices, metal interconnect lines and the substrate will have a much
greater effect on the performance of the system than for circuits operating at lower frequencies.
In general, the layout should be made as compact as possible, since this not only saves on cost
but also reduces the parasitics associated with long interconnects.

Layout is also important for data converters, such as DACs, since a key factor that will
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determine the performance of a data converter is the mismatch between the cells. By following
good design practices and rules of thumb, the mismatch can be kept to a minimum, benefiting
the differential non-linearity (DNL) and integral non-linearity (INL) performance. Perhaps the
most important design practice to follow, regarding mismatch, is to ensure that key parts of the
cells (in this case, the current sources) all see the same environment. This can be achieved by
placing the cells in a regular grid, with dummy cells around the edges. In this way, the mismatch
between devices on the manufactured chip should be close to the mismatch that can be modeled
through schematic-level Monte-Carlo simulations.

Unfortunately, small area and short interconnect lines on the one hand, and a regular grid
of current sources surrounded by dummies on the other are somewhat conflicting requirements.
For instance, dividing the control signals of the unary weighted part of the DAC into rows and
columns has little to no benefit in terms of parasitics and layout complexity if the switches and the
row/column select logic blocks are located far away from the current sources. On the other hand,
inserting those circuits into the grid makes it less regular, thus contributing to the mismatch. As
a compromise, the DAC layout for this design consists of alternating rows of current sources and
digital logic. This helps keep the layout compact and the interconnect length relatively short,
and since the digital logic is identical for all unary cells, the environment seen by each cell is still
roughly the same, which, in turn, improves the matching.

The DAC layout is described here in a bottom-up fashion, starting with the unit current
sources and working up to the full mixing DAC design. As discussed in Section 5.2.4, two
different unit current sources are used in this design. Both current sources are composed of
two transistors, M1 and M2, with the same lengths but with different widths. For I-DAC 1,
I-DAC 3, Q-DAC 1 and Q-DAC 3, the size of M1 is W/L = 600 nm/2 µm and the size of M2
is W/L = 120 nm/400 nm. These current sources are termed “narrow” current sources, and are
referred to as such throughout the rest of this thesis work. For I-DAC 2 and Q-DAC 2, the
widths of M1 and M2 were scaled by a factor of

√
2 leading to the sizes W/L = 850 nm/2 µm

and W/L = 170 nm/400 nm, respectively. These are referred to as “wide” current sources.
The layout of the narrow and wide current sources can be seen in Figure 5.15a and Fig-

ure 5.15b, respectively. In both figures, M1 is the large transistor oriented vertically and M2
is the smaller transistor oriented horizontally. The only difference between the two is width of
the active area of the two transistors (shown in red). A p-strap guard ring connected to GND
surrounds the current sources, with regular vias connecting the substrate to metal layer 1 or m1
(light blue). This serves several purposes. First and foremost, this guard ring provides a low-
impedance path from the substrate around the devices to GND. Second, it isolates the current
source from its surroundings, making sure that no GND current from the surrounding circuitry
can pass under the devices. If this isolation is not provided, stray current flowing through the
substrate can affect the bias point of the device, which in turn can lead to an error at the output.
Finally, if multiple current sources are laid out side by side such that their guard rings touch,
these rings form a fine mesh spanning the entire DAC, which provides a convenient way to ensure
a low-impedance path to ground for all of the connected transistors.

The current sources are designed in such a way that they can be stacked together horizontally
to form continuous rows. Horizontal bias lines routed on m2 (yellow) provide the bias voltages
to Vb and Vc to M1 and M2, respectively. A solid sheet of m3 (green) covers the entire current
source and is connected with vias to the GND on m1. This serves to shield both the bias lines
and the devices themselves from potential high-frequency signals that can be routed over the
current sources on higher metal layers.

As mentioned above, the only difference between the narrow and wide current sources is the
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Figure 5.15: Layout of (a) the narrow current source (used in I-DAC 1, I-DAC 3, Q-DAC 1 and Q-DAC
3) and (b) the wide current source (used in I-DAC 2 and Q-DAC 2), with M1 marked in magenta and
M2 marked in green

width of the active area of the transistors. The guard ring, however, is the same size in both
cases which means that both current sources occupy the same area and have the same external
connections. This means that apart from which current sources are used, all six DACs in this
design can have an identical layout. As such, the remainder of this section covers only the DAC
layout with narrow current sources.

The layout of the unary cell is shown in Figure 5.16. Its eight current sources are juxta-
posed side by side, with the switch transistors located above them and the XOR gates and the
row/column select logic located below. By laying these components out in this way, the differ-
ential output lines can be kept far away from high speed digital signals, such as the LO, such
that the capacitive coupling between them is minimized.

Much like the current sources, the unary cells are designed to be connected in rows. Both
the output and the LO span the length of the cell so that placing multiple cell side by side
forms a continuous connection. In an effort to keep the parasitic capacitance at the output to a
minimum, the output lines are routed on m5, which for a minimum track width has the lowest
parasitic capacitance to the substrate per unit length. Although the same is also preferable for
the LO lines, m5 was occupied by some of the connections used in the XOR gates. Therefor m6
was used instead.

The digital logic was laid out in such a way that its total width was exactly half the width
of the eight current sources. In this way, the remaining area could be used by the digital logic
of the cell below it. Similarly, the area just to the left of the switch transistors could be used
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Figure 5.16: Layout of the (top) unary cell showing eight current sources (red), switch transistors
(green), two XOR gates (cyan) and the row/column select logic (magenta)

for the switches of the cell above. This allows both for a very compact layout, and it reduces
the parasitic capacitances of both the LO and the output lines by half, due to these lines being
shared by two neighboring rows. To achieve this alternating rows must be rotated by 180◦ and
the positive and negative connections to the output and LO must be reversed. To distinguish
between the two, the unary cell depicted in Figure 5.16 is termed the “top cell”, whereas the
rotated version is termed the “bottom cell”. Although not shown in the figure, the row select
signals for the top and bottom cells are routed horizontally on m4 in between the LO lines,
whereas the column select signals run vertically round the cell edges on m5.

As discussed in Section 5.2.3, the three LSBs of this DAC design are binary weighted. To-
gether, the three binary cells contain seven unit current sources. These cells are laid out as a
single block, similar to a single unary cell, which completes the cell grid of the DAC (see Fig-
ure 5.7). This block, laid out as a “bottom cell”, is shown in Figure 5.17. In the figure, the
current sources, switches and XOR gates of the three different cells are marked individually. An
additional dummy current source is added to mirror the eight-current-source unary cell structure.

Unfortunately, due to the particular arrangement of this block, the digital logic (consisting
in this case only of XOR gates) did not fit in the space above the left-most four current sources,
as would be the case for a unary “bottom cell”, without significantly increasing the length of the
XOR output lines. For this reason, the XOR gates were placed below the output lines, as shown
in the figure. This is expected to contribute somewhat to the mismatch between the current
sources in that area of the DAC, but it was considered a necessary measure for RF operation.

The layout of the full mixing DAC is shown in Figure 5.18. The majority of the area is taken
up by the cell array (marked in red), consisting of four pairs of rows (top and bottom), each
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Figure 5.17: Layout of the block of binary cell showing the current sources (red), switch transistors
(green) and XOR gates (cyan)

with eight columns. The outputs of all the rows are connected on the right to two vertical lines
routed on m6. Dummy current sources were added to the left and right edges of the rows to
improve the matching. To the left and bottom of the array are the column and row encoders,
respectively (cyan), which drive the array of unary cells. The logic for the binary cells (magenta)
is in the bottom-right corner.

Both the LO and the digital input data are supplied to the DAC from the left side, as indicated
in the figure. Due to the long lines, these signals present a high capacitive load (approximately
30 fF for each digital input and LO row). To make it more manageable to drive these signals,
buffers are inserted both for each row of the LO (green) and for each input bit and the clock
signal (orange). Finally, all available area is filled up with decoupling capacitors between VDD
and GND, to help suppress any supply noise coming from the rest of the system. Care was taken
to leave at least 2 µm spacing between the decoupling capacitors and the critical high-frequency
signals to ensure that these capacitors contribute a negligible amount to the parasitic capacitance
of those lines.

5.3 Limiting Amplifier Design

The previous section described in detail the design of the mixing DAC, which, when loaded with
a passive RC filter, produces an analog differential output voltage. The limiting amplifier (or
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Figure 5.18: Layout of the full mixing DAC, showing the cell array (red), row and column encoders
(cyan), binary logic (magenta), LO buffers (green) and data buffers (orange)
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Figure 5.19: Top-level schematic of the limiting amplifier

limiter) must amplify this output voltage in order to convert the analog RF waveform into a
square wave. This square wave can then be used to drive the digital PA. This section describes
the design of this limiter3 at the schematic level and in layout.

The top-level concept of the limiter is depicted in Figure 5.19. This limiter design is split into
three distinct stages. At the input, an open-loop differential amplifier is employed to amplify the
output voltage of the mixing DAC to the point of clipping. While this amplifier has a high gain,
and its output does approximate a square wave, it is not yet at CMOS levels, since a typical
amplifier cannot achieve rail-to-rail operation. For this reason, digital buffers are used at the
output side. These not only provide further amplification for the signal, but also generate an
output voltage that switches between VDD and GND.

It is important that the digital buffers output a square wave with 50 % duty cycle. Otherwise,
3While the initial design of the limiting amplifier was performed by me, both the sizing of the components and

the layout described in this section are the work of Milad Mehrpoo. Without his help, I would not have been able
to complete the phase modulator design within a reasonable time frame.
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Figure 5.20: Analog part of the limiting amplifier, consisting of three gain stages

the output signal will contain significant even-order harmonic content. To achieve this, the
input waveform should be centered around the threshold, or trip point, of the buffer, which is
approximately half of the supply voltage. The output of the analog amplifier, however, is centered
at a higher voltage, as will be discussed shortly. To solve this issue, AC coupling capacitors were
inserted between the analog and digital stages. This allowed the input of the digital buffers to
be biased at the desired voltage without affecting the operation of the analog amplifier.

5.3.1 Analog Gain Stages

The analog part of this limiter design consists of three cascaded common-source (CS) stages
with a resistive load as shown in Figure 5.20. This open-loop structure is commonly used in
optical communication systems, where limiting amplifiers are a much more common occurrence
[56]. The first stage is designed to have a bandwidth of approximately 2.4 GHz in order to act as
the second stage of the RC filter in this design. Programmable capacitor banks are connected in
parallel with the load resistors of the first stage in order to lower the bandwidth of this stage when
operating at lower frequencies. The capacitor banks have a 4-bit resolution and have a maximum
capacitance of approximately 87 fF. The NMOS devices used in this design are RF MOSFETS.
Unlike the baseline transistors used in the DAC, these are optimized for high-frequency analog
operation at the cost of a larger overall area.

The sizing of the transistors was tuned to achieve the highest possible gain with a power
budget of 1 mW. The reason to optimize for gain was that the gain directly affects the AM-to-PM
distortion profile of the limiting amplifier [56]. In principle the use of a LUT to supply constant-
envelope input data to the DACs is meant to relax the AM-to-PM distortion requirement, both
for the HR-RF-DAC and the limiter. However, due to the fact that in this design the output of
the LUT is interpolated, a constant-envelope input is no longer guaranteed. Overall, the three
gain stages in this design achieve a small signal gain of approximately 30 dB at 2.4 GHz, which
has shown to provide adequate system performance.

Unlike in the DAC, the current sources used to bias the differential pairs are not cascoded.
This choice was primarily made due to the increased voltage overhead required for the cascodes.
In this way, the output voltage of the gain stages can be made as high as possible before being
fed to the digital buffers. Each stage has an output common-mode voltage of approximately
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Figure 5.21: AC coupling and digital part of the limiting amplifier

0.6 V. The second and third stages reach clipping and their output swing is approximately 1 V,
namely, from 100 mV up to the 1.1 V supply.

5.3.2 AC Coupling and Digital Buffers

The output of the analog gain stages is AC-coupled to the input of a set of digital buffers to
provide further amplification of the signal and to convert the signal to CMOS logic levels. The
schematic of the AC coupling and the buffers is depicted in Figure 5.21. The buffering operation
is achieved using an inverter structure similar to the one described in Section 5.2.6. The series
capacitors at the input of the inverters serve to de-couple the DC levels at the output of the
gain stages and the inverter inputs. This was done to make sure that input signals that the
inverters see is always centered around the inverters’ theshold voltage. This voltage is generated
by connecting the output of an inverter to its input, which forms a negative feedback loop. It is,
then, applied as a bias to the input of the first stage of inverters in the signal path. Assuming the
inverter generating the bias voltage has a negligible output impedance (a fair assumption, since
the transistors in the inverter are diode-connected), the resistor-capacitor combination form a
high-pass filter with a cut-off frequency of approximately 83 MHz, which is sufficiently low to
not affect any of the desired high-frequency signal content.

The differential digital buffer consists of two stages of inverters with weak back-to-back
inverters acting as phase aligners at the output of each stage. The output of the limiter must
drive the phase path input of the DPA which is an inverter of 4 times minimum size. In addition
to this, due to the physical on-chip distance between the limiter and the DPA, it was estimated
that the interconnect parasitics would add an additional 10 fF of capacitance. With this load,
the sizes of the inverters were tuned to provide rise and fall times of approximately 70 ps in a
post-layout simulation.

5.3.3 Limiter Layout

The layout of the limiting amplifier is shown in Figure 5.22. The input and output of the amplifier
are at the bottom and top respectively. The layout is made as symmetrical as possible in order
to improve the matching in both the differential pairs and the capacitors. For instance, of the
current sources shown in the figure (in green), only the left part is used to bias the differential
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Figure 5.22: Layout of the limiting amplifier showing the programmable capacitor banks (red), the
differential pairs and the load resistors of the gain stages (cyan), their current sources (green) and the
AC coupling and digital buffers (magenta)

pairs in the gain stages. The right part, on the other hand, is not connected and simply serves
as a dummy to make the layout symmetrical.

In order to provide a low-impedance path to GND for all transistors, all otherwise unfilled
area was covered by a fine ground mesh using m1. The VDD and the RF signals were routed
on m6, which is thick enough to provide a low impedance, but thin enough to minimize the
cross-coupling between various signals.

5.4 Filter Design

As explained in Section 5.1, the HR-RF-DAC is loaded with a 1st-order differential RC filter.
While the HR-RF-DAC is designed to suppress the 3rd and 5th harmonics, this filter, together
with the first stage of the limiting amplifier, is meant to attenuate the 7th and higher harmonics.
Additionally, it converts the current output of the HR-RF-DAC to a differential voltage which
drives the limiting amplifier.

The basic structure of this filter has already been shown in Figure 5.1. It consists of a
differential parallel combination of a resistor and a capacitor with values R and C, respectively.
A more detailed schematic of this filter is shown in Figure 5.23. As discussed in Section 5.2.4,
without any explicit capacitor, the parasitic load for both nodes of the filter is approximately
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Figure 5.23: Schematic of the 1st-order RC filter

400 fF, which was significantly higher than was originally designed for. As a compromise between
the cut-off frequency on the one hand and common mode voltage and signal swing on the other,
the resistors were set to R = 300 Ω.

The exact value of R is not very critical, since, due the gentle roll-off of a 1st-order filter,
a slight error in the cut-off frequency will have a negligible impact on performance. An error
in the value of R will also change the output common-mode voltage, but a small error can be
corrected for by adjusting the bias current of the current sources in the DAC. However, mismatch
between the two resistors poses a more serious threat. Since the DC current flowing through
both resistors is the same, a mismatch in the resistor values will introduce a DC offset at the
input of the limiter. This offset would result in the limiter output having a duty cycle that
is not 50 %, which, in turn, would degrade the performance of the DPA. To ensure excellent
matching between the resistors, each 300 Ω resistor is implemented as a parallel combination of
four resistors of 1.2 kΩ where each resistor has a size of W/L = 2 µm/12.5 µm. This results in a
mismatch of 0.33 %.

One of the goals of this design is to achieve frequency-agile operation. For operation at
2.4 GHz, the parasitic capacitance is sufficient (in fact, it is too much) for filtering. Thus, no
explicit capacitors are needed. For lower frequencies, however, the cut-off frequency of the filter
has to be adjusted. For this reason, a programmable capacitor bank is implemented. To save
on design time, the 4-bit capacitor bank that was designed for the first gain stage of the limiter
was reused for this purpose. However, since the resistance of this filter is considerably lower
than the output impedance of a single differential pair, a higher capacitor value is needed to
achieve the same cut-off frequency. To accomplish this, several of these banks are connected in
parallel. Although the lowest target frequency for this design was 900 MHz, the number of these
capacitor banks was chosen to be larger than necessary to make the width of the filter roughly the
same as the width of the HR-RF-DAC. The additional occupied area would otherwise have been
largely unused. In total, 14 capacitor banks were connected in parallel, each with a maximum
capacitance of approximately 87 fF. This brings the total maximum capacitance to 1.22 pF.
Together with the 400 fF of parasitic capacitance, this results in a minimum cut-off frequency
for the filter of approximately 330 MHz. This should allow for ample possibility of testing the
phase modulator at lower frequencies.

Note that the center node of the capacitor banks is connected to GND. Although, so far,
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Figure 5.24: Layout of the RC showing the programmable capacitor banks (red) and the resistors
(green)

the the capacitors have been shown in parallel with the resistors (i.e. the center node connected
to VDD), this was done primarily to simplify the schematics. To a first order approximation,
VDD and GND are equivalent when analyzing AC conditions. In practice, however, since GND
is the reference node for the entire circuit, more attention is often paid to minimize the GND
impedance than the impedance of VDD. Furthermore, for NMOS devices, the performance is
much more dependent on the voltage relative to GND rather than the voltage relative to VDD.
For this reason, whenever a voltage needs to be stabilized (i.e. low-pass filtered), it is beneficial
to do so relative to GND.

The layout of the RC filter is depicted in Figure 5.24. The resistors (in green) are positioned
in the middle, while the 14 capacitor banks (in red) are divided evenly across both sides to
make the layout as symmetrical as possible. To improve matching between the resistors, dummy
resistors are added at the top and bottom. The two nodes V+ and V−− are routed vertically
through the center of the filter on m6.

5.5 Top-Level Layout

All of the circuit blocks discussed in this chapter were laid out and interconnected to form
the final top-level layout of the phase modulator. An overview of this layout can be seen in
Figure 5.25. All of the individual blocks are labeled and the most relevant signal connections
are highlighted. The layout was made to be as symmetrical as possible around the vertical axis
with the I-DACs on the left and the Q-DACs on the right. The outputs of all six DACs are
consolidated in the center and are routed along the vertical axis, via the filter, to the input of
the limiter.

The bias block4 is located to the left of the phase modulator. The main purpose of this block
is to provide the bias currents for both the DACs and the limiter, deriving them from a 100 µA
off-chip current reference. Although not discussed in detail, this is done using a series of current
divisions using current mirrors. This block also contains the bias circuit for the DACs, discussed
in Section 5.2.5. Care was taken to ensure that current source and cascode transistors in this
circuit are surrounded by the same environment as the transistors in the DACs to ensure good
matching.

To the left of the limiting amplifier is a buffer4, meant to drive a 50 Ω off-chip load. This
buffer was added to allow for testing the phase modulator separately from the rest of the TX
system. During normal operation, however, this buffer is inactive, and as such, it is not discussed
in this thesis.

The LO lines and the I/Q digital input signals are shown in the figure in blue and red, respec-
tively. Due to their physical length, these lines present a large capacitive load (approximately

4Both the bias circuit and the 50 Ω buffer were designed and laid out by Milad Mehrpoo
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Figure 5.25: Top level layout of the phase modulator

40 fF)to the buffers that drive them. To ensure fast enough rise and fall times for these digital
signals, intermediate buffers were placed at several points. For the I and Q lines, additional
buffers were only necessary directly at the input of the phase modulator, since as explained in
Section 5.2.7, each DAC already has an buffers for these lines. The LO lines are laid out as a
tree to achieve as little delay mismatch between the six DACs as possible. Buffers were added
at each point where the lines branch off: at input of the phase modulator, to the left of I-DAC
2 and to the right of Q-DAC 2.

In order to minimize the delay mismatch between individual signals in both the I/Q and
LO buses, attention was paid to make sure each signal line had the same parasitic capacitance.
To achieve this these buses were surrounded by dummy lines connected to GND, so that the
parasitics of the outer lines would match those of the inner lines. Furthermore, the lines were
routed as a cohesive bus for the entire length of the lines shown in Figure 5.25 even though each
of the DACs only needed two of the eight LO phases.

Overall, the phase modulator, excluding the bias block is 390 µm wide and 410 µm high,
bringing its total area to 0.16 mm2. The bias block is a square of approximately 110 µm by
110 µm, requiring an additional area of 0.012 mm2.

5.6 Conclusion

This chapter described the major design steps to arrive at the final implementation of this phase
modulator concept in 40 nm TSMC technology. The majority of the design effort was focused
on the HR-RF-DAC which consists of six mixing DACs. These DACs are based on the current
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steering architecture which allows them to achieve high-speed operation. Furthermore, they
incorporate the mixing operation, which in this design is performed in the digital domain, before
the digital-to-analog conversion. This was chosen over the traditional double-balanced mixer
architecture to reduce the parasitic capacitance at the output, to make it easier to achieve fast
switching and to leave more voltage headroom for signal swing. One of the main disadvantages of
this decision is the high level of LO feed-through due to charge injection at switches in the DAC
cells. However, this disadvantage was countered by adding cross-connected dummy switches to
cancel out the injected charge.

Besides the HR-RF-DAC, the other main components of this phase modulator design are the
RC low-pass filter and the limiting amplifier. The limiting amplifier consists of an analog and a
digital part. The former provides the majority of the gain whereas the latter serves to convert
the signal to CMOS levels in order to drive the DPA. The first analog gain stage of the limiting
amplifier additionally serves as the second stage of the low-pass filter, to better suppress the
higher harmonics at the output of the HR-RF-DAC. To allow for frequency-agile operation, both
filter stages are equipped with a programmable capacitor bank. This capacitor bank is disabled
for operation at 2.4 GHz but can be enabled to lower the filter cut-off frequency for operation at
lower frequencies.

As with any RF system, the layout plays a critical part in the overall system performance.
A large part of the design effort focused on making a compact layout with as little coupling as
possible between the various high-frequency signals. Nevertheless, when the layout was nearing
completion, it was found that the parasitic capacitance at the output of the HR-RF-DAC was
severely underestimated in the initial stages of the design. To compensate for this, a lower value
was needed for the filter resistor, but since this resistor value also determined the output common
mode voltage and the signal swing, this, in turn, prompted an increase in bias current. Due to
the chosen sizes of the current source transistors, the required increase current could not be
accommodated without modifying the whole layout. As a compromise, the current was increase
as much as the transistor sizing allowed, which set the filter cut-off frequency to approximately
1.3 GHz. However, despite this frequency being so low, the phase modulator was found to still
have acceptable performance, as will be shown in the following chapter.
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Chapter 6

Simulation Results

In Chapter 5, the design process was discussed in detail to arrive at the finalized phase modulator
implementation. This chapter presents the simulation results to verify the system performance.
All simulations were performed at the post-layout level, unless stated otherwise.

First, the static phase error is considered in Section 6.1, both without mismatch and with.
Section 6.2 deals with the dynamic performance of the phase modulator, which is ascertained
through a single-tone simulation and a simulation of the step response. Then, in Section 6.3,
the phase modulator is tested as part of a full TX system both at 2.4 GHz and at 900 MHz LO
frequency. Finally, some conclusions are drawn in Section 6.4.

6.1 Static Performance

The static performance of the phase modulator is evaluated by computing the phase error versus
input phase of the phase modulator. To achieve this, a constant input codeword is supplied to the
phase modulator in a transient simulation and the output is allowed to settle, thus eliminating
any dynamic effects, such as inter-symbol interference (ISI). In order to decrease the time required
for the simulations, the phase error is computed using a single transient simulation where the
input is a staircase function, where each step has a duration of 10 ns. This eliminates the need
to run a separate simulation for each input code.

6.1.1 Static Phase Error

A post-layout static simulation of the phase modulator was performed, in which the input phase
was swept from 0◦ to 360◦ in 4◦-steps. The resulting phase error is depicted in Figure 6.1. As
can be seen from the figure, the maximum phase error is approximately 1.7◦, which is signifi-
cantly higher than was predicted in Section 4.3. Furthermore, the shape of the phase error is
approximately sinusoidal, with a period of 180◦ degrees. This indicates that this error is neither
caused by insufficient filtering, nor by insufficient harmonic rejection, as in these cases the period
of the error would be 45◦ and 90◦, respectively. Instead, this error is most likely caused by a
systematic mismatch between the I and Q parts of the HR-RF-DAC. Since at the schematic
level, the HR-RF-DAC is perfectly symmetrical with respect to I and Q, it is likely that this
error is caused by layout parasitics.

Although this error is significantly higher than designed for, since it is of a static nature,
it is well suited to be corrected for using the static DPD functionality provided by the LUTs

73



6.1. STATIC PERFORMANCE CHAPTER 6. SIMULATION RESULTS

0 45 90 135 180 225 270 315 360

Input phase [°]

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

O
u
tp

u
t 
p
h
a
s
e
 e

rr
o
r 
[
°
]

Figure 6.1: Static phase error at the output of the limiter

Figure 6.2: Static phase error at the output of the limiter with and without mismatch (schematic level)

at the phase modulator input. However, this option has not been investigated further, and the
remainder of the simulation results presented in this chapter show the performance without DPD.

6.1.2 Monte-Carlo Analysis

To estimate the effect of mismatch on the static phase error, a Monte-Carlo analysis was per-
formed. In order to complete this analysis within a reasonable time-frame, the simulations had
to be done at the schematic level. The static phase error as a result of 50 Monte-Carlo runs
is shown in Figure 6.2, in blue. Additionally, the black curve shows the performance without
mismatch.

As the figure shows, without mismatch, the maximum phase error at the schematic level is
approximately 0.4◦, which is in agreement with the error presented in Section 4.3. This confirms
that the large error seen in the post-layout simulation is due to layout effects, rather than the
schematic-level design. When mismatch is taken into account, it can be seen that the maximum
phase error can be as high as ±1◦. This error is expected to be more severe if layout effects are to
be considered. Nevertheless, since the error is still of a static nature, through careful calibration,
it could still be corrected for to a large extent through the use of DPD.
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Figure 6.3: Output spectrum of the HR-RF-DAC and the limiter with a single-tone stimulus

6.2 Dynamic Performance

The dynamic performance of the phase modulator describes how well the stand-alone modulator
handles a varying input signal. Evaluating the dynamic performance allows one to quickly
estimate several relevant figures of merit before testing the modulator in a full TX system. In
order to determine the frequency-domain performance of the modulator, a single-tone simulation
was performed. The time-domain performance of the modulator was evaluated by simulating
the step response.

6.2.1 Single-tone Performance

A single-tone simulation is a commonly-used method to determine the spectral performance of
the phase modulator. In such a simulation, sine and cosine waveforms are applied to the I
and Q inputs, respectively, which translates to a ramp of constant slope in terms of the input
phase. This results in a constant frequency shift away from the LO frequency. In this case,
the LO frequency is fLO = 2.4 GHz and the tone distance or baseband frequency is chosen to
be fBB = 40 MHz, as this is half of the maximum channel bandwidth that the modulator is
designed for. The resulting spectrum, both at the output of the HR-RF-DAC and at the limiter
output is depicted in Figure 6.3. In the figure, several relevant frequencies are labeled for easy
reference.

The most dominant tone in the spectrum is, of course, the upconverted baseband tone,
which is present at fLO + fBB. Two relevant performance metrics are the LO feed-through and
the image rejection ratio. The tones associated with these metrics fall on fLO and fLO − fBB,
respectively. The figure shows, that, at the output of the limiter, the LO feed-through is −48 dBc,
which demonstrates the effectiveness of the charge-injection cancellation circuit proposed in
Section 5.2.2. The image at the limiter output has a power of −38 dBc, and is caused by phase
mismatch between I and Q due to layout effects. Note that both these tones fall in-band, and
the image, in particular, will limit the achievable EVM.
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Another tone that is present in the spectrum of both the HR-RF-DAC and the limiter is
the tone located at fLO − 3fBB. This tone is caused by third-order intermodulation of the
upconverted basedband tone (fLO + fBB) and its third harmonic, which appears at 3fLO− fBB.
To simplify the discussion, these tones will be referred to as f1 and f2, respectively. Although the
phase modulator employs the harmonic rejection architecture to suppress the third harmonic,
this suppression is not ideal due to layout effects. As is typical for third-order intermodulation,
mixing products are produced at 2f1− f2 and −f1 + 2f2. The latter product falls on a very high
frequency far outside the band of interest, namely 5fLO − fBB. On the other hand, the former
product presents itself at −fLO + 3fBB. Folding this product to a positive frequency results in
the tone at fLO − 3fBB as is shown in the phase modulator’s output spectrum. This type of
distortion is known as third-order counter-intermodulation (C-IM3). [57], [58]

The above discussion has covered the most relevant tones in the HR-RF-DAC output, as the
other tones are considered to be too close to the simulation noise floor. However, the output of
the limiting amplifier shows additional tones in the spectrum. These tones are caused by two
separate effects. Due to the limiting amplifier’s inherent non-linearity, intermodulation of the
upconverted baseband tone (fLO + fBB) and the C-IM3 tone (fLO − 3fBB) causes additional
tones at fLO−7fBB and fLO+5fBB [58]. Furthermore, since a limiter eliminates any amplitude
modulation in the input signal such that only phase modulation remains, this results in an output
spectrum which is symmetrical around the most dominant tone, namely fLO + fBB [18]. As a
result, the LO feed-through is mirrored to fLO + 2fBB, the image is mirrored to fLO + 3fBB and
finally, the C-IM3 tone at fLO − 7fBB is mirrored to fLO + 9fBB.

Apart from the upconverted baseband signal, all the tones discussed above will degrade
the performance of the phase modulator, either in-band or out-of-band. However, the analysis
above indicates that these tones are all generated due to either LO feed-through, the image, or
the third-order non-linearity of the HR-RF-DAC. As such, improving any of these performance
characteristics will improve the phase modulator’s overall performance in future designs.

6.2.2 Step Response

Whereas the single-tone test gives a good indication of the phase modulator’s frequency-domain
performance, a simulation of the step response is instrumental to characterizing the time-domain
behavior. To simulate the step response of the phase modulator, a single transient simulation
was run in which steps of various sizes in the input phase were applied at 10 ns intervals. The
output waveform of the phase modulator was then down-converted to baseband and filtered with
a 20th-order Bessel filter with a constant group delay up to approximately 2.4 GHz. This filter
effectively suppressed the higher harmonics in the waveform (except the 2nd harmonic, which falls
on 2.4 GHz after down-conversion), while maintaining the signal’s time-domain characteristics.

To test the response for small input phase steps, the input step size was swept from −10◦

to 10◦ in 2◦ increments. The resulting step responses can be seen in Figure 6.4. As shown in
the figure, for each step, the output phase settles within 1 ns. However, it can be seen that
the accuracy of the phase modulator is limited, both in terms of the static error, as discussed
in Section 6.1.1, and in terms of phase noise. Furthermore, both the overshoot as well as the
propagation delay vary somewhat between different steps, which is due to the phase modulator’s
non-linear and time-variant nature.

The step response was also simulated for larger step sizes. Figure 6.5 shows the response for
steps between 20◦ and 340◦ in 40◦ increments. As can be seen from the figure, for steps larger
than 20◦, the output phase experiences wrapping and becomes negative. To illustrate the cause
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Figure 6.4: Step response for small phase steps

Figure 6.5: Step response for large phase steps
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Figure 6.6: Time-domain waveforms for 20◦ and 60◦ input phase steps

of this wrapping behavior, the time-domain waveforms, both at the output of the HR-RF-DAC
and at the output of the limiter, are depicted in Figure 6.6 for the 20◦ step and the 60◦ step. As
the figure shows, when a phase step is applied (just before the 3.2 ns mark), the HR-RF-DAC
output waveform is temporarily disturbed to accommodate the phase shift. For larger steps
this disturbance is stronger, and it can be seen that for a step of 60◦, the HR-RF-DAC output
does not cross zero during one period. Due to this fact, during that period, the output of the
limiter does not toggle, resulting in one skipped pulse, which corresponds to a negative phase
step. This phase wrapping behavior will degrade the phase modulator performance. However,
because large phase steps are most likely to occur when the signal crosses the origin, i.e. when
the signal envelope is small, the degradation is expected to be minimal.

Figures 6.4 and 6.5 show that, regardless of the step size, the 10 %-90 % rise/fall time of the
modulator’s output phase is tr ≤ 0.8 ns. By assuming that the phase-modulator behaves like a
2nd-order linear system, a rough estimate of the modulation bandwidth can be obtained using
[59]:

tr ≈
1.8

ωn
(6.1)

where ωn is the system’s bandwidth in radians. Solving for ωn results in a (single-sideband)
modulation bandwidth of approximately 360 MHz. However, in reality, the bandwidth of the
phase modulator will be limited to the Nyquist frequency of the input data, which for a 600 MS/s
input signal is 300 MHz. This corresponds to a DSB bandwidth of 600 MHz, which is sufficient,
according to the requirement set in Section 3.2.

6.3 QAM-Modulated Signal

To test the performance of the phase modulator within the context of the full TX system, several
transient simulations were run with the phase of a QAM-modulated signal as the input. The
envelope path was assumed to be ideal, apart from using the same interpolation filter as in the
phase path. After the simulation, the envelope and phase paths were recombined to produce the
RF output.
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Figure 6.7: (a)Power spectra and (b) constellation diagrams of the RF output and input for a 80 MHz
64-QAM signal at 2.4 GHz with SOH interpolation

So far, 256-QAM has been used in system-level simulations. However, with random input
data, significantly more than 256 symbols need to be simulated to fill the entire constellation
diagram. For a signal with 80 MHz bandwidth, 256 symbols translate to 3.2 µs of simulation
time, which excludes any overhead due to the pulse-shaping filter. Since with the available
simulation infrastructure, each microsecond took approximately one day to simulate, it was
chosen to perform these simulations with a 64-QAM signal, instead. In this way, the time
required for simulation could be reduced, while still covering most of the constellation diagram.

6.3.1 80MHz 64-QAM with SOH Interpolation at 2.4GHz

The first of the simulations with a modulated signal involved a 64-QAM signal with 80 MHz
bandwidth with a center frequency of 2.4 GHz. The input data was up-sampled to 2.4 GS/s using
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Table 6.1: Power consumption of the phase modulator for a 80 MHz 64-QAM signal at 2.4 GHz with
SOH interpolation

Component Power consumption [mW]
HR-RF-DAC + filter (analog supply) 3.4
HR-RF-DAC (digital supply) 28.1
Limiting amplifier 1.8
Total 33.3

SOH interpolation, which, as explained in Section 3.4, is the default configuration of the system.
The signal spectra and constellation diagrams both at the input and output of the TX system are
depicted in Figure 6.7a and Figure 6.7b, respectively. As the figure shows, in terms of the close-in
spectrum, the output signal follows the input quite closely, with the non-linearity of the output
is only approximately 5 dB higher than that of the input. The ACPR of the output (assuming
40 MHz channel spacing) for the lower and higher adjacent channels is ACPRL = −48 dBc and
ACPRH = −47 dBc, respectively, which meets the requirement of −45 dBc. Unfortunately,
further out of band, the noise floor does not reach the target of −60 dBc. Instead, the level of
the noise floor is at approximately −56 dBc.

In terms of the in-band performance, it can be seen that the constellation diagram of the
output signal resembles that of the ideal signal quite closely. The EVM of the output signal is
−35.7 dB, which is less than 3 dB higher than that of the input and meets the −35 dB require-
ment.

It should be noted that these simulation results are achieved without the use of DPD or other
calibration techniques. If some form of calibration is applied, such as predistorting the input
phase to compensate for the static error, or slightly skewing the various LO clocks to improve
the image rejection, it should be possible to achieve better performance.

The power consumption of the various components of the phase modulator is shown in Ta-
ble 6.1. The table shows that for this modulated signal, the phase modulator uses a total of
33.3 mW, the majority of which (28.1 mW) is consumed by the digital circuitry. This circuitry
includes mixing DAC logic that drives the differential pair switches in the unit cells, as well as
any buffers in the LO and data paths.

6.3.2 80MHz 64-QAM with ZOH Interpolation at 2.4GHz

As was discussed in Section 3.4, while applying SOH interpolation to the input signal does
suppress spectral replicas at 600 MHz away from the carrier, it also degrades the signal’s EVM
and ACPR. As such, the option to bypass the SOH interpolation was included in the design, such
that the signal would exhibit a ZOH characteristic. In this way, it can be determined whether
or not the performance of the phase modulator is limited by the input signal. The bandwidth
and center frequency were kept the same as in the case of SOH interpolation.

The resulting signal spectra and constellation diagrams can be seen in Figure 6.8a and Fig-
ure 6.8b, respectively. The spectral replicas at 600 MHz away from the carrier due to ZOH
are clearly visible, and the noise floor reaches only approximately −50 dBc at its lowest point.
In terms of close-in nonlinearity, ACPRL = −49 dBc and ACPRH = −44 dBc. The EVM is
−35.4 dB, so the in-band performance is marginally worse than with SOH interpolation.

Overall, the performance can be seen to be somewhat worse than before, despite the fact
that the ZOH-interpolated input signal is much cleaner in terms of both EVM and ACPR.
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Figure 6.8: (a)Power spectra and (b) constellation diagrams of the RF output and input for a 80 MHz
64-QAM signal at 2.4 GHz with ZOH interpolation

This indicates that the phase modulator performance is not limited by the input signal, but
rather by its own non-linearity. The far-out performance degradation with respect to the SOH
case is caused by spectral regrowth around the spectral replicas. The close-in and in-band
performance degradation is most likely the result of the larger phase steps that are inherent to
ZOH interpolation, such that phase wrapping (as discussed in Section 6.2.2) is more common in
the signal transitions.

The phase modulator’s power consumption, when used with this input signal is summarized
in Table 6.2. It can be seen that the consumption is almost unchanged with respect to the SOH
case, apart from a marginally lower consumption of the digital circuitry in the HR-RF-DAC. This
is due to the less frequent switching of the I/Q data lines as a result of the ZOH interpolation.
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Table 6.2: Power consumption of the phase modulator for a 80 MHz 64-QAM signal at 2.4 GHz with
ZOH interpolation

Component Power consumption [mW]
HR-RF-DAC + filter (analog supply) 3.4
HR-RF-DAC (digital supply) 26.6
Limiting amplifier 1.8
Total 31.8

Table 6.3: Power consumption of the phase modulator for a 30 MHz 64-QAM signal at 900 MHz with
SOH interpolation

Component Power consumption [mW]
HR-RF-DAC + filter (analog supply) 3.4
HR-RF-DAC (digital supply) 11.0
Limiting amplifier 1.1
Total 15.6

6.3.3 30MHz 64-QAM with SOH Interpolation at 900MHz

As the goal of this thesis work is to develop a phase modulator which support frequency-agile
operation, it is important to show the system performance at lower frequencies. For this, another
simulation was run, with the center frequency set to 900 MHz. Again, SOH interpolation was used
to up-sample the signal to the carrier frequency, while the bandwidth was scaled proportionally
to 30 MHz. While in the case of operation at 2.4 GHz, the parasitic capacitance at the output of
the HR-RF-DAC limited the cut-off frequency of the filter to a much lower value than desired,
this is no longer true for operation at 900 MHz. As such, for this simulation, it was possible to
set the filter cut-off frequency equal to the carrier frequency.

The resulting signal spectra and constellation diagrams are shown in Figure 6.9a and Fig-
ure 6.9b, respectively. As can be seen from the spectrum, the output very closely the input
signal, with ACPRL = −47 dBc and ACPRH = −49 dBc. Further out, the noise floor can be
seen to be at approximately −60 dBc, as per the requirement, which suggests that in the 2.4 GHz
case, the higher noise floor is caused by dynamic effects, which are more prevalent at higher fre-
quencies. In terms of the in-band performance, the EVM is 1.6 dB worse than when operating
at 2.4 GHz. This is likely caused by the somewhat weaker attenuation of the harmonics relative
to the fundamental tone, due to the higher cut-off frequency of the filter. However, the exact
cause of this degradation has not been investigated in detail.

The power consumption of the phase modulator operating under these conditions is shown
in Table 6.3. As can be seen from this table, while the consumption of the analog portion of
the HR-RF-DAC remains unchanged, the consumption of the other two blocks has decreased
significantly. In the case of the digital part of the HR-RF-DAC, the consumption is 61 % lower
than when operating at 2.4 GHz, which is almost proportional to the 62.5 % decrease in frequency.
The power consumption of the limiter is only 39 % lower than at 2.4 GHz, since the limiter also
contains analog gain stages, the consumption of which is unaffected by the frequency decrease.
Overall, the digital portion of the HR-RF-DAC has the highest impact on the overall power
consumption, decreasing the total consumption to 15.6 mW.
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Figure 6.9: (a)Power spectra and (b) constellation diagrams of the RF output and input for a 30 MHz
64-QAM signal at 900 MHz with SOH interpolation

6.4 Conclusion

In this chapter, the post-layout simulation results of the finalized phase-modulator design were
presented. A static simulation of the output phase error with respect to the input phase revealed
the error to be as high as 1.7◦, which is significantly higher than was predicted in Section 4.3.
This error is caused by layout effects and is not inherent to the concept or the schematic-level
design. Furthermore, additional error is expected to present itself in the fabricated circuit,
as illustrated by the (schematic-level) Monte-Carlo simulation. This static error, however, is
well suited to be corrected for through predistortion by utilizing the LUTs preceding the phase
modulator. As such, better performance can be expected after calibration, although this has not
been investigated in simulation.

The phase modulator’s dynamic performance was investigated with both a single-tone sim-
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ulation as well as a simulation of the step response. An analysis of the single-tone simulation
results revealed a number of tones in the phase modulator’s output spectrum, the most relevant
of which can be traced back to phase mismatch between I and Q, LO feed-through and the
HR-RF-DAC’s third-order non-linearity. The highest unwanted tone is the image which has a
power of −38 dBc and since it falls in-band, it limits the achievable EVM.

The step response simulation showed the modulator’s time-domain characteristics. It was
shown that the output phase settles to its final value, albeit with limited accuracy, within ap-
proximately 1 ns, and that the rise/fall time of the phase signal is less than 0.8 ns. The latter
indicates that the phase modulator’s analog modulation bandwidth is in the order of 360 MHz
which is high enough to not be the limiting factor in the overall modulation bandwidth. For
steps larger than approximately 20◦, the phase wraps to the negative side, which in the time
domain is represented by a single skipped pulse in the limiter’s output voltage. However, because
such large phase steps are much more likely to occur when the I/Q signal crosses the origin (i.e.
when the signal power is low), this wrapping behavior has little effect on the overall system
performance.

Finally, the phase modulator was also tested as part of a full TX system, which was otherwise
considered ideal. It was shown that with an 80 MHz 64-QAM signal interpolated with SOH, and
with an LO of 2.4 GHz, the modulator meets the target requirements for ACPR and EVM while
consuming 33.3 mW of power from a 1.1 V supply. However, wideband distortion causes the
effective noise floor to be higher than desired. Bypassing the SOH interpolation (such that ZOH
results) does not improve the performance in any way, despite the seamingly cleaner input signal.
In fact, the spectral replicas and the additional regrowth that occurs around them further raises
the effective noise floor.

The phase modulator was also tested at 900 MHz center frequency (and a proportionally
scaled signal bandwidth), to demonstrate the frequency-agile nature of this design. At this
frequency, the system showed better ACPR and the target for the noise floor of −60 dBc was
reached. However, the EVM performance was marginally worse, presumably due to the filter
cut-off frequency being set differently, relative to the LO frequency. Since the majority of the
power is consumed by the digital logic in this design, operating at a lower frequency resulted in
a significantly lower total power consumption, namely 15.6 mW.
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Chapter 7

Conclusion

In this thesis work, the need for a wideband phase modulator for polar TX systems was motivated,
and a promising phase modulator concept was brought forward as a possible solution. This
concept was implemented in TSMC’s 40 nm CMOS technology and although there was no time
to perform measurements on the fabricated chip in the context of this thesis work, extensive
simulations were performed to characterize the expected system performance.

In Section 7.1, the simulation results presented in the previous chapter are put into perspective
by comparing them to state-of-the-art phase modulators in recent literature. Furthermore, some
benefits and shortcomings of the current design are pointed out, in order to aid in trade-offs in
future designs. Section 7.2 summarizes the thesis outcome and reflects on whether or not the
goals that were set at the beginning of this thesis have been achieved. Finally, in Section 7.3,
some recommendations are made for future work, based on the insights gained during the course
of this project.

7.1 Discussion

The post-layout simulation results presented in Chapter 6 provide a reasonable prediction of
the performance that can be expected of this phase modulator implementation. To put phase
modulator performance into perspective, it is important to compare it to other phase modulators
reported in recent literature. It should be noted, however, that although there is no shortage of
reported phase modulator designs, the majority of these are evaluated stand-alone as they are
targeted at constant-envelope modulation schemes such as phase-shift keying (PSK), Gaussian
frequency-shift keying (GFSK), or similar. Generally speaking, standards that use these schemes
have much less demanding bandwidth requirements, allowing other performance metrics such as
power consumption to be optimized for, instead. As such, a comparison to these designs would
be of limited use, because the goals of these designs are too dissimilar to the goals set for this
thesis work.

Nevertheless, a number of transmitter systems for complex-modulated signals have been re-
ported in recent years, which implement wideband phase modulators for use in either polar or
outphasing configurations. For instance, [42] presents an outphasing modulator that supports
both 20 MHz 802.11g and 40 MHz 802.11n. The phase modulators used in this design are imple-
mented using the coarse-fine delay line architecture discussed in Section 2.2.3. In [44], a polar
transmitter for 20 MHz 802.11g signals is presented in which the phase modulator is implemented
using an analog-intensive variant of the constant-envelope direct up-conversion architecture. Fi-
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Table 7.1: Comparison of phase modulator performance to literature data

Parameter [42]a [44]a [45]a This workb

Process 32 nm CMOS 65 nm CMOS 45 nm
CMOS SOI 40 nm CMOS

Carrier
frequency 2.4 GHz 2.2 GHz 10 GHz 2.4 GHz 900 MHz

Modulation 64-QAM
OFDM

64-QAM
OFDM

256-QAM
OFDM 64-QAM

Signal
bandwidth 40 MHz 20 MHz 133 MHz 80 MHz 30 MHz

EVM −28 dB −28 dB −29 dB −35 dB −34 dB

ACPR −50 dBcc −50 dBcc −36 dBcc −47 dBc −47 dBc

Noise floor −50 dBcc −80 dBcc −40 dBcc −56 dBc −60 dBc

Power con-
sumption 20 mWd 9 mw 860 mWd 33 mW 16 mW

Area 0.05 mm2 e 0.07 mm2 e 2 mm2 0.17 mm2

aMeasured performance after calibration
bSimulated performance with no calibration
cEstimated based on reported plots of the output spectrum
dEstimated based on half of the outphasing modulator power consumption
eEstimated based on reported chip micrograph

nally, [45] presents an outphasing modulator that targets LTE carrier aggregation in the 10 GHz
band and supports bandwidths of up to 133 MHz. This modulator also implements the phase
modulators using an analog-intensive constant-envelope direct up-conversion structure. A com-
parison of various performance metrics of these modulators to those of the modulator developed
during this thesis work is summarized in Table 7.1.

Overall, the phase modulator in [42] is the smallest of the modulators, while meeting all
the requirements of 802.11g/n, which demonstrates how compact a fully digital implementation
can be in an advanced nanometer-scale technology. The modulator developed in [44] has by
far the smallest power consumption and despite being heavily based on analog techniques and
containing two inductors its total area is only marginally bigger than that of [42]. However, of
the modulators presented here, it supports the lowest bandwidth, and despite being designed for
802.11g signals, the measurement results were only reported at a center frequency of 2.2 GHz
rather than the standard 2.4 GHz. Furthermore, at −80 dBc, it has by far the lowest noise floor.
However, the publication did not make it clear whether or not the measurement was performed
with a bandpass filter at the TX output. If this is the case, the unfiltered noise floor could
be significantly higher. The modulator reported in [45], supports the largest signal bandwidth,
and with its 256-QAM OFDM modulation, it was the first outphasing modulator to surpass
1 Gb/s data rate. However, both its ACPR and noise floor performance is worse than the other
modulators, while its power consumption and area are two orders of magnitude higher than the
modulator of [44]. The latter, however, is primarily due to the fact that this modulator was
designed to deliver 23 dBm peak output power without any external PA.
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Of the phase modulators presented in Table 7.1, the one developed during this thesis work
supports the largest signal bandwidth, relative to its operating frequency. It also has superior
EVM performance, while having a very reasonable ACPR and noise floor. Both the area and
the power consumption (at 2.4 GHz) are somewhat larger than [42] and [44], which demonstrates
the main drawback of using the harmonic rejection architecture, with its requirement for eight
different LO phases. However, because it is a frequency-independent solution, it facilitates true
multi-band/multi-standard operation.

Unfortunately, although the modulators compared here share similar goals, the validity of
this comparison is still limited. This is because the performance of the modulator developed dur-
ing this thesis work can only be predicted based on simulation results. Additional non-idealities
present in the fabricated circuit could degrade the performance further, whereas calibration
techniques such as DPD could result in a dramatic performance improvement. Moreover, this
comparison assumes that the phase modulator performance is the dominant factor for the perfor-
mance of the overall TX system, which is often not the case. Finally, since OFDM modulation
is a fundamentally different type of signal than standard QAM, further differences are to be
expected. All in all, a true comparison can only be made when the fabricated chip is measured,
after proper calibration, ideally with an OFDM-modulated signal. Nevertheless, the data avail-
able so far appears promising, and shows that this phase modulator concept warrants further
development.

7.2 Thesis Outcome

Throughout the course of this thesis work a phase modulator for digital polar transmitters was de-
signed and implemented, guided by the goals stated in Section 1.5. The novelty of this design lies
in the application of the harmonic rejection architecture, originally developed to improve analog
mixer performance, and several digitally-intensive techniques to achieve a wide bandwidth and
frequency-agile operation. The modulator has been shown to support 80 MHz QAM-modulated
signals at a center frequency of 2.4 GHz with adequate performance, despite the significant band-
width expansion that occurs when converting from Cartesian to polar coordinates. Post-layout
simulations of the phase modulator, combined with an ideal envelope path, have shown that the
design meets the EVM requirement of −35 dB and the ACPR requirement of −45 dBc. Unfor-
tunately, the noise floor performance is approximately 4 dB worse than desired, but since it is
dominated by wideband distortion rather than quantization noise, it is expected that this can
be improved using calibration techniques.

One of the major advantages of this phase modulator concept is its ability to support a large
range of operating frequencies. To demonstrate this, its performance has also been simulated
at 900 MHz, with the bandwidth of the input signal scaled proportionally to 30 MHz. At this
frequency, the ACPR remained almost unchanged, and the noise floor improved, to meet the
−60 dBc requirement. Unfortunately, the EVM performance was showed a degradation of ap-
proximately 1.6 dB, but this can most likely be improved by selecting a slightly lower filter cut-off
frequency.

One of the design goals for this phase modulator is to be as digital as possible, to take
advantage of the ongoing technology scaling of CMOS technology. This has been achieved to a
certain extent, as the interface to this modulator to the outside world is fully digital, and the
design relies heavily on digital logic to achieve the mixing operation, to drive the DACs in an
effective manner and to support calibration through DPD. However, the core of the modulator,
consisting of the DACs, the filter and the first three stages of the limiter, is still analog in nature.
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2.9 mm

3.1 mm

Figure 7.1: Chip micrograph of the full digital polar Doherty transmitter showing two instances of
the phase modulator (red), two DPAs (green), the matching network (magenta) and the DSP logic and
SRAM LUTs (cyan)

Nevertheless, since the sizing of the DAC unit cells was primarily determined based on mismatch
and the tolerances on the physical dimensions of transistors generally improve in finer technology
nodes, this design is still expected to benefit from technology scaling.

In order to be cost-effective, it is vital that the modulator occupies a small area on-chip
and its power consumption is low. Unfortunately, the use of the harmonic rejection architecture
is disadvantageous for both of these performance metrics, due to the additional DACs and LO
frequencies that are required. However, despite these issues, and especially considering the added
benefits of this design choice in terms of frequency-independent operation and the simplicity of
the required filter, the design remains relatively competitive with the other phase modulators
considered in the previous section. Furthermore, the use of inductors has been avoided in this
design, in part to prevent disturbances from a high-power DPA from inductively coupling to the
analog signals in the phase-modulator core. This design choice allows for better integration of
the full TX system on a single chip, further reducing the overall costs. Furthermore, avoiding
the use of inductors is also beneficial for moving towards finer technology nodes, since inductors
do not benefit from scaling.

88



CHAPTER 7. CONCLUSION 7.3. RECOMMENDATIONS FOR FUTURE WORK

The design has been fabricated in TSMC’s 40 nm CMOS technology, and the finished chip
micrograph can be seen in Figure 7.1. As described in Section 1.3 (and in more detail in Sec-
tion 3.1), the phase modulator is used in a polar Doherty configuration, which contains a main
branch and a peak branch. The two instances of the phase modulator can be seen marked in red.
Also highlighted are the two DPAs including the thermometer encoder-based envelope modula-
tor (green), the on-chip matching network (magenta) and the DSP logic and SRAM LUTs that
precede the envelope and phase modulators. At the time of writing, the fabricated chip has been
received from the foundry and the measurement process has begun, in order to bring this project
to its conclusion.

7.3 Recommendations for Future Work

Although this thesis work has yielded some interesting results, and the proposed phase modulator
concept has been shown to be viable in simulation, there are still numerous areas that warrant
further investigation. First of all, the performance of fabricated circuit should be measured,
both stand-alone and in the context of the full TX system. This would allow to test how much
the performance can be improved with proper calibration. It also allows for testing the system
with OFDM signals, which are more relevant in many modern communication standards. Only
then can a truly fair comparison be made to the state-of-the-art phase modulators reported in
literature.

At the start of this thesis work, the highest target frequency was set to 2.4 GHz, whereas
the lowest target frequency was chosen to be 900 MHz. In the broader scope of the SEEDCOM
project, however, the goal is to support all frequencies in the low-GHz band, up to approximately
6 GHz. Although it has been shown that very low frequencies can be supported with relative
ease, provided that there is enough capacitance in the RC filter, for very high frequencies, this is
most definitely not the case. The limiting factor at high frequencies is the parasitic capacitance
that is present at the output node of the HR-RF-DAC. In the case of this design, it limits
the cut-off frequency of the first filter stage to approximately 1.3 GHz. In order to operate at
higher frequencies, methods of either reducing this parasitic capacitance or suppressing its effect
should be investigated. This could, for instance, be accomplished using wideband buffers to
isolate the output nodes of the individual DACs, or by using a transimpedance amplifier in the
output path. Regardless of the chosen method, making this design suitable for higher frequencies
without degrading the performance while minimizing the increase in power consumption presents
an interesting challenge.

Another research direction worth considering is the choice of interpolation method for the
input data. It has been shown that, if no interpolation is performed on the input data, the spectral
replica’s in the output spectrum prove detrimental to the performance of the TX system. On
the other hand, the chosen interpolation method, namely, SOH interpolating in the I/Q domain,
as described in Section 3.4, has its own limitations. First of all, both the in-band and out-of-
band characteristics of the input signal are degraded. If the intrinsic performance of the phase
modulator is improved in future designs, it is quite possible that the chosen interpolation scheme
will become the limiting factor in meeting the performance requirements. Furthermore, because
the interpolation occurs in the I/Q domain, rather than the phase domain, the I and Q inputs
provided to the phase modulator are no longer constant-envelope, which can introduce further
errors. As such, an investigation of more advanced interpolation schemes could prove beneficial
for future digital polar TX systems.

Finally, due to the bandwidth expansion that occurs when converting from Cartesian to
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polar coordinates, polar transmitters will always be at a disadvantage when compared to their
Cartesian counterparts with respect to the signal bandwidths that can be achieved. Several
methods of reducing the required modulation bandwidth have been investigated in literature.
For instance, [60] presents a technique which alters the signal trajectory such that it avoids
crossing the origin of the constellation, which would otherwise result in a discontinuity in the
phase and a sharp corner in the envelope. In this way, the required modulation bandwidth can
be traded off for a slight degradation of other performance characteristics such as EVM and
ACPR.

An alternative idea, which surfaced during the course of this thesis work, is to allow the
envelope signal to take on a negative value. In this way, if the signal crosses the constellation
origin, both the phase discontinuity and the sharp corner of the envelope signal can be eliminated.
Of course, if the signal trajectory does not come near the origin, toggling the sign of the envelope
signal would exacerbate the bandwidth expansion problem. Thus, with every signal transition, a
decision would need to be made, whether toggling the sign of the envelope is beneficial or not. So
far, this idea has not been developed beyond an intuitive analysis. However, if it can be shown
to work as expected, it could facilitate the development of very wideband polar transmitters in
the future.
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