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A B S T R A C T

When dredging rock using a Cutter Suction Dredger the high amount of spillage is problematic, since it prevents
an energy efficient removal process. This papers presents a coupled DEM-FVM method to simulate spillage, that
can be used for optimizing the design and working method of the Cutter Suction Dredger. In these simulations,
the challenge was to model relatively large particles in a complex and rotating geometry. To ensure stability
and reduce computational time we used smoothing kernels to map the forces and the concentration between
the discrete elements and the fluid mesh. The method is validated for the fluid flow in the rotating cutter
head. This model incorporates all physical processes to predict flow induced spillage in cutter heads within
feasible calculation times.
1. Introduction

1.1. A cutter suction dredger

Dredging equipment is specialized in the removal of soil from the
sea- or river bed in order to create or maintain a navigable depth. A
Cutter Suction Dredger is one of such dredge vessels (Fig. 1). It can be
employed for dredging all kinds of soils: sand, clay and softer rock like
sandstone or limestone.

The Cutter Suction Dredger has a cutter head with pickpoints at-
tached to it (Fig. 2). Its cutter head rotates, swings and pushes its
pickpoints into the seabed and thereby disintegrating the soil. Due to
the shape of the blades, the soil is picked up and transported towards
the suction tube. Here, the soil–water-mixture is hydraulically trans-
ported to the vessel, from where it is transported again to a discharge
location. In the cutter head, the suction flow together with the rotating
motion of the blades keep the particles in suspension before these are
sucked up.

For sandy soils, the removal process is much more efficient com-
pared to rock. Sand is easily kept in suspension before it is sucked
up. Sandstone and limestone do not totally disintegrate when the
pickpoints cut through the soil. The large pieces of rock are more
influenced by gravity and the centrifugal force and are therefore thrown
out of the cutter head more easily than smaller sand particles. The
problem with these pieces leaving the cutter head is that they will stay
on the seabed, which is called spillage.
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∗ Corresponding author.

E-mail addresses: b.nieuwboer@royalihc.com (B.J. Nieuwboer), C.vanRhee@TUDelft.nl (C. van Rhee), G.H.Keetels@TUDelft.nl (G.H. Keetels).

Fig. 1. Cutter Suction Dredger ‘Athena’ owned by van Oord.

A Cutter Suction Dredger has two options to create a certain de-
livered depth when much material is spilled. Either the dredger has
to pass over the area another time or they have to remove a larger
amount of material than needed for the desired depth and leave the
spilled material on the bed. This second method is called dredging an
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Fig. 2. A cutter head; the important parts are labelled (Royal Boskalis Westminster
N.V., 2016).

over-depth. Both options are less energy efficient and take more time
to complete than dredging the delivered depth with limited spillage.

In general two types of spillage can be defined: spillage due to
cutting and spillage due to mixing. Spillage due to cutting includes the
soil that is cut, but never enters the cutter head. The soil which, after
entering the cutter head, is thrown out again, is defined as being spilled
due to mixing. This paper will focus on the spillage due to mixing when
cutting rock. It will in particular focus on the flow induced spillage of
rock in cutter heads, which is a sub-type of the spillage due to mixing.
It is the spillage caused by outflow underneath the ring.

When the processes causing the spillage are accurately described,
the design of the cutter head and the working method can be adapted
to reduce the amount of spillage, leading to a more energy efficient
dredging operation.

This paper presents the technical feasibility of a novel numerical
method for simulating flow induced spillage of pieces of rock in cutter
heads. It will show validated results of the fluid flow in a cutter
head, particle–fluid interaction, particle–particle and particle–blade
interactions.

This method can be used for the optimizing of the design of the
Cutter Suction Dredger and for optimizing the working method. New
designs of cutter head geometries and working methods can be assessed
prior to experimental testing on lab and prototype scale, which are
both expensive to perform. Secondly, a numerical model delivers more
detailed information on the fluid velocities and of the pieces of rock,
which can be helpful to find ways to improve the cutter head design. In
this paper, the method will be validated for the fluid flow in the cutter
head. The trend flow induced spillage will be compared to existing
measurements.

1.2. Literature review

Slotta (1968) used hydrogen bubbles for investigating the flow
around a cutter head with a ring diameter of 0.165 m to improve the
hydrodynamic efficiency using different geometries.

Dekker et al. (2003) measured the velocities in and around a
schematized cutter head including a backplate and suction tube using
an Acoustic Doppler Velocimeter (ADV). The ADV measures the veloc-
ity at a distance of approximately 5 cm from the probe. This distance
from the probe minimizes the disturbance of the flow measurement.
Measurements are taken at 12 positions in the cutter head using a single
ADV; for each measurement location the ADV was relocated. Stein-
busch et al. (1999) and Dekker et al. (2003) created a potential flow
model of this schematized cutter head. The model predicted the steady
potential flow. By simulating different blade positions it was possible to
2

use Fourier analysis to construct a time signal. This constructed time-
series was time-averaged. It compared reasonably well with measured
data.

Zhang et al. (2016) modelled the velocities in a full scale (2.8 m)
cutter head without a backplate or pickpoints using the Reynolds
Averaged Navier–Stokes Equations in Ansys Fluent. The model used a
Multiple Reference Frame (MRF) approach for simulating the rotating
blades in a steady simulation. In this approach the blades do not rotate
in the domain, but the fictitious forces are added to the Navier–Stokes
Equations.

Den Burger (2003) and Den Burger et al. (1999) performed experi-
ments in cutting of blocks of cemented gravel using a ring diameter of
0.4 m for a 1 to 8 scale cutter head. The gravel used in this experiment
had a median diameter of 0.01 m and a density of 2650 kg/m3. For each
suction velocity the experiments showed an optimal rotational speed
of the cutter, where the production fraction is maximum. Den Burger
(2003) explained this using two regimes. At a high rotational speed,
both the centrifugal force on the particles and the outward flow near
the ring increases, due to the shape of the cutter head. Both ef-
fects lead to an outward movement of the particles, leading to more
spillage near the ring. In the second regime, occurring at low rotational
speed, the production fraction increases with increasing rotational
speed. Den Burger (2003) hypothesized a better mixing of the particles
due to collisions with the faster moving blades at higher rotational
speeds caused this effect. This leads to more particles in suspension,
which enter the suction mouth easier and are therefore less likely
spilled.

Den Burger (2003) created three Discrete Element Models for study-
ing the particle behaviour in a rotating cutter head: a model of particles
in a vortex flow with a sink describing the suction mouth using a
potential flow model (Den Burger, 1997). A second model described
the motion of a particle in contact with a rotating blade in the same
vortex flow (Den Burger, 2001). The third model combined the po-
tential flow computations of Dekker et al. (2003) for the blades and
suction mouth with the transport model of a particle along a rotating
blade (Den Burger et al., 2002).

For simulating spillage and production, Zhang et al. (2018) ex-
tended the fluid model of Zhang et al. (2016) with pickpoints, a
backplate and a suction tube. They used the Discrete Element Model to
model the particles in the cutter head and used an unsteady Reynolds
Averaged Navier-Stokes (URANS) approach for modelling the fluid. The
particles were injected from the blades and had a particle diameter of
1 to 5 mm. The rotating cutter head was modelled using a Multiple
Reference Frame, indicating that the blades did not rotate in the model.
This means that the blades could not transport the particles towards the
suction mouth as was observed and modelled by Den Burger (2003).
Secondly, only the collisions between the particles and the cutter head
are taken into account and not the inter-particle collisions. Because of
this no bed of particles can form in the cutter, which was observed
by Den Burger (2003) during his experiments. The results showed
an increase in production with increasing suction discharge and a
decreasing production with increasing rotational velocity. The used
suction velocities were low compared to values used in practice and
low compared to the velocities used by Den Burger (2003). This might
explain the low production fraction they obtained compared to the
gravel cutting experiments of Den Burger (2003).

Werkhoven et al. (2018, 2019) and Miedema (2019) derived an
analytical model for determining the spillage in a rotating cutter head.
They based the model on the affinity laws for centrifugal pumps for
both the pressure and the discharge. These models are calibrated on
the available measured spillage data, but are not based on elementary
physical processes.

None of the mentioned models is suitable for accurately modelling
flow induced spillage, since they all lack some physical processes. Of
the 3 models of Den Burger (2003), the potential flow model was
the most complete. It discarded the inter-particle collisions and the
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concentration effect. The model of Zhang et al. (2018) disregarded the
physical motion of the rotating blades and the concentration effect on
the drag of the particles. From the description in the paper it is not
clear if the particles influence the density in the momentum equation
of the fluid/mixture and if the resulting forces of the Discrete Element
Model act on the fluid. Secondly, the simulated particle sizes of 1 to
5 mm are very small compared to a typical size of the cut material,
which measures in the order of 100 mm.

1.3. Modelling

To analyse flow induced spillage in a cutter head, the mechanisms
causing this spillage should be included in the model. This could be
modelled using a drift-flux approach (Ishii and Hibiki, 2011; Manninen
et al., 1996), an Euler–Euler approach (Ishii and Hibiki, 2011), or an
Euler–Lagrange approach (Zhou et al., 2010). In this paper, the spillage
is modelled using an Euler–Lagrange model, which is better suitable to
model spillage than an Euler–Euler or Drift-Flux model for the reasons
described further on.

Both continuum models only output the Eulerian velocity and con-
centration and not a particle trajectory. Since these are needed to
accurately visualize the mechanisms causing spillage, both the Euler–
Euler method and the Drift-Flux model are less suitable. An Euler–Euler
model needs a collision model for a volume of particles; for example,
the kinetic theory. However, this is designed for near equilibrium
conditions, which are not present in the rotating cutter head. It is
unknown if the collisional and particle contact forces at the blades and
in the near-blade region can be approximated with kinetic theory or
rheological formulations. This is a disadvantages for both Euler–Euler
and Drift-flux. In an Euler–Lagrange model the collisions are resolved.

Both the Drift-Flux model and the Euler–Euler model, need a special
boundary condition for the slip velocity of the particles at the wall,
while in the Euler–Lagrange model this follows from the validated
collision model.

A Drift-Flux model has the underlying assumption that the forces
on the dispersed phase are in equilibrium. The dispersed phase does
therefore not accelerate with respect to the mixture, while the mix-
ture as a whole can accelerate. Large pieces of rock take a relatively
long time to accelerate to this terminal settling velocity (high Stokes
number), therefore this assumption does not hold. It is possible to
model the full transient equation for relative velocity of the dispersed
phase (Manninen et al., 1996). However, the forces will not act back
on the momentum equation of the fluid/mixture.

Four-way coupling is essential for modelling the particle trajectories
since Den Burger (2003) observed high concentrations at the blades
in his experiments. In four-way coupling the fluid forces act on the
particles, resulting forces act on the fluid and collisions are modelled.

In the simulations Den Burger (2001), observed the transport of
particles towards the suction mouth by the rotating blades. To model
this transport mechanism, the model should include rotating blades.

The model should therefore capture the following three phenomena:
flow induced by the rotating blades of a cutter head, particle–flow
interaction and collisions between the particles and of the particles
with the blades. OpenFOAM v1712 is able to model most of these
phenomena. Therefore, this software will be used as a basis for the
model and since OpenFOAM is open-source the code can be adapted
and extended to include the missing models, which will elaborated on
in the next section.

2. Computational method

The method for modelling the flow induced spillage consists of four
parts: modelling the fluid phase using the Finite Volume Method (FVM),
modelling the particle trajectories using the Discrete Element Method
(DEM), coupling between DEM and the fluid, and lastly the collisions
3

a

between the particles and the particles with the cutter head. Each of
these four methods will be described in this section.

In the simulation, a minimal mesh cell resolution is needed to
represent blade geometry accurately and to solve velocity gradients
near the blade surface. A typical particle size of the cut material is
100 mm on prototype scale, which is an order larger than the mesh size
near the wall. On the 1 to 4 model scale used in this paper, a particle is
typically 2 to 5 times larger than the mesh cells. This results in a conflict
of scales: for solving the fluid flow features a fine mesh is needed,
while the mesh should be coarser than the particles to be able to use
standard DEM-FVM coupling, which assumes small particles in a large
mesh cell. Typically, an immersed boundary method (IBM) would be
suitable when particles are larger than the fluid cells. However, this is
too expensive since it requires an even finer mesh for well-reproducing
the drag force on a particle. Bigot et al. (2014) showed an error of
nearly 50% in computing the drag coefficient on a settling particle for
a sphere 5 times as big as a cell.

In this paper we will use the coupling of the DEM with the FVM as
presented by Xiao and Sun (2011) to simulate the flow induced spillage
and study the physical realism of the results. This method is verified
against a numerical integration of the equation of motion to ensure a
well-predicted settling velocity.

In implementing this method into OpenFOAM, special care was
taken for mapping particles near walls and interfaces, such as the
sliding mesh interface and the processor interface.

2.1. Flow model: Navier–Stokes

Zhou et al. (2010) and Hofman (2015) describe the Navier–Stokes
Equations with variable fluid fraction and the coupling with DEM.
The momentum equation, continuity equation and the phase fraction
continuity for the fluid phase coupled with DEM are, respectively:
𝜕𝛼𝑐 𝒖𝒄
𝜕𝑡

+ ∇ ⋅
(

𝛼𝑐 𝒖𝒄 𝒖𝒄
)

= − 1
𝜌𝑐

∇𝑝 + ∇ ⋅
(

𝛼𝑐 𝝉
)

+ 𝒈 +
𝒇 𝒊
𝜌𝑐

(1)

𝜕𝛼𝑐
𝜕𝑡

+ ∇ ⋅
(

𝛼𝑐 𝒖𝒄
)

= 0 (2)

𝛼𝑐 + 𝛼𝑝 = 1 (3)

where 𝛼𝑐 is the continuous phase (or fluid phase) fraction [–], 𝛼𝑝 is the
particle phase fraction [–], 𝜌𝑐 is the continuous phase (or fluid phase)
density [kg/m3], 𝒖𝒄 is the continuous phase (or fluid phase) velocity
[m/s], 𝑡 is the time [s], 𝝉 is the effective stress tensor including both
he viscous and turbulent shear stresses acting on the fluid [N/m2],

is the pressure acting on the continuous phase [N/m2], 𝒇 𝒊 is the
nteraction force of the discrete particles acting on the fluid per unit
olume [N/m3], 𝒈 is the gravitational acceleration [m/s2].

For modelling the turbulent shear stresses the Realizable k-𝜖 Tur-
ulence model of Shih et al. (1995) is used. The momentum and con-
inuity equation are discretized using the method described by Jasak
1996) for single phase flow. It is solved by using the PIMPLE method,
hich is a combination of the PISO and SIMPLE method (Weller, 2005).
his is based on the standard PISO algorithm described in Versteeg and
alalasekera (2007). In these methods the momentum and continuity

quation are solved by constructing the pressure Poisson equation.
olving this equation leads to the pressure at the new time step, which
n turn is used to compute the velocities at the new time step. The time
erivative of the concentration in the continuity equation (first term
n Eq. (2)) enters the right hand side of the pressure Poisson equation.

hen this term becomes large, solving the pressure Poisson equation
akes more iterations/time and can lead to unstable simulation results.

liding mesh
OpenFOAM solves the interface of the rotating motion between two

arts of the mesh using a sliding mesh interface based upon the method
f Farrell and Maddison (2011). It couples the rotating part of a mesh
ith the stationary part using area mapping: the values on target faces
re computed based on the overlapping face area of the source faces.
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Validation
For single phase flow the sliding mesh interface is validated using

the circular Couette flow for which an analytical solution exists. The
velocities in the rotating cutter head are validated against the experi-
ments of Dekker et al. (2003) and yet unpublished data obtained during
that measurement campaign (Section 3.1).

2.2. Particle model: Discrete element method

The motion of particles is described using Newton’s second law. The
forces acting on the particle are described by Maxey and Riley (1983)
or Zhou et al. (2010), leading to:

𝑉𝑝 𝜌𝑝
𝜕𝒖𝑝
𝜕𝑡

= 1
2
𝐶𝑑 𝐴𝑝 𝜌𝑐

(

𝒖𝒄|𝒑 − 𝒖𝒑
)

‖

‖

‖

𝒖𝒄|𝒑 − 𝒖𝒑
‖

‖

‖

𝛼−𝛽+1𝑐

+ 𝐶𝐴𝑀 𝑉𝑝 𝜌𝑐

(𝐷𝒖𝒄|𝒑
𝐷𝑡

−
𝜕𝒖𝒑
𝜕𝑡

)

+ 𝑉𝑝
𝐷𝒖𝒄|𝒑
𝐷𝑡

+ 𝑉𝑝
(

𝜌𝑝 − 𝜌𝑐
)

𝒈
(4)

where 𝑉𝑝 is the volume of the particle [m3], 𝜌𝑝 is the density of the
article [kg/m3], 𝒖𝒑 is the particle velocity [m/s], 𝐶𝑑 is the drag

coefficient [–], 𝐴𝑝 is the area of the particle projected to the flow
irection [m2], 𝒖𝒄|𝒑 is the undisturbed fluid velocity at the particle

location [m/s], 𝐶𝐴𝑀 is the added mass coefficient, typically taken as
0.5 [–], 𝒈 is the gravitational acceleration [m/s2], 𝛽 is the hindered
settling exponent for the drag force [–].

The term on the left-hand side of Eq. (4) is the inertia, the terms on
the right-hand side denote the drag force (corrected for the concentra-
tion effect), the added mass force, the pressure gradient force and the
combined effect of gravity and buoyancy. For including this equation
in OpenFOAM, the specific drag formulation and the hindered settling
exponent had to be included. The drag coefficient is computed using
the formulation of (Brown and Lawler, 2003):

𝐶𝑑 = 24
Res

(

1 + 0.150 Re0.681s

)

+ 0.407
1 + 8710 Re−1s

for Res ≤ 2 ⋅ 105 (5)

Res =
‖

‖

‖

𝒖𝒄|𝒑 − 𝒖𝒑
‖

‖

‖

𝑑𝑝
𝜈

(6)

where Res is the Reynolds number defined by the slip velocity between
the particles and the fluid [–], 𝑑𝑝 is the particle diameter [m], and 𝜈 is
the kinematic viscosity of the fluid fraction [m2/s2].

To account for the concentration effect the influence of increased
oncentration on the drag of a particle (𝑭 𝒅) is used (Di Felice, 1994):

−𝛽+1
4

𝑭 𝒅 = 𝑭 𝒅,𝟎 𝛼𝑐 (7)
where 𝑭 𝒅 is the drag force on a particle influenced by the concentration
ue to the presence of neighbouring particles [N], 𝑭 𝒅,𝟎 is the drag force
n a single particle in absence of surrounding particles [N]

Richardson and Zaki (1954) derived that the exponent 𝛽 in this
quation has a negative value, which increases the drag on a particle
ith an decreasing void fraction (or continuous phase fraction) In this

ase the expression of Di Felice (1994) is used:

= 3.7 − 0.65 exp
(

−1
2
(

1.5 − log10 Rep
)2
)

(8)

where Rep is defined as:

Rep =
𝛼𝑐

‖

‖

‖

𝒖𝒄|𝒑 − 𝒖𝒑
‖

‖

‖

𝑑𝑝
𝜈

(9)

2.3. Coupling DEM and fluid

Coupling the DEM with the FVM is challenging, since the underlying
assumption of the DEM is a small particle to cell ratio. Mapping
particles larger than a cell lead to two problems. The first is the
particle concentration exceeding one, which is not physical. Secondly,
the forces computed in the DEM are based on undisturbed fluid veloc-
ity. When coupling particles with the fluid, the local fluid velocity is
disturbed by the presence of the particle. For a few small particles in
large computational fluid cell this is no issue. For larger particles, e.g. a
large particle in a cell of about the same size as the particle, this forms
a problem. A representative fluid velocity needs to be determined for
the drag computations.

For computing this representative fluid velocity, this paper describes
a kernel function for mapping the fluid velocities to particles. Sun
and Xiao (2015b) compared five different coupling methods for large
particles:

1. Particle centroid method. This method uses the fluid velocity
from the finite volume cell to compute the drag force. The
concentration in the cell where the particle centre is located, is
computed by dividing the particle volume by the cell volume.

2. Divided particle method. This method also uses the fluid ve-
locity from the finite volume cell. The difference between this
method and the previous is the computation of the concentration
occurs for each cell the particle intersects with. Computing the
amount of volume of a particle located in each cell is a complex
procedure for irregular shaped cells, making this approach not

suitable for this application. Secondly, this approach only works
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Fig. 4. Velocity components against the rotational velocity for two points. The locations of these points are shown in Fig. 6. The measured velocities are denoted with dotted
lines. The modelled velocities have solid lines.
for particles which are smaller than the mesh cells, while the
particles in the cutter head are a factor 2 to 5 larger than the
mesh cells.

3. Two-grid approach. Another way of mapping the particles is
making use of a second coarser mesh. In this two-grid approach
the particles interact with this coarser mesh. The concentration,
fluid velocities and the particle forcing are mapped between the
coarse and the fine mesh. This results in a smooth distribution
of the concentration. However, implementing this method is
complex for irregular cells combined with a sliding mesh and
multiple processor cores.

4. Statistical kernel. Xiao and Sun (2011) used a statistical kernel
function to map the data between the Lagrangian and Eulerian
phase. All the cells in a specified influence sphere around the
particle are used for mapping the Eulerian and Lagrangian data.
Cells closer the particle centre have a bigger influence than the
cells at a larger distance from the centre.

5. Diffusion method. Sun and Xiao (2015b) updated the kernel
method of Xiao and Sun (2011) to a method where not every
single particle would be smoothed. An initial concentration and
force field is smoothed. First, the particle forcing and concentra-
tion are mapped to the cell containing the centre of the particle.
This step is the same as in the particle centroid method. After-
wards, a diffusion equation is applied to the particle concentra-
tion and forcing fields. This leads to smoothed field variables.
The method is also applied to the fluid velocity field acting on
the particles for estimating the undisturbed fluid velocity at the
centre of the particle.

Of these five described coupling methods the particle centroid
ethod and divided particle method are not suitable for particles much

arger than a cell size. The two-grid method is not suitable, since two
imilar boundary fitted meshes are needed, which is not practical for

complicated geometry such as a rotating cutter head. This leaves
he statistical kernel method and the diffusion method. The kernel
ethod allows for a smooth transition of the concentration field in

ime, which is needed to compute a continuous return flow around the
article when using the continuity equation in the form of Eq. (2). Sun
nd Xiao (2015b,a) use the diffusion method in combination with a
ifferent continuity equation, which is likely more capable to handle a
iscontinuous time derivative of the concentration field.

The novelty of this paper is extending the methods of Xiao and
un (2011) and Sun and Xiao (2015b,a) for simulating large particles
n rotating machinery. For this purpose the interaction of the kernel
unction with a sliding mesh interface is incorporated.

The remainder of this section shows the mapping of the particle
elocities, volumes and forces to the fluid and the mapping of the
5

fluid velocity, fluid acceleration and fluid phase fraction to the par-
ticles. Thereafter, it shows treatment of the boundaries when using this
mapping.

Particle to fluid
For the kernel method the particle fraction at a cell is computed

by the volume of the particle multiplied by a Gaussian kernel (𝜙(𝑟𝑗,𝑛))
ensuring a higher particle fraction near the centre of the particle:

𝛼𝑝,𝑗 =
𝑁𝑝
∑

𝑛=0
𝜙
(

𝑟𝑗,𝑛
)

𝑉𝑝,𝑛 (10)

where 𝛼𝑝,𝑗 is the volumetric concentration of particles (or particle
fraction) in cell 𝑗 [–], 𝑁𝑝 is the number of particles contributing to the
volumetric concentration in cell 𝑗 [–], 𝑉𝑝,𝑛 is the volume of particle 𝑛
[m3], 𝑗 is the cell number, 𝑛 is the particle number, 𝜙(𝑟𝑗,𝑛) is the kernel
for mapping the particle information to the Eulerian mesh [m−3], 𝑟𝑗,𝑛
is the distance from the current cell centre 𝑗 to the centre of particle 𝑛
[m].

The same method is used for computing the interaction force per
unit volume:

𝒇 𝒋 =
𝑁𝑝
∑

𝑛=0
𝜙
(

𝑟𝑗,𝑛
)

𝑭 𝒊,𝒏 (11)

where 𝒇 𝒋 is the interaction force between the fluid and discrete partcles
acting on the fluid per unit volume for cell 𝑗 [N/m3] 𝑭 𝒊,𝒏 is the
interaction force between the fluid and the discrete particle 𝑛 [N] which
is equal to the negative value of the right hand side of Eq. (4).

In this study the Gaussian kernel is used as smoothing kernel:

𝜙
(

𝑟𝑗,𝑛
)

= 1
(

𝜎
√

2 𝜋
)𝑛𝑑

exp

(

−
𝑟2𝑗,𝑛
2 𝜎2

)

with 𝑟𝑗,𝑛 =
‖

‖

‖

𝒄𝒋 − 𝒄𝒑,𝒏
‖

‖

‖

(12)

where 𝑛𝑑 is the number of spatial dimensions of the simulation [–], 𝜎
is the standard deviation of the Gaussian kernel [m], 𝒄𝒋 is the location
of the cell centre of cell 𝑗 [m], 𝒄𝒑,𝒏 is the centre of particle 𝑛 [m].

Xiao and Sun (2011) used the solution of the heat equation as a
smoothing kernel. This solution of the heat equation can be obtained
by multiplying the standard deviation in the Gaussian kernel with

√

2.
Evaluating every kernel function over all the cells in the domain is

not efficient, since the contribution further away from the particle is
negligible. Evaluating the kernel until 3 standard deviations includes
99% of the (theoretical) volume only leading to a minor error.

Sun and Xiao (2015b,a) relate the standard deviation to the particle
diameter. In this study, the standard deviation is described as:

𝜎 = 𝛾 𝑑 (13)
𝑝
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here 𝛾 is the distance factor [–], leading to a radius of the influence
phere around the particle of: 3 𝛾 𝑑𝑝.

luid to particle
To compute the undisturbed fluid velocity at the particle for com-

uting the drag force, the velocity at the Eulerian mesh needs to
e mapped to the particles. For computing the added mass and the
ressure gradient force, the total derivative of the fluid velocity also
eeds to be mapped. Lastly, the fluid fraction needs to be mapped to the
articles for computing the concentration effect (Eq. (7)). Cells closer
o the particle centre are more influenced by the particle, therefore a
apping is used which gives higher weights to velocities further away

rom the particle, ensuring less influence of the particle itself. For this
urpose a quadratic function is used.

The quadratic distribution should have integral of unity over the
omain 0 < 𝑟 ≤ 𝑅 with 𝑅 = 3 𝜎. The integral of the weight factors is:

= ∫𝑉
𝑟2 d𝑉 with d𝑉 =

(

𝑟2 sin 𝜃
)

d𝑟 d𝜃 d𝜑

𝑀 = 4
5
𝜋 𝑅5

(14)

here 𝑀 is integral of the weight factor (𝑟2𝑗,𝑛) in the spherical domain
m5], 𝑉 is the volume of the spherical domain in the integration [m3],

is the radius of the spherical domain [m], 𝑟, 𝜃, 𝜑 are the radial
oordinate, azimuthal angle and the polar angle, respectively.

Dividing the weight factor by its integral over the spherical domain,
eads to the kernel function:

(𝑟𝑗,𝑛) =

{ 𝑟𝑗,𝑛2
𝑀 = 5

4𝜋 𝑅5 𝑟2𝑗,𝑛 for (𝑟𝑗,𝑛∕3 𝜎) < 1.0
0 for (𝑟𝑗,𝑛∕3 𝜎) ≥ 1.0

(15)

here 𝜓(𝑟𝑗,𝑛) is the kernel for mapping the Eulerian information to the
article [m−3].

The fluid velocity and fluid fraction at the particle can be computed
s:

𝒄|𝒑,𝒏 =
𝑁𝑐𝑒𝑙𝑙𝑠
∑

𝜓
(

𝑟𝑗,𝑛
)

𝑉𝑐𝑒𝑙𝑙,𝑗 𝒖𝒄,𝒋 (16)
6

𝑗=0
𝑐|𝑝,𝑛 =
𝑁𝑐𝑒𝑙𝑙𝑠
∑

𝑗=0
𝜓
(

𝑟𝑗,𝑛
)

𝑉𝑐𝑒𝑙𝑙,𝑗 𝛼𝑐,𝑗 (17)

where 𝒖𝒄|𝒑,𝒏 is the undisturbed fluid velocity for particle 𝑛 [m/s], 𝒖𝒄,𝒋
is the fluid velocity at cell 𝑗 [m/s], 𝑁𝑐𝑒𝑙𝑙𝑠 is the number of cells in the
spherical influence volume around a particle [–], 𝜓(𝑟𝑗,𝑛) is the kernel
for mapping the Eulerian information of cell 𝑗 to the particle 𝑛 [m−3],
𝛼𝑐|𝑝,𝑛 is the fluid fraction at particle 𝑛 [–], 𝛼𝑐,𝑗 is the fluid fraction at
cell 𝑗 [–].

Note that Eqs. (10) and (11) sum over the number of particles
influencing a single cell, while Eqs. (16) and (17) sum over the cells
in the influence volume of the particle.

Treatment of boundaries
The kernel functions needs to be scaled to ensure a correct treatment

of the boundaries. Particles are mapped in a different manner at walls,
processor interfaces and sliding mesh interfaces than in the middle of
the domain. This section shows the scaling of the weight factors for
mapping the particle properties to the fluid, while the mapping of fluid
properties to the particles is performed in the same manner. In the
case the kernel is not influenced by a boundary, the weight factors are
divided by the sum of all the weight factors to ensure the sum equals
to 1:

𝜙𝑡𝑜𝑡,𝑗 =
𝜙𝑝,𝑗

∑𝑁𝑐𝑒𝑙𝑙𝑠
𝑘 𝜙𝑝,𝑘

(18)

where 𝜙𝑡𝑜𝑡,𝑗 is the scaled total kernel value for mapping the particle
information to cell 𝑗 [m−3], 𝜙𝑝,𝑘 is the non-scaled kernel value for

apping the information of cell 𝑘 [m−3].
For a correct representation of the particle fraction near a wall, a

host particle is added at the other side of the wall at the same distance
o the wall as the particle in the domain. This method is described
n Xiao and Sun (2011) and leads to the following scaling of the weight
actors:

𝑡𝑜𝑡,𝑗 =
𝜙𝑝,𝑗 + 𝜙𝑔𝑝,𝑗

∑𝑁𝑐𝑒𝑙𝑙𝑠 ∑𝑁𝑐𝑒𝑙𝑙𝑠
(19)
𝑘 𝜙𝑝,𝑘 + 𝑘 𝜙𝑔𝑝,𝑘
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Fig. 6. Instantaneous streamlines for 3 different rotational velocities after 14 rotations. Top: 20 rpm, middle: 45 rpm and bottom: 75 rpm. The colours show the in-plane velocity
magnitudes. The left plots show the yz-plane at x = 0. The right plots are cross-sections at 137 mm below the ring.
where 𝜙𝑔𝑝,𝑗 , 𝜙𝑔𝑝,𝑘 are the non-scaled kernel value of the ghost particle
at cell 𝑗 and 𝑘 [m−3].

The particle properties such as velocity, position and size are ex-
changed between processors using openMPI. For the distributed parti-
cles, also the mapping functions need to be evaluated on both proces-
sors. The sum of the mapping function is transferred over the interface
between the two processors for scaling the mapping function at both
sides of the interface:

𝜙𝑡𝑜𝑡,𝑗 =
𝜙𝑝,𝑗

∑𝑁𝑐𝑒𝑙𝑙𝑠,𝐾
𝑘 𝜙𝑝𝑟𝑜𝑐𝐾𝑝,𝑘 +

∑𝑁𝑐𝑒𝑙𝑙𝑠,𝑀
𝑚 𝜙𝑝𝑟𝑜𝑐𝑀𝑔𝑝,𝑚

(20)

where 𝜙𝑝𝑟𝑜𝑐𝐾𝑝,𝑘 is the non-scaled kernel value at cell 𝑘 on processor 𝐾
[m−3] and 𝜙𝑝𝑟𝑜𝑐𝑀𝑔𝑝,𝑚 is the non-scaled kernel value of the ghost particle
at cell 𝑚 on processor 𝑀 [m−3].
7

At the sliding mesh interface the kernel functions do not extend
to the other side. This has two reasons. The main reason is that
OpenFOAM has the limitation that the sliding mesh should reside on
a single processor for DEM simulations. Which means that the particle
concentration should be spread across multiple interfaces: the processor
interface and the sliding mesh interface. This leads to a complicated
procedure. The second reason that it is more complicated to obtain the
information of the cell at the other side of the sliding mesh is that the
position of the connecting face between two neighboring cells changes
over time.

This implementation leads to a discontinuity in time for the fluid
phase when a particle passes a sliding mesh interface. In this case the
time derivative of the concentration field will be high. As a result the
simulation becomes unstable, due to the large return flow when the
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Fig. 7. Initial condition of the particle concentration (𝛼𝑝) in the cutter head and the
direction of the gravity acting on the particles.

particle crosses the sliding mesh interface. To solve this issue, the con-
centration change around the sliding mesh is not taken into account in
the continuity equation. This causes an error in the continuity equation.
However, in a test study with a settling particle it was observed that
this error has the same magnitude as a standard computation without
the usage of any mask functions. Unfortunately, the local error at the
sliding interface is orders of magnitude larger compared to simulations
with a stationary mesh.

Verification of method
The method is verified for a single, settling particle crossing the

sliding mesh interface and for the settling of a cloud of particles in a two
dimensional domain (using adapted kernel functions) for volumetric
particle fractions of 0.02 up to 0.3. The simulation results are compared
against a numerical integration of Eq. (4) using a zero undisturbed fluid
velocity and an uniform particle fraction along the domain. For the
single particle crossing the sliding mesh this resulted in a root mean
square error of 0.01 m/s on a terminal settling velocity of 0.74 m/s.

2.4. Collisions

Inter-particle collisions and particles–wall collisions are computed
using the method described by Tsuji et al. (1992), where the contact
forces are computed by a so-called soft-sphere approach. This method
uses a spring to model the rebound velocity and a viscous damper to
model the energy dissipation during the collision. It is an extension of
the collision model of Cundall and Strack (1979), which used a linear
relation between the overlap distance and the collisional force. Tsuji
et al. (1992) used a Hertzian (non-linear) spring for the relation be-
tween the force and displacement based on the work of Mindlin (1949)
and Mindlin and Deresiewicz (1953). This method is already available
in OpenFOAM and this paper extends the OpenFOAM spring–damper
system with a formulation for computing the damping value to match
measured coefficient of restitution. The normal and tangential force on
a particle during a collision is computed as:

𝑭 𝒏 = −𝑘𝑛𝛿
3
2
𝑛 𝒆𝒏 − 𝜂 𝒖𝒏 (21)

𝑭 𝒕 =

{

−𝑘𝑡
√

𝛿𝑛𝜹𝒕 − 𝜂 𝒖𝒕 for ‖

‖

𝑭 𝒕‖‖ ≤ 𝜇𝑓 ‖‖𝑭 𝒏‖‖

−𝒆𝒕 𝜇𝑓 ‖

‖

𝑭 𝒏‖‖ for ‖

‖

𝑭 𝒕‖‖ > 𝜇𝑓 ‖‖𝑭 𝒏‖‖
(22)

𝜹𝒕 =
𝑡=𝑡𝑐𝑜𝑙
∑

𝑡=0
𝒖𝒕𝑡 𝛥𝑡𝑐𝑜𝑙 (23)

where 𝑭 𝒏 and 𝑭 𝒕 are the normal and tangential collisional force compo-
nent on the particle [N], 𝑘𝑛 and 𝑘𝑡 are the normal and tangential spring
coefficient [N/m], 𝒖𝒏 and 𝒖𝒕 are the normal and tangential velocity of
the particle [m/s], 𝒖𝒕𝑡 is the tangential velocity of the particle at the
contact point, thus including rotation at time 𝑡 [m/s], 𝜂 is the damping
coefficient [N s/m], 𝛿 is the normal overlap distance [m], 𝜹 is the
8

𝑛 𝒕
tangential overlap vector [m], 𝑡𝑐𝑜𝑙 and 𝛥𝑡𝑐𝑜𝑙 are the collision time and
the time step for the computing the collision [s], 𝜇𝑓 is the friction
coefficient [–], 𝒆𝒏 and 𝒆𝒕 are the normal and tangential overlap unit
vectors [–].

The spring coefficients are related to the combined properties of the
particles (or particle and wall):

𝑘𝑛 =
4
3

√

𝑅∗ 𝐸∗ 𝑘𝑡 = 8.0
√

𝑅∗ 𝐺∗ (24)

where 𝑅∗ is the effective radius [m], 𝐸∗ is the effective modulus of
Elasticity (Young’s modulus) [N/m2], 𝐺∗ is the effective shear modulus
[N/m2].

For two particles with different properties (or a particle and a wall),
the effective properties for the collision are:
1
𝑅∗ = 1

𝑅𝑖
+ 1
𝑅𝑗

1
𝑀∗ = 1

𝑚𝑖
+ 1
𝑚𝑗

1
𝐸∗ =

1 − 𝜈2𝑖
𝐸𝑖

+
1 − 𝜈2𝑗
𝐸𝑗

1
𝐺∗ =

2 − 𝜈𝑖
𝐺𝑖

+
2 − 𝜈𝑗
𝐺𝑗

(25)

where 𝑅𝑖 and 𝑅𝑗 ate the radii of the two particles [m], 𝑀∗ is the
effective mass of the masses of the individual particles: 𝑚𝑖 and 𝑚𝑗 [kg],
𝐸𝑖 and 𝐸𝑗 are the moduli of elasticity of the two particles [N/m2], 𝐺𝑖
and 𝐺𝑗 are the shear moduli of the two particles, 𝜈𝑖 and 𝜈𝑗 are the
Poisson’s ratio of both particles [–].

The relation between the modulus of elasticity and the shear mod-
ulus is:

𝐸 = 2𝐺 (1 + 𝜈) (26)

The damping coefficient in Eqs. (21) and (22) is computed as:

𝜂 = 𝛼𝜂
√

𝑀∗ 𝑘𝑛 𝛿
1
4
𝑛 (27)

where 𝛼𝜂 is an additional parameter [–].
This follows the assumption described by Tsuji et al. (1992) of an

equal normal and tangential damping coefficient.
In the standard release of OpenFOAM, 𝛼𝜂 is an input value. How-

ever, this is not a measurable parameter. Therefore this coefficient is
linked to the particle Stokes number via the coefficient of restitution,
which is a similar approach as used in Liggghts (Kloss, 2016). Antypov
and Elliott (2011) showed an analytical relation between the damping
coefficient and coefficient of restitution:

𝛼𝜂 = −
√

5
ln 𝜖𝑛

√

ln2 𝜖𝑛 + 𝜋2
(28)

𝜖𝑛 =
𝑢𝑛,𝑖𝑛
𝑢𝑛,𝑜𝑢𝑡

(29)

where 𝜖𝑛 is the coefficient of restitution in normal direction [–], 𝑢𝑛,𝑖𝑛 is
the magnitude of the normal incidence velocity before a collision [m/s],
𝑢𝑛,𝑜𝑢𝑡 is the magnitude of the normal rebound velocity after a collision
[m/s].

Legendre et al. (2006) showed a relation between the Stokes number
and the coefficient of restitution:

𝜖𝑤𝑒𝑡 = 𝜖𝑑𝑟𝑦 exp (−𝛽∕St𝐴𝑀 ) (30)

St𝐴𝑀 =

(

𝜌𝑠∕𝜌𝑓 + 𝐶𝐴𝑀
)

𝑢𝑛,𝑖𝑛 𝑑𝑝
9 𝜈

(31)

where 𝜖𝑤𝑒𝑡 is the coefficient of restitution for wet (viscous) collisions
[–], 𝜖𝑑𝑟𝑦 is the coefficient of restitution for dry collisions [–], 𝛽 is a
empirical coefficient; a value of 35 was proposed by Legendre et al.
(2006) [–], St𝐴𝑀 is the Stokes number, including the added mass of
the fluid [–], 𝜈 is the kinematic viscosity of the fluid [m2/s2].
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Table 1
Simulation parameters for the fluid simulation of a rotating cutter head.

Parameter Quantity

Fluid Water at 20 ◦C
Kinematic viscosity 1.0034 ⋅ 10−6 [m2/s2]

Domain
Diameter 5 m
Height 1.31 m
𝛥𝑥 4 mm

Operating condition
Discharge 𝑄𝑚 0.120 m3/s
rot. velocity 𝑛𝑐 20, 30, 45,

60, 75, 90 rpm
Time step

Comax 0.9

Using Eqs. (27), (28), (30) and (31) the viscous damping is related
o the Stokes number.

In the simulations the shear modulus and corresponding Young’s
odulus of DEM-particles is reduced in order to match the parti-

le collision time to the fluid simulation time step. Lommen et al.
2014) reduced the shear modulus and corresponding Young’s mod-
lus of DEM-particles by a factor 100. This showed limited influence
n the penetration resistance of a wedge in soil. In this study, a
eduction of the coefficient of restitution from 60 GPa to 10 Mpa
ielded nearly no difference in rebound velocity and direction. These
esults showed a good agreement with the measured oblique particle–
all collisions by Joseph and Hunt (2004) and with the inter-particle

ollisions measured by Yang and Hunt (2006).

. Results

The method described in the previous section will be used for
imulating the flow in the rotating cutter and to model the flow induced
pillage of a batch of particles.

.1. Simulating flow

The fluid flow in the cutter head is validated for a 1 to 4 scale cutter
ead without any pickpoints. Nieuwboer et al. (2017) showed the vali-
ation of an even more simplified cutter head with an axi-symmetrical
uction over the whole area of the back ring. Measurements of the
low velocities are published in Dekker et al. (2003). Fig. 3 shows a
chematic drawing of the measurement setup including its dimensions.
t 12 points inside the cutter head and 16 outside the cutter head
elocities were measured using an Acoustic Doppler Velocimeter.

imulation setup
The numerical domain for the simulation is a cylinder with a

iameter of 5 m and a height of 1.31 m with the cutter head placed
n the middle. This height is similar to the height of the water level
n the experimental setup. The cutter is placed at the same distance
rom the bed as in the experiments, which is 0.39 m. This results in
0.435 m clearance between the ring and the top of the domain. The
esh consists of 9.8 ⋅ 105 cells and has a minimum cell size of 4 mm at

he blades, resulting in a 𝑦+𝑎𝑣𝑔 = 102 for the 60 rpm simulation.
Table 1 shows more information on the domain and operating

onditions. The suction discharge is not varied in these simulations and
ts value is 0.12 m3/s. The rotational velocity is varied between 20 and
0 rpm.

All the walls in the simulation have a no slip boundary condi-
ion for the velocity. The inlet is located at the circumference of the
ylinder and has a Dirichlet boundary for the velocity. The velocity
oundary condition for the outflow at the top of the suction pipe is a
9

eumann boundary condition, imposing the discharge. All the pressure
Fig. 8. Simulation result of relative spillage against rotational speed.

boundaries use the fixedFluxExtrapolatedPressure boundary condition,
which sets the pressure gradient according to the predicted momentum,
allowing possible non-zero pressure gradients at a rotating walls.

The advection term in the momentum equation is discretized using a
using a blended scheme with 85%–90% central and 10%–15%upwind.
Some areas with lower mesh quality initially caused the solution to
become unstable. To overcome this issue, the blend factor was reduced
to 60%–63% in the area underneath the ring. The simulation of the
cutter head is first initialized using a steady state frozen rotor approach.
Thereafter the simulation ran for 14 rotations of which the last 4
rotations are time-averaged to compare with the time-average results
of the measurements.

Comparing simulation and measurements
Fig. 4 shows the measured and modelled velocity components at two

points inside the cutter plotted against the rotational speed. The loca-
tions of these two points are indicated in Fig. 6. The measured velocities
are shown by dotted lines with open markers and the simulation results
are represented by solid lines with filled markers. The red lines shows
the tangential velocities, defined positive in the rotational direction of
the cutter head. Blue indicates the axial velocity, which is positive in
the direction of the suction flow and the radial velocity, indicated in
green, is positive for velocities flowing out of the cutter head.

At point Gi, the tangential velocity is dominated by the suction flow
at low velocities leading to a negative (counter rotational) velocity. This
effect is visible in both the measurements and the simulations and can
be clearly seen in the streamlines in the right panes of Fig. 6. These
streamlines are located in-plane with the measurement location Gi. The
top pane shows the counter rotating flow at a low rotational speed and
the two panes below show the streamlines for higher rotational speeds.
At these two panes, the flow is co-rotating with the blades.

For the higher rotational speeds, the tangential velocity is not
predicted well for point Gi. The right pane of Fig. 4 shows a sudden
decrease in the measured tangential velocity at 75 rpm (the red dotted
line), while the modelled value does not show this sudden decrease.
The right panes of Fig. 6 can provide a possible explanation. It shows
an eddy near the measurement location Gi. If the location of the eddy
is not predicted correctly by the simulation or if the measurement
location is slightly different than reported, this could lead to a large
error in velocity at this point, since the velocity gradient is large in the
eddy.

The tangential velocity at point Ki is only slightly under-predicted,
while the trend of the measurements and the modelled velocities is
similar. When the flow is a solid-body rotation, the tangential velocity
would vary linearly with increasing rotational speed. The deviation at
the lower rotational speeds is caused by the suction flow which forces
a nearly counter-rotating flow (top right pane of Fig. 6).
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Fig. 9. Spillage and radial velocity over the axial coordinate. The bar plot shows the axial coordinate of spilled particles when they leave the contour of the cutter head. The
0 coordinate on the 𝑦-axis is at the ring and −0.44 is at the hub. The line plot shows the radial velocity averaged over both time and the azimuthal coordinate. The top axis
corresponds to the radial velocities.
For both points, the radial velocity is predicted well. At point Ki,
the increase in radial velocity from inflowing to out-flowing is visible
in both the measurements and the simulation results, which can be
more clearly seen in the streamline plots. At point Gi, the measurements
show an increase in inflow for higher rotational velocity, while the
simulations show a near constant value. This could also be attributed to
the simulated position of the eddy. The measurements show nearly no
tangential velocity, which is the case for a point at the east side of the
eddy indicated by the triangle in the lower right pane of Fig. 6. At this
point there is a radial in-flow and nearly no tangential velocity. This
indicates that the location is of the eddy is not predicted correctly. For
an increased rotational speed, the eddy will rotate faster increasing this
radial velocity, which was visible in the measurements.

The axial velocity in both locations is under-estimated. This could
be a numerical artefact, due to diffusion of momentum causing the flow
being directed to the suction mouth over a larger area, resulting in a
smaller axial velocity.

Fig. 5 shows the modelled against the measured values inside and
outside the cutter head. The modelled velocities inside the cutter head
correspond better to the measurements than the velocities outside the
cutter head. The coarser mesh outside the cutter head is a possible
explanation of this difference. Another explanation lies the measure-
ment setup, since long waves in the basin were reported during the
experiments. Also the return flow of the suction discharge into the basin
could have had an effect on the velocity measurements.

Inside the cutter head, both radial and axial velocities are predicted
quite well. The tangential velocities are over-predicted by the model
which could be the effect of the location of the eddy. The rest of the
velocity components lie closer to the 1:1 line.

3.2. Simulating flow induced spillage

The simulation of the flow induced spillage uses the same geometry
and mesh as the simulation of the flow without particles.
10
Simulation setup
Similar to the simulation of the fluid flow in the cutter head, the

flow for the spillage simulation is initialized using a steady state frozen
rotor approach. Afterwards a single rotation is simulated using the un-
steady method without any particles, leading to the initial situation for
the spillage simulation. At the start of the spillage simulation, a single
batch of particles is added between the blades to mimic the material
entering the cutter head after it is cut. Fig. 7 indicates the volume
where these particles placed with a dotted accent. This placement of
the particles mimics the under-cut behaviour of the cutter head. The
gravitational vector is pointing in an angle of 45 degrees from the
rotational axis, resembling an inclination angle of 45 degrees. This is
the same angle as Den Burger (2003) used, while a value of 25 to 30
degrees is more common in practice.

The simulation is a simplified representation of a working prototype
cutter head. Only a single batch of particles is placed inside the cutter
head, while in practice material flows continuously flows from the
breach into the cutter head. In the simulation there is no breach
present; this lack of confinement leads to an easier outflow of particles,
increasing spillage. Also, the simulation does not model the hauling of
the cutter head. The haul velocity could induce spillage since particles
fall easier off a combined translating and rotating blade, than from a
blade which only rotates.

Table 2 shows simulation settings for the spillage simulations. The
domain and operating conditions are the same as for the fluid simula-
tions (Table 1). To ensure a guaranteed stable simulation an upwind
scheme is used for the advection of momentum. The distance factor (𝛾)
of Eq. (13), determining the spreading of the concentration and force
field, is taken 1.0.

Analysis of spillage and radial velocities
After a single rotation, nearly all the particles left the cutter for the

20 and 30 rpm case. For the higher rotational speeds, a fraction of
0.1 to 0.2 is left in the cutter, this is neither spilled nor transported.
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Table 2
Simulation parameters for the flow induced spillage simulation.

Parameter Quantity

Particle
𝑑𝑝 20 mm
𝜌𝑝 2650 kg/m3

𝐸 10 Mpa
𝜈 0.24 (inter-particle) 0.27 (particle-steel)
𝜇𝑓 0.15
𝜖𝑑𝑟𝑦 0.97
dist. fac. 𝛾 1.0
𝑁𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒𝑠 368
𝑑𝑖𝑛𝑡𝑒𝑟 30 mm
c 0.155

Cutter head
𝑛𝑐 20, 30, 45, 60, 75, 90 rpm
𝑄𝑚 0.120 m3/s

Fluid
𝜌𝑐 998.2 kg/m3

𝜈 1.0034 ⋅ 10−6 m2/s
Time step

Comax 0.5

The analysis disregards this fraction by assuming the same part of this
fraction will be spilled as in the simulation.

Fig. 8 shows the flow induced spillage against the rotational speed
and shows an increase in spillage with increasing rotational
speed. Den Burger (2003) found the same trend in the measurements
for higher rotational speeds and Zhang et al. (2018) found this trend
is their simulations as well. However, the simulations do not show a
decrease in spillage with increasing rotational speed as was observed
in the experiments by Den Burger (2003). This could be caused by the
absence of a breach, the method of feeding the particles and also the
hauling velocity could play a role.

To check if the decrease in the production fraction is correlated to
the out-flowing flux near the ring, Fig. 9 compares the radial velocities
at the contour of the cutter head against the spillage over the axial
coordinate of the cutter head. The horizontal bars show the height at
which the particles flow out of the cutter head. For higher rotational
speeds, more particles flow out of the cutter head. This is the most
pronounced in the first 3 cm under the ring (the top bar in the figure).
The line plot in the same figure shows the radial velocity at the hull-
surface. This velocity is obtained from the simulations without particles
(as described in Section 3.1) and it is time-averaged and averaged over
the azimuthal coordinate. At the top bin under the ring, where most of
the spillage occurs, the largest radial velocities are present.

Fig. 10 compares the relative spillage of the top bar to the outflow
velocity at the same location. It shows the onset of spillage between a
radial outflow velocity of 0.05 to 0.23 m/s. At higher velocities a non-
linear relationship can be distinguished, however at the highest outflow
velocity, the curve flattens. This non-linear relation could be caused by
the drag being quadratically dependent on the radial velocity.

4. Conclusion

This paper shows a novel method for simulating flow induced
spillage of rock particles in cutter heads. It can be used for designing a
more energy efficient cutter head and working method of the Cutter
Suction Dredger. Four methods are coupled to perform the spillage
simulations: the Finite Volume Method for simulating the fluid flow, the
Discrete Element Method for the motion of the rock particles, the soft-
sphere collision model and lastly, the smoothing kernels for coupling of
the Discrete Element Method with the Finite Volume Method in these
simulations with large particle to mesh ratios.
11
Fig. 10. The spillage part of the particles flowing out up to 3 cm under the ring against
the outflow velocity at 1.5 cm under the ring. This is the spillage part of the top bars
of Fig. 9 compared with the velocity in the middle of that bar.

These models are individually verified and validated for hindered
settling, collisions and fluid flow in a rotating cutter head. The time-
averaged fluid flow inside the cutter head compare well with the
measurements of Dekker et al. (2003). However, the modelled veloci-
ties inside the cutter head compare better with the measurements than
the velocities outside the cutter head.

In the simulations with particles, the results follow the same in-
crease in spillage with increasing rotational speed as the measurements
of Den Burger (2003) and the simulation results of Zhang et al. (2018).
Additionally, these simulations show that the spillage occurs mostly just
underneath the ring due to the combination of the centrifugal force and
the shape of the blades.

5. Recommendations for future work

The presented simulations show the possibility to predict spillage of
pieces of rock by using the DEM-FVM. The simulation uses a rotating
cutter without a breach (cut-face) and only an initial amount of par-
ticles in the cutter. Further extension of the model towards modelling
practical applications is possible by implementing a breach, a method
to feed the cutter head with particles and simulating the translating
motion. Implementing the breach around the cutter head will prevent
particles from falling out. This can be implemented by making a
boundary fitted mesh around the cutter head together with the breach
or inserting a layer of particles. A continuous feed of particles is more
realistic and will result in a better representation of spillage, since it
ensures the simulation to predict a (dynamically) steady production.

Translating or hauling the cutter head will result in material falling
off the blades, increasing the spillage at lower rotational velocities. The
breach and the bed will prevent the particles falling out of reach of the
blades of the cutter head.

This paper shows the amount of flow induced spillage. Analysis of
particle trajectories and the forces on those particles can provide more
details of the spillage process.

The sub-processes of spillage are validated and verified for this
method. A next step would be to validate the spillage itself against
for instance the measurements of Den Burger (2003). An even better
validation would be to compare the simulated particle trajectories to
measured trajectories.

List of symbols
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𝐴𝑝 Area of the particle projected to the flow direction [m2]
𝒄𝒋 Location of the cell centre of cell 𝑗 [m]
𝒄𝒑,𝒏 Centre of particle 𝑛 [m]
𝐶𝐴𝑀 Added mass coefficient, typically taken as 0.5 [–]
𝐶𝑑 Drag coefficient [–]
𝑑𝑝 Particle diameter [m]
𝒆𝒏 Normal overlap unit vectors [–]
𝒆𝒕 Tangential overlap unit vectors [–]
𝐸𝑖, 𝐸𝑗 Moduli of elasticity of the two particles [N/m2]
𝐸∗ Effective modulus of Elasticity (Young’s modulus) [N/m2]
𝒇 𝒊 Interaction force of the discrete particles acting on the

fluid per unit volume [N/m3]
𝒇 𝒋 Interaction force between the fluid and discrete partcles

acting on the fluid per unit volume for cell 𝑗 [N/m3]
𝑭 𝒅 Drag force on a particle influenced by the concentration

due to the presence of neighbouring particles [N]
𝑭 𝒅,𝟎 Drag force on a single particle in absence of surrounding

particles [N]
𝑭 𝒊,𝒏 Interaction force between the fluid and the discrete

particle 𝑛 [N]
𝑭 𝒏 Normal collision force component on the particle [N]
𝑭 𝒕 Tangential collision force component on the particle [N]
𝒈 Gravitational acceleration [m/s2]
𝐺𝑖, 𝐺𝑗 Shear moduli of two colliding particles [N/m2]
𝐺∗ Effective shear modulus [N/m2]
𝑗 Cell number [–]
𝑘 Cell number [–]
𝑘𝑛 Normal spring coefficient [N/m]
𝑘𝑡 Tangential spring coefficient [N/m]
𝑚 Cell number [–]
𝑚𝑖, 𝑚𝑗 Mass of the masses of two colliding particles [kg]
𝑀 Integral of the weight factor (𝑟2) in the spherical domain

[m5]
𝑀∗ Effective mass of the masses of the individual particles: 𝑚𝑖

and 𝑚𝑗 [kg]
𝑛 Particle number [–]
𝑛𝑐 Rotational speed of the cutter head [rpm]
𝑛𝑑 Number of spatial dimensions of the simulation [–]
𝑁𝑐𝑒𝑙𝑙𝑠 Number of cells in the spherical influence volume around

a particle [–]
𝑁𝑝 Number of particles contributing to the volumetric

concentration in cell 𝑗 [–]
𝑝 Pressure acting on the continuous phase [N/m2]
𝑄𝑚 Mixture (or suction) discharge of the Cutter Suction

Dredger [m3/s]
𝑟 Radial coordinate [m]
𝑟𝑗,𝑛 Distance from the current cell centre 𝑗 to the centre of

particle 𝑛 [m]
𝑅 Radius of the spherical domain [m]
𝑅𝑖, 𝑅𝑗 Radii of the two particles [m]
𝑅∗ Effective radius [m]
Rep Reynolds number defined by the particle velocity [–]
Res Reynolds number defined by the slip velocity between the

particles and the fluid [–]
St𝐴𝑀 Stokes number, including the added mass of the fluid [–]
𝑡 Time [s]
𝑡𝑐𝑜𝑙 Collision time [s]
𝒖𝒄 Continuous phase (or fluid phase) velocity [m/s]
𝒖𝒄,𝒋 Fluid velocity at cell 𝑗 [m/s]
𝒖𝒄|𝒑 Undisturbed fluid velocity at the particle location [m/s]
𝒖𝒄|𝒑,𝒏 Undisturbed fluid velocity for particle 𝑛 [m/s]
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𝒖𝒏 Normal velocity of the particle [m/s]
𝑢𝑛,𝑖𝑛 Magnitude of the normal incidence velocity of a particle

before a collision [m/s]
𝑢𝑛,𝑜𝑢𝑡 Magnitude of the normal rebound velocity of a particle

after a collision [m/s]
𝒖𝒑 Velocity of the particle [m/s]
𝒖𝒕 Tangential velocity of the particle [m/s]
𝒖𝒕𝑡 Tangential velocity of the particle at the contact point,

thus including rotation at time 𝑡 [m/s]
𝑉𝑝 Volume of the particle [m3]
𝑉𝑝,𝑛 Volume of particle 𝑛 [m3]
𝑉 Volume of the spherical domain in the integration [m3]
𝑦+𝑎𝑣𝑔 Dimensionless wall distance averaged over the faces of the

wall
Defined by the wall distance, the shear velocity at the
wall and the kinematic viscosity [–]

𝛼𝑐 Continuous phase (or fluid phase) fraction [–]
𝛼𝑐,𝑗 Fluid fraction at cell 𝑗 [m/s]
𝛼𝑐|𝑝,𝑛 Fluid fraction at particle 𝑛 used for computing hindered

settling [–]
𝛼𝑝 Particle phase fraction [–]
𝛼𝑝,𝑗 Volumetric concentration of particles (or particle fraction)

in cell 𝑗 [–]
𝛼𝜂 Additional parameter for computing the damper in the

spring–damper system [–]
𝛽 Hindered settling exponent for the drag force [–]
𝛽 Empirical coefficient in computing the coefficient of

restitution.
A value of 35 was proposed by Legendre et al. (2006) [–]

𝛾 Distance factor [–]
𝛿𝑛 Normal overlap distance [m]
𝜹𝒕 Tangential overlap vector [m]
𝛥𝑥 Grid spacing [m]
𝛥𝑡𝑐𝑜𝑙 Time step for the computing the collision [s]
𝜖𝑑𝑟𝑦 Coefficient of restitution for dry collisions [–]
𝜖𝑛 Coefficient of restitution in normal direction [–]
𝜖𝑤𝑒𝑡 Coefficient of restitution for wet (viscous) collisions [–]
𝜂 Damping coefficient in the spring–damper system [N s/m]
𝜃 Azimuthal angle [rad]
𝜇𝑓 Friction coefficient [–]
𝜈 Kinematic viscosity [m2/s2]
𝜈𝑖, 𝜈𝑗 Poisson’s ratios of two colliding particles [–]
𝜌𝑐 Continuous phase (or fluid phase) density [kg/m3]
𝜌𝑝 Density of the particle [kg/m3]
𝜎 Standard deviation of the Gaussian kernel [m]
𝝉 Effective stress tensor including both the viscous and

turbulent shear stresses acting on the fluid [N/m2]
𝜑 Polar angle [rad]
𝜙𝑔𝑝,𝑗 Non-scaled kernel value of the ghost particle at cell 𝑗

[m−3]
𝜙𝑔𝑝,𝑘 Non-scaled kernel value of the ghost particle at cell 𝑘

[m−3]
𝜙𝑝𝑟𝑜𝑐𝑀𝑔𝑝,𝑚 Non-scaled kernel value of the ghost particle at cell 𝑚 on

processor 𝑀 [m−3]
𝜙𝑝,𝑘 Non-scaled kernel value for mapping the information of

cell 𝑘 [m−3]
𝜙𝑝𝑟𝑜𝑐𝐾𝑝,𝑘 Non-scaled kernel value at cell 𝑘 on processor 𝐾 [m−3]
𝜙(𝑟𝑗,𝑛) Kernel for mapping the particle information to the

Eulerian mesh [m−3]
𝜙𝑡𝑜𝑡,𝑗 Scaled total kernel value for mapping the particle

information to cell 𝑗 [m−3]
𝜓(𝑟𝑗,𝑛) Kernel for mapping the Eulerian information of cell 𝑗 to

the particle 𝑛 [m−3]
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