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Abstract
To reduce the environmental impact of aircraft, technological innovations are required. The Flying-V
could be one of these technical innovations, as research shows it could be up to 20 % more efficient
than regular aircraft of the same size. The Flying-V however has low lateral control authority, and pitch
break-up could occur for high angles of attack.

The goal of this research is to increase the maturity of the Flight Control System of the Flying-V.
To do so, a Flight Control Systems (FCS) is proposed with Flight Envelope Protection, which is based
on an Incremental Nonlinear Dynamic Inversion inner loop control law. For longitudinal control, a 𝐶∗
control law was implemented, and for lateral control, a Rate Control Attitude Hold control law. To test
the performance of this controller, the handling qualities of this FCS were determined in the presence
of sensor dynamics, as well as discretization effects. The controller is able to be tuned within level 1
handling qualities at selected design conditions, as long as the time delay of the angular rate sensors
is no more than 0.04 seconds.

The effect of sampling time and aerodynamic uncertainties were also evaluated for cruise conditions,
and it was shown that the controller is robust for changes in the aerodynamic model, as well as being
statically stable for sampling times lower than 0.1 seconds. Finally, the Flight Envelope Protection laws
were tested, and shown to meet the requirements, for the cases that were tested, setting a step in
maturity for the Flight Control System.
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1
Introduction

Reducing the environmental impact of aircraft is a challenge that becomes each year more important.
Due to increasing passenger amount, the emissions due to aviation are growing, as can be seen in
Figure 1.1. To limit the growth of emissions, technical advancements are needed. As the technical
advancements for conventional shaped aircraft is only limited, other forms of aircraft should also be
considered, such as flying wings.

Figure 1.1: 𝐶𝑂2 Emissions from International Aviation, 2005 to 2050, from [13]

The Flying-V is a promising design of a flying wing, as based on research it will be between 10 and
25 % more aerodynamically efficient [11] than conventional aircraft. The Flying-V is a flying wing with
two cylindrical fuselages forming a V shape [7]. Another advantage is from flying wings, in general,
is that they have reduced noise levels during landing and take-off, in comparison with conventional
aircraft [25]. The Flying-V can be seen in Figure 1.2.

However, there are also some challenges for the Flying-V, as research indicated that the Flying-V
has pitch break-up tendencies for angles of attack higher than 20∘ [29] and that the dutch roll is unstable
[8], there are also indications for low lateral control authority [8].

To improve the flying and handling qualities of an aircraft a Flight Control System (FCS) can be used.
Recently a lot of research is done on nonlinear controllers, which are able to deal with nonlinearities
in aircraft’s aerodynamics and kinematics. One of these is Nonlinear Dynamics Inversion (NDI), which
uses a model of the aircraft’s dynamics to cancel out aerodynamic and kinematic nonlinearities. One of
the disadvantages of NDI is that it is sensitive to model inaccuracies [42]. Therefore Incremental Non-
linear Dynamics Inversion (INDI) was developed, a sensor-based version of NDI, that is less sensitive
to model inaccuracies [32].

Van Overeem [28] proposed an INDI controller for the Flying-V, to get the Flying-V to have ade-
quate handling qualities during cruise and approach. However, in this research, the performance of

1



2 1. Introduction

Figure 1.2: Isometric view of the Flying-V obtained from the Flying-V website 1

the controller is only evaluated in these two conditions. Also, different uncertainties, like for example
time delay, were not taken into account. These uncertainties could degrade the performance of the
FCS. For certification of an aircraft, it should be shown in a full-scale flight test that the aircraft meets
the requirements set by aviation authorities for flying qualities. Before a flight test will be commissioned,
simulations of the aircraft are required [39]. The schedule for certification used by Airbus can be found
inFigure 1.3. In this research non real-time desktop simulations will be used to evaluate the perfor-
mance of the INDI control laws for the Flying-V when different uncertainties are in effect, as well as the
performance in high angle of attack conditions.

Figure 1.3: Validation means of Airbus for aircraft, from [39]

1.1. Research Questions
The research objective is to increase the maturity of the Flight Control System of the Flying-V by testing
and if necessary improve the INDI based flight control laws in high angle of attack conditions and with
other effects. To achieve this objective, the following questions should be answered:

1. What are the challenges associated with the Flying-V in terms of stability and control character-
istics?

2. What is the state of the art in INDI flight control?

1https://www.tudelft.nl/en/ae/flying-v visited at 20-09-2022

https://www.tudelft.nl/en/ae/flying-v


1.2. Research scope 3

3. What is the performance of the INDI controller for the Flying-V under high angle of attack condi-
tions?

(a) How can the performance of an INDI controller be measured?
(b) What are the control system requirements for aircraft under high angle of attack conditions?

(c) How can the INDI controller be extended to include Flight envelope protection?

4. What is the influence of different effects on the robustness of the INDI controller?

(a) How is robustness of a control system defined?
(b) What is the influence of time delay?
(c) What is the influence of the sampling frequency?
(d) What is the influence of aerodynamic uncertainties?

1.2. Research scope
To answer the research questions, non-real-time desktop simulations of the Flying-V will be used. For
the research a simulation of the full-scale aircraft will be used, where a rigid body is assumed, meaning
that aero-elasticity effects will not be taken into account. The simulation will be based on already
obtained aerodynamic coefficients obtained from Vortex Lattice Method, wind tunnel tests and flight
tests. The research will only look at cruise and approach conditions, with a forward c.g. position, due
to time limitations. The forward c.g. position is chosen, as van Overeem [27] found that this position in
combination with approach conditions,the bare airframe dynamics is the farthest from reaching Level
1 Handling Qualities.

1.3. Report layout
In part I a scientific paper is presented in which the research that was done during this thesis is pre-
sented. Next to that, in part II the literature study of this thesis is given. After that in part III the
verification of the linearized models and LOES fitting algorithm is given. Finally, in IV the conclusion
and recommendations are given.
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Incremental Nonlinear Dynamic Inversion control with Flight
Envelope Protection for the Flying-V

Jurian Stougie ∗

Faculty of Aerospace Engineering, Delft University of Technology, Delft, 2629HS, The Netherlands

To reduce the impact of aviation on the environment, technological innovations, such as
the Flying-V are required. The Flying-V is a proposed commercial flying wing, which uses the
Airbus A350-900 as reference aircraft. In this work, a Flight Control system for the Flying-V is
proposed with a longitudinal 𝐶∗ control law, and a Rate Control Attitude Hold roll control law.
This Flight Control System also includes a Flight Envelope Protection law to prevent reaching
angles of attack higher than 30 degrees, where the Flying-V becomes statically unstable. The
FEP also prevents the Flying-V from reaching load factors above 2.5 and limits the roll angle.
The control laws are tuned to be within level 1 handling qualities in the selected approach and
cruise conditions, with the presence of sensor dynamics, and a digital control system. Robustness
for aerodynamic uncertainties is also shown. Finally, it is shown that the FEP is able to prevent
the angle of attack from becoming too large.

I. Introduction
In 2010 around, 4.9 % of the radiative forcing, causing climate change, comes from aviation, and this is projected to

increase 3-4 times in 2050 [1]. To reduce the impact of aviation on the environment, technological innovations are
required. The Flying-V is a possible way of reducing the environmental impact of aircraft, as research shows that the
Flying-V could be up to 25 % percent more aerodynamically efficient than conventional aircraft [2].

The Flying-V was first proposed by Benad [3] in 2015 as a commercial flying wing. The Airbus A350-900 was used
as a reference aircraft [3]. It was designed to have a capacity of 315 passengers, and a cruise speed of Mach 0.85, which
is the same as the Airbus reference aircraft.

However, research also showed that the Flying-V has some stability and control characteristics that need extra
attention before it can be used as a commercial airliner. It suffers from pitch break-up for angles of attack above 20
degrees [4]. It also has an unstable dutch roll in approach conditions [5] and low lateral control authority [6]. To
increase the flying qualities of an aircraft, a Flight Control System can be implemented. Van Overeem [7] proposes a
FCS based on Incremental Nonlinear Dynamic Inversion (INDI). This showed that the control laws were able to get the
eigenmodes within level 1 handling qualities, however different effects that typically degrade the performance of the
control system, such as time delays and sensor noise, were not taken into account. To get the Flying-V certified either
the pitch break-up behaviour should be removed by redesigning the airframe, or some form of flight envelope protection
should be implemented, to prevent from reaching angles of attack where the pitch break up becomes unrecoverable.

In this research the proposed FCS that is based on INDI will be extenden. INDI, originally called Simplified NDI [8]
is a nonlinear sensor-based control method, that requires less model information than, for example, Nonlinear Dynamic
Inversion, and is therefore more robust for parametric uncertainties [9]. However, a difference in time delay between the
actuator position and angular rate measurements typically degrades the performance of the INDI controller [10].

The goal of this research is to increase the maturity of the Flight Control System of the Flying-V, by evaluating the
performance of the FCS with the effects of sensor dynamics, discretization, and aerodynamic uncertainties, as well as
implementing a Flight Envelope Protection control law.

The structure of the paper is as follows. In section II the simulation model that will be used is explained,by first
showing the aerodynamic model of the Flying-V and then the sensor and discrete time modeling are explained. Next, in
section III the control laws of the FCS are given. After this in section ?? the method of evaluating the control laws
performance is given. Next, in section V the results of the research are presented and discussed. Finally, the conclusion
is shown and recommendations for further research are given in section VI.

∗MSc Student, Control and Simulation Research Group, Delft University of Technology
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II. Simulation model
In this section, the simulation model that is used for analysis is explained. First, the aerodynamic model of the

Flying-V that will be used is presented. Then the way the discretization will be modeled is presented in section II.B, and
the sensors in section II.C. Finally, in section IV.B the method of measuring the performance of the control laws is
introduced.

A. Flying-V
The general layout of the Flying-V, with the locations of the control surfaces, can be seen in figure 1. A top-view of

the wing, with exact inboard (𝛿𝐶𝑆1) and outboard (𝛿𝐶𝑆2) control surface dimensions is given in figure 2. The rudders
(𝛿𝐶𝑆3 ) are integrated into the wing tips. The layout of the Flying-V is taken from the research of Cappuyns [5]. In this
research, the forward centre of gravity will be used, which is located 29.4 m behind the nose. The analysis of the flight
control system will be done in cruise and approach conditions. Cruise condition is on an altitude of 13 km at Mach 0.85,
whereas in approach conditions the altitude is at sea level, with Mach 0.2. The mass of the aircraft is set to 240,000 kg.

Fig. 1 Flying-V with control surface locations, retrieved from van Overeem [11]

Fig. 2 Flying-V wing, from Cappuyns [5]

1. Aerodynamic model
The aerodynamic data used for this research is also as used by van Overeem [11]. This data is a combination of

Vortex-Lattice Method (VLM) data obtained by Cappuyns [5] and Windtunnel data obtained by Garcia [12]. The VLM
data is used as a baseline, which is the reason the control surface layout of this model is also used [11]. The longitudinal
coefficients for angles of attack under 15 degrees are from the VLM model, whereas the data for angles of attack up to
30 degrees are from the wind tunnel data.

The aerodynamic coefficients are available for two Mach numbers (0.2 and 0.85). As some simulations will have
a large variation of airspeed, the aerodynamic data is linearly interpolated between these two Mach numbers. The
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aerodynamic data does not include compressibility effects. For the simulations, zero wind will be assumed. Furthermore,
an atmosphere corresponding to the International Standard Atmosphere will be assumed.

2. Control Surfaces
To increase the flexibility of the control surfaces, the inboard and outboard control surfaces are split up in a left and

right control surfaces, which can be directed independently from each other by the control allocation. The actuators are
modeled as a second-order transfer function, given in equation 1, for which the values are obtained from Matamoros
[13].

𝐻𝑎𝑐𝑡 =
𝜔2

𝑎𝑐𝑡

𝑠2 + 2𝜁𝑎𝑐𝑡𝜔𝑎𝑐𝑡 𝑠 + 𝜔2
𝑎𝑐𝑡

=
4000

𝑠2 + 140𝑠 + 4000
and 𝐻𝑡ℎ𝑟𝑢𝑠𝑡 =

1
0.2𝑠 + 1

(1)

The rate limit for 𝛿𝐶𝑆1 and 𝛿𝐶𝑆2 is 80 deg/s and for 𝛿𝐶𝑆3 it is 120 deg/s. The position limits are 25 and 30 degrees
respectively [5]. The thrust transfer function that converts the commanded thrust to actual thrust is given in equation 1
with the maximum thrust being 3.79 · 105 N [14].

B. Discrete-time modeling
The controller itself will run with a baseline sampling frequency of 100 𝐻𝑧, and each sensor will have its own

sampling frequency. The actuator dynamics as well as the aircraft dynamics will stay a continuous time system. In
figure 4 an overview is given of which part of the simulation will run in which time frame. The discrete INDI control
law is given in equation 2 [15]. The integrators in the controller will be replaced with discrete integrators using Tustins
approximation, as given in equation 3 [16].

𝑢𝑢𝑢𝑘 = 𝑢𝑢𝑢𝑘−1 + 𝐺−1 (𝑥𝑥𝑥𝑘−1)
(
𝜈𝜈𝜈𝑘 −

𝑥𝑥𝑥𝑘−1 − 𝑥𝑥𝑥𝑘−2
𝑇𝑠

)
(2)

1
𝑠
≈ 𝑇𝑠 (𝑧 + 1)

2(𝑧 − 1) (3)

The signals will be sampled before and after the sensors, to get the discrete signals for the sensor and controller
dynamics. Before the actuator and the engine dynamics, the signals will be converted back to continuous-time by a
zero-order hold. This zero-order hold and sampler will be approximated with equation 4 for the linearized models [16].

𝐺0𝑠 (𝑠) =
1 − 𝑒−𝑠𝑇𝑠
𝑠𝑇𝑠

≈ 1 − 𝑠𝑇𝑠/6
1 + 𝑠𝑇𝑠/3

(4)

In MATLAB Simulink, zero-order hold blocks are used to sample signals, and signals are automatically converted to
continuous time signals if required. Therefore for the nonlinear simulations, the sampling will be done with zero-order
hold blocks, and no zero-order block will be used for transforming the signal from discrete to continuous time.

C. Sensor Modeling
The general overview of how the sensors will be modeled can be found in Figure 3. The baseline values for each

sensor can be found in table 1. These values are based on values found by Grondman [17] for the sensors of the Cessna
Citation II PH-LAB laboratory aircraft. The noise and bias are implemented by adding white noise to the signal, with a
mean of the bias, and a standard deviation of the noise level. If the FCS cannot be tuned for level 1 Flying qualities with
these values, the sensor(s) that prevent this should be identified, as well as the values for which level 1 can be obtained.

To obtain the angular accelerations, the output of the body rate filters is first filtered by a second order filter with a
frequency of 30 𝑟𝑎𝑑/𝑠 and a damping ratio of 1 and then differentiated. The instantaneous change of pitch angle ¤𝜃 and
change of roll angle ¤𝜙 are calculated using the gyroscopes.

It is assumed that the air density and actuator positions are at all times known by the controller, without any time
delay, bias, or noise.
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Table 1 Baseline sensor parameters, based on Grondman [17]

Sensor Sampling rate [ℎ𝑧] Time delay [s] Noise Bias Filter time constant
𝑝, 𝑞, 𝑟 [𝑟𝑎𝑑/𝑠] 50 0.1 1 · 10−9 3 · 10−5 0.05
𝜙, 𝜃 [𝑟𝑎𝑑] 50 0.1 1 · 10−9 4 · 10−3 0.05
𝑉 [𝑚/𝑠] 1/0.065 0.325 1 · 10−4 2.5 0.05
𝛼, 𝛽 [𝑟𝑎𝑑] 50 0.1 7.5 · 10−8 3 · 10−5 0.05

𝐴𝑥 , 𝐴𝑦 , 𝐴𝑧 [𝑔] 50 0.1 1 · 10−5 2.5 · 10−3 0.05

Fig. 3 Sensor dynamics model

III. Control laws

A. Incremental Nonlinear Dynamic Inversion and Control Allocation
The inner loop of the Flight control system will be based on an Incremental Nonlinear Dynamic Inversion (INDI)

control law, which is extended with a control allocation algorithm, to ensure efficient use of the control surfaces.

1. INDI
For INDI it is assumed that you can describe the equations of motion as a system given in equation 5. In this

equation 𝑥𝑥𝑥 is the state vector, 𝑢𝑢𝑢 the input vector, and 𝑦𝑦𝑦 the output vector. To this system a Taylor expansion is applied,
where higher order terms are neglected [10]. This expansion is given in equation 6.

¤𝑥𝑥𝑥 = 𝑓 (𝑥𝑥𝑥) + 𝐺 (𝑥𝑥𝑥)𝑢𝑢𝑢 and 𝑦𝑦𝑦 = ℎ(𝑥𝑥𝑥) (5)

¤𝑥𝑥𝑥 ≈ ¤𝑥𝑥𝑥0 +
𝜕

𝜕𝑥𝑥𝑥
[ 𝑓𝑓𝑓 (𝑥𝑥𝑥) + 𝐺 (𝑥𝑥𝑥)𝑢𝑢𝑢]𝑢𝑢𝑢0 ,𝑥𝑥𝑥0 (𝑥𝑥𝑥 − 𝑥𝑥𝑥0) +

𝜕

𝜕𝑢𝑢𝑢
[ 𝑓𝑓𝑓 (𝑥𝑥𝑥) + 𝐺 (𝑥𝑥𝑥)𝑢𝑢𝑢]𝑢𝑢𝑢0 ,𝑥𝑥𝑥0 (𝑢𝑢𝑢 − 𝑢𝑢𝑢0)

= ¤𝑥𝑥𝑥0 +
𝜕

𝜕𝑥𝑥𝑥
[ 𝑓𝑓𝑓 (𝑥𝑥𝑥) + 𝐺 (𝑥𝑥𝑥)𝑢𝑢𝑢]𝑢𝑢𝑢0 ,𝑥𝑥𝑥0 (Δ𝑥𝑥𝑥) + 𝐺 (𝑥𝑥𝑥0) (Δ𝑢𝑢𝑢)

(6)

When the sample rate is high enough, the equation can be simplified to equation 7. For this time scale separation is
applied, as it is assumed control surface deflections are faster than the aircraft dynamics [10].

¤𝑥𝑥𝑥 ≈ ¤𝑥𝑥𝑥0 + 𝐺 (𝑥𝑥𝑥0)Δ𝑢𝑢𝑢 (7)

Inverting this equation and adding the previous control input gives the control law in equation 8.

𝑢𝑢𝑢 = 𝑢𝑢𝑢0 + 𝐺−1 (𝑥𝑥𝑥0) (𝑣𝑣𝑣 − ¤𝑥𝑥𝑥0) (8)

The INDI control law that will be used is based on the rotational equations of motion, given in equation 9

¤𝜔𝜔𝜔 = 𝐼𝐼𝐼−1𝑀𝑀𝑀 − 𝐼𝐼𝐼−1 (𝜔𝜔𝜔 × 𝐼𝜔𝐼𝜔𝐼𝜔) (9)
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Differentiating equation 9 with respect to the control surface deflections gives equation 10.

𝐺 (x) = 𝜌𝑉2𝑆𝑐

2
𝐼𝐼𝐼−1


𝐶𝑙𝛿𝐶𝑆1𝐿

𝐶𝑙𝛿𝐶𝑆1𝑅
𝐶𝑙𝛿𝐶𝑆2𝐿

𝐶𝑙𝛿𝐶𝑆2𝑅
𝐶𝑙𝛿𝐶𝑆3

𝐶𝑚𝛿𝐶𝑆1𝐿
𝐶𝑚𝛿𝐶𝑆1𝑅

𝐶𝑚𝛿𝐶𝑆2𝐿
𝐶𝑚𝛿𝐶𝑆2𝑅

𝐶𝑚𝛿𝐶𝑆3

𝐶𝑛𝛿𝐶𝑆1𝐿
𝐶𝑛𝛿𝐶𝑆1𝑅

𝐶𝑛𝛿𝐶𝑆2𝐿
𝐶𝑛𝛿𝐶𝑆2𝑅

𝐶𝑛𝛿𝐶𝑆3

 (10)

Which when filled into equation 8, gives the new control surface deflections, as shown in equation 11, in which 𝑃𝑃𝑃 is the
inverse of 𝐵𝐵𝐵. However, there is a problem with this equation, as the control effectiveness matrix is not square, and thus
can not be inverted. This problem will be solved with the control allocation, presented in the next section.

u = u0 +
2𝐼𝐼𝐼

𝜌𝑉2 ∗ 𝑆 ∗ 𝑐
𝑃𝑃𝑃(𝑣𝑣𝑣 − ¤𝑥𝑥𝑥0) (11)

2. Control Allocation
As the Flying-V has five different control surfaces, there are only three different moments that need to be controlled.

This means that the control effectiveness matrix 𝐵𝐵𝐵 has five columns and three rows, so the matrix cannot be inverted. This
can be solved by using a pseudo-inverse, the choice of which impacts how the control surfaces are used. Furthermore,
as the Flying-V has limited control authority, it is important that the control surfaces are used effectively. It is therefore
preferable if the control allocation takes actuator limits into account. The maximum control deflections can be calculated
using equation 12 [18].

Δ𝑢𝑢𝑢𝑚𝑎𝑥 = min
(
¤𝑢𝑢𝑢𝑚𝑎𝑥

𝜔𝑎𝑐𝑡

2𝜁𝑎𝑐𝑡
, 𝑢𝑢𝑢𝑚𝑎𝑥 − 𝑢𝑢𝑢

)
and Δ𝑢𝑢𝑢𝑚𝑖𝑛 = max

(
¤𝑢𝑢𝑢𝑚𝑖𝑛

𝜔𝑎𝑐𝑡

2𝜁𝑎𝑐𝑡
, 𝑢𝑢𝑢𝑚𝑖𝑛 − 𝑢𝑢𝑢

)
(12)

For control allocation, a cascading algorithm was chosen. The first step is to use a Moore-Penrose pseudo-inverse (as
given in equation 13), to get the inverse of the control effectiveness matrix 𝐵𝐵𝐵. Using the Moore-Penrose pseudo-inverse
minimises the total control deflections [19].

𝑃𝑃𝑃 = 𝐵𝐵𝐵𝑇 (𝐵𝐵𝐵𝐵𝐵𝐵𝑇 )−1 (13)

The required control deflections can be calculated with equation 14, in which𝑚𝑚𝑚∗
𝑑𝑒𝑠

is defined in equation 15.

𝑢𝑢𝑢 = 𝑃𝑃𝑃𝑚𝑚𝑚∗
𝑑𝑒𝑠 (14)

𝑚𝑚𝑚∗
𝑑𝑒𝑠 =

2𝐼𝐼𝐼
𝜌𝑉2𝑆𝑐

(𝑣𝑣𝑣 − ¤𝑥𝑥𝑥0) (15)

If none of the demanded control deflections are over the limits, calculated with equation 12, these control deflections
are used as the output. If this is not the case, the following three scenarios will be checked, in this order:

1) If control surface 3 has reached its limit:
• Control surface 3 will be set to either its limit or to the required yaw moment divided by 𝐶𝑙𝐶𝑆3 .
• The column related to control surface 3, and the row related to the yaw moment is removed from the

control effectiveness matrix 𝐵𝐵𝐵. The desired yaw moment is removed from the𝑚𝑚𝑚∗
𝑑𝑒𝑠

.
• The new𝑚𝑚𝑚∗

𝑑𝑒𝑠
is calculated by subtracting the generated moment by Control surface 3 from𝑚𝑚𝑚∗

𝑑𝑒𝑠
.

2) Else, if either Control surface 2 left, or right (or both) have reached their limits:
• Find which of these two control surfaces is the most over its limit, and calculate 𝑎 = 𝑢/𝑢𝑙𝑖𝑚. Scale the

other control surface with 𝑎, so that direction is preserved between these two control surfaces.
• Calculate the new𝑚𝑚𝑚∗

𝑑𝑒𝑠
by subtracting the generated moments from𝑚𝑚𝑚∗

𝑑𝑒𝑠
.

• Remove the rows related to 𝛿𝐶𝑆2𝐿
and 𝛿𝐶𝑆2𝑅

from 𝐵𝐵𝐵

3) Else, if either Control surface 1 left, or right (or both) have reached their limits:
• Find which of these two control surfaces is the most over its limit, and calculate 𝑎 = 𝑢/𝑢𝑙𝑖𝑚. Scale the

other control surface with 𝑎, so that direction is preserved between these two control surfaces.
• Calculate the new𝑚𝑚𝑚∗

𝑑𝑒𝑠
by subtracting the generated moments from𝑚𝑚𝑚∗

𝑑𝑒𝑠
.

• Remove the rows related to 𝛿𝐶𝑆1𝐿
and 𝛿𝐶𝑆1𝑅

from 𝐵𝐵𝐵
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If one of the inboard or outboard control surfaces is at its deflection limits, the other control surfaces are no longer
scaled, to prevent the control surfaces from staying locked at their deflection limit. This means direction, the ratio
between moments, is temporarily not guaranteed until the control surface is no longer at its limit.

After this, there are four cases:
1) 𝐵𝐵𝐵 has more columns than rows: in this case, the Moore-Penrose pseudo-inverse is used to invert the 𝐵𝐵𝐵.
2) 𝐵𝐵𝐵 has the same amount of rows as columns: it can be inverted normally.
3) 𝐵𝐵𝐵 has fewer columns than rows: The problem is now over-determined, and the result will not fully meet the

desired moment. To minimize the error, the following pseudo-inverse is used [19]: 𝑃𝑃𝑃 =
(
𝐵𝐵𝐵𝑇
𝑟𝑒𝑑
𝐵𝐵𝐵𝑟𝑒𝑑

)−1
𝐵𝐵𝐵𝑇
𝑟𝑒𝑑

4) 𝐵𝐵𝐵 is empty, meaning there are no control surfaces left to allocate. In this case, the control allocation does not
completely meet the desired moment.

With the new inversed 𝐵𝐵𝐵 matrix and𝑚𝑚𝑚∗
𝑑𝑒𝑠

the other control surfaces can be allocated. If some control surfaces reach
their limit, the algorithm starts again, until no surfaces are over the limit, or there are no control surfaces left to allocate.

B. Flight Control System
The overall control layout is based on the Flight control system proposed by Lombaerts [20], however, some changes

were made. The angle of attack loop is removed, and the controller’s load factor input is used straight into the reference
model for longitudinal control, because the Flight Envelope Protection (FEP) law that is used limits the angle of attack
by limiting the commanded load factor, making the angle of attack loop not necessary. The inner loop NDI controller is
also replaced with an INDI control law. The way the FEP was implemented is also different, which will be elaborated
on in section III.C. An overview of the Flight Control System can be found in Figure 4.

Fig. 4 Block diagram of the Flight Control System of the Flying-V

1. C* controller
For longitudinal control, a 𝐶∗ controller is chosen. 𝐶∗ control is based on the 𝐶∗ criterion. The idea behind 𝐶∗

control is that it is a mix of pitch rate and load factor control, where in lower speed regimes the pitch rate is dominant,
whereas for higher speeds the load factor control is dominant [21]. 𝐶∗ control is selected as Airbus also uses this control
law in there Aircraft, for example, the A320 also uses 𝐶∗ control [22]. This will increase the familiarity that pilots have
when flying with the Flying-V for the first time [21]. It should be noted however that Airbus uses a combination of load
factor and pitch rate feedback, that is not strictly 𝐶∗ control [22].

The 𝐶∗-command is multiplied by cos (𝜃 )
cos (𝜙) to include turn compensation, as well as lower the commanded load factor

at high pitch angles. [20]. After this, the pitch rate is subtracted from the command, to get a commanded load factor,
which then is used to get a ¤𝜃𝑐𝑜𝑚𝑚𝑎𝑛𝑑 for the pitch reference model. This is done with PI-control, combined with a
feedforward path. The feedforward path is used to shape the aircraft’s response to pilot inputs. An overview of the 𝐶∗

controller can be seen in figure 5.

2. Reference models
The reference models for pitch and roll are largely identical. The difference between the reference models is that the

roll protection is located in the roll reference model, which will be elaborated on in section III.C.
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Fig. 5 Block diagram of the 𝐶∗ controller

Fig. 6 Block diagram of the pitch reference model

Both reference models act as second-order filters. The relation between the gains and the natural frequency and
damping ratio can be found in Equations 16.

𝐾1 = 2𝜁𝜔 and 𝐾2 =
𝜔

2𝜁
(16)

The roll reference model has as input a roll rate command from the pilot, and the reference model acts as a Rate
Control Attitude Hold controller. A difference from the controller from Lombaerts [20] is that this control law does not
switch to attitude control for roll angles above 30 degrees.

Fig. 7 Block diagram of the roll reference model

3. Sideslip Compensation
The block diagram for the sideslip compensator is given in figure 8. 𝑤 is approximated with equation 17. This will

take care of the control of the yaw channel, meaning that the FCS will have sideslip control, and not yaw rate control
[20]. For this control law sideslip angle measurements are required.

𝑤 ≈ 𝑉 sin (𝛼) (17)
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4. Linear controller
The linear controller converts the outputs of the reference models and sideslip compensator to the virtual control

signal 𝜈. It is a PI controller using the control laws given in equations 18, 19, and 20 which are obtained from
Lombaerts[20].

𝜈𝑝 =

(
𝐾𝜙 +

𝐾𝜙𝐼

𝑠

)
· 𝜙𝑟𝑒 𝑓 + 𝐾 ¤𝜙 · ¤𝜙𝑟𝑒 𝑓 + 𝐾 ¥𝜙 · ¥𝜙𝑟𝑒 𝑓 (18)

𝜈𝑞 = 𝐾𝜃 · 𝜃𝑟𝑒 𝑓 + 𝐾 ¤𝜃 · ¤𝜃𝑟𝑒 𝑓 + 𝐾 ¥𝜃 · ¥𝜃𝑟𝑒 𝑓 (19)

𝜈𝑟 = 𝐾𝑟 · 𝑟𝑟𝑒 𝑓 (20)

5. Pseudo Control Hedging
Pseudo Control Hedging (PCH) is a way to prevent actuator windup. PCH lowers the reference model signal, by

calculating the difference between the demanded moment, and the estimated generated moment. The virtual control
hedge can be calculated with equation 21, which are obtained from Grondman [17].

𝜈𝜈𝜈ℎ = 𝐺 (𝑥𝑥𝑥) (𝑢𝑢𝑢𝑐𝑜𝑚𝑚 − 𝑢𝑢𝑢𝑎𝑐𝑡𝑢𝑎𝑙) (21)

The virtual control hedge will be subtracted from the reference models, as can be seen in figures 7 and 6. This
means that difference in the yaw moment is not hedged. PCH will lower the commanded signals down to a level, which
is obtainable by the control surface deflections.

6. Synchronisation Filter
In previous research, it was found that it is important for INDI that 𝑢𝑘−1 is in sync with the angular acceleration

measurements [23]. Time delays, originating from for example sensors, could make the difference in timing too large,
degrading the performance of the FCS. To minimize this effect, a synchronisation filter is applied. This synchronisation
filter consists of the same second-order filter that is applied to obtain the angular accelerations and a time delay. The time
delay was set to be 2𝑚𝑠 higher than the time delay of the angular rate sensor, to have room for unaccounted time delays

C. Flight Envelope Protection
The Flight Envelope Protection (FEP) consists of three different parts. Angle of Attack protection, load factor,

and roll angle protection. The angle of attack and load factor protections limits the commanded load factor in the 𝐶∗

controller, as is shown in figure 5 [24]. The roll angle protection does this with the commanded roll rate, as can be seen
in 7.

1. Angle of Attack Protection
As the Flight Envelope Protection is implemented to ensure the Flying-V will stay in its flight envelope at all times,

the angle of attack protection is very important, to prevent it from reaching pitch break-up. It is found that while the pitch

Fig. 8 Block diagram of the Sideslip compensator
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break-up effect already starts at angles of attack above 20 degrees, it is important that the Flying-V does not reach an
angle of attack higher than 34 degrees, as after this the aircraft can no longer recover itself, even with maximum control
deflections. It should be kept in mind that this is in an optimal case, where the control surfaces could be deflected from
maximum deflection to minimum, in practice, the maximal recoverable angle of attack will be lower. The maximum load
factor, due to the angle of attack protection, 𝑛𝑧𝛼𝑚𝑎𝑥

is calculated with equation 22, as well as the minimum 𝑛𝑧𝛼𝑚𝑖𝑛
[24].

𝑛𝑧𝛼𝑚𝑎𝑥
= 𝑛𝑧 + 𝐾𝛼𝑚𝑎𝑥

(𝛼𝑚𝑎𝑥 − 𝛼) and 𝑛𝑧𝛼𝑚𝑖𝑛
= 𝑛𝑧 + 𝐾𝛼𝑚𝑖𝑛

(𝛼𝑚𝑖𝑛 − 𝛼) (22)

The maximum angle of attack protection only becomes active for angles of attack higher than 15 degrees, and the
minimum for angles of attack below 0 degrees, this is done to make sure the protection does not limit the Flying-V’s
maneuverability in normal flight. The signals are respectively 2.5 and -1 when the protections are inactive.

2. Load factor protection
The maximum load factor can be calculated using equation 23 [20]. In this equation 𝐶𝐿𝑚𝑎𝑥

is set to the 𝐶𝐿 at an
angle of attack of 25 degrees, and Δ𝐶𝐿𝑚𝑎𝑥

is set to 0.01.

𝑛𝑧𝑚𝑎𝑥
= max

(
1,min

(
2.5, 1 +

(𝐶𝐿𝑚𝑎𝑥
− Δ𝐶𝐿𝑚𝑎𝑥

)𝑞𝑆
𝑊

cos (𝜙) − 𝑛𝑦 sin (𝜙) − cos (𝛾) + 𝑇

𝑊
sin (𝛼) cos (𝜙)

))
(23)

The minimum load factor, 𝑛𝑧𝑚𝑖𝑛
is equal to -1 [20].

3. Roll angle protection
The maximum roll angle (in degrees) can be calculated with equation 24 [20]. This is then transformed to a

maximum and minimum roll rate signal with equation 25.

𝜙𝑚𝑎𝑥 = min
(
66, arccos

(
𝑚𝑔 cos (𝛾)

𝑇 sin𝛼 + (𝐶𝐿𝑚𝑎𝑥
− Δ𝐶𝐿𝑚𝑎𝑥

)𝑞𝑆

))
(24)

¤𝜙𝑚𝑎𝑥 = 𝐾𝜙𝑝𝑟𝑜𝑡𝑒𝑐
(𝜙𝑚𝑎𝑥 − 𝜙) and ¤𝜙𝑚𝑖𝑛 = 𝐾𝜙𝑝𝑟𝑜𝑡𝑒𝑐

(−𝜙𝑚𝑎𝑥 − 𝜙) (25)

The roll angle protection is only active when the roll angle is within two degrees of the limit, so the protection does
not limit the maneuverability in normal flight.

IV. Tuning and Performance evaluation
In this section it is presented how the performance of the FCS will be evaluated. First, the tuning of the FCS

parameters is explained. After this, additional performance evalutation metrics are presented. Next to that it is given
how the effects of sampling time and aerodynamic uncertainties will be evaluated. Finally the method of testing the FEP
laws is presented.

A. Tuning
For tuning of the gains of the control laws, multi-objective optimisation is used. The longitudinal design parameters

(𝐶∗-controller, pitch reference model, and the 𝜈𝑞 control law) is tuned separately from the lateral parameters. This can
be done as they do not influence the scoring of the other part.

The tuning is done using an optimization algorithm, that for the first run will generate a list of 200 numbers for the
gains, following a normal distribution. For these gains, a score is calculated, using the objectives given in the next
section. The best scoring combinations of gains then is used to generate the next list of gains. The tuning algorithm
stops when the score does not improve for two runs in a row.

This method of tuning the gains does converge on a minimum score. However as it is a problem with many local
minima, this does not mean the gains that are found is the combination of gains that are the best solution for the problem.
It is therefore important to use multiple different initial guesses for tuning.
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1. Tuning Objectives
The longitudinal tuning objectives can be found in table 2. The lateral tuning objectives are given in table 3. The

constraint objectives are based on requirements from MIL-STD-1797A [25], and will have a score of 0 when in level 1
flying qualities, a score of 100 plus extra for the distance from level 1 when in level 2, and a score of 1000 plus extra for
the distance from level 2 when in level 3 or worse. The distance is the difference in the value of the two levels, and is
multiplied respectively with 50 and 500.

Table 2 Longitudinal tuning objectives

Description Type Min level 2 Min Level 1 Max Level 1 Max Level 2
Linear Analysis

Gain Margin 𝜈𝑞 [𝑑𝐵] Constraint 0 6 - -
Phase Margin 𝜈𝑞 [𝑑𝑒𝑔] Constraint 0 45 - -
𝜔𝑠𝑝 [𝑟𝑎𝑑/𝑠] Constraint 0.6 1 - -
𝜁𝑠𝑝 [−] Constraint 0.25 0.35 1.3 2
CAP [𝑔−1𝑠−2] Constraint 0.038 0.085 3.6 10
𝜔𝐵𝑊 [𝑟𝑎𝑑/𝑠] Constraint 1 3 - -
𝜏𝑝 [𝑠] Constraint - 0 0.1 -
𝑠𝑐𝑜𝑟𝑒𝐿𝑂𝐸𝑆 [−] Constraint - - 15 100
𝜔𝐶𝑂 [𝑟𝑎𝑑/𝑠] Minimize - - - -

Simulation with 𝐶∗
𝑐𝑜𝑚𝑚 step input of 1.8 at t = 1s. 𝑇𝑠𝑖𝑚 = 20s

max(𝛿𝐶𝑆) [𝑑𝑒𝑔] Minimize - - - -
𝛿𝐶𝑆𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦 [𝑑𝑒𝑔/𝑠] Minimize - - - -
Settling Time 𝐶∗ [𝑠] Minimize - - - -
Overshoot 𝐶∗ [−] Minimize - - - -

For the simulations, the actuator activity will be determined with equation 26, and will be the average of all the
five control surfaces. The settling time is the time from the start of the step input until the signal is within 1% of the
commanded signal. Overshoot (OS) will be calculated with equation 26. These extra parameters are used to minimise
control surface activity.

𝛿𝐶𝑆𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦 =

∫ 𝑇

0 | ¤𝛿𝐶𝑆 |𝑑𝑡
𝑇

and 𝑂𝑆 = 𝑚𝑎𝑥

(
𝑦𝑎𝑐𝑡𝑢𝑎𝑙 − 𝑦𝑐𝑜𝑚𝑚𝑎𝑛𝑑

𝑦𝑐𝑜𝑚𝑚𝑎𝑛𝑑

)
(26)

2. Gain and Phase Margins
The gain and phase margins are determined by opening the loop after the summation point after the Linear Controller

in figure 4. The objective for the crossover frequency is to be minimised, however, a too low crossover frequency can
reduce the disturbance rejection capabilities of the FCS [26], to ensure enough disturbance rejection capabilities, a
minimum crossover frequency of 5 rad/s was set.

3. Low Order Equivalent System
To obtain the short period parameters, as well as the Control Anticipation Parameter, a Low Order Equivalent

System (LOES) is fitted on the pitch rate transfer function. To get the LOES fit, the pitch rate response and load factor
response should be fit simultaneously. The reduced order model of the pitch rate can be found in equation 27. [25]

𝑞(𝑠)
𝛿𝑒𝑠 (𝑠)

=

𝐾𝑞𝑠

(
𝑠 + 1

𝑇𝜃1

) (
𝑠 + 1

𝑇𝜃2

)
𝑒−𝜏𝑒𝑠(

𝑠2 + 2𝜁𝑠𝑝𝜔𝑠𝑝𝑠 + 𝜔2
𝑠𝑝

) (
𝑠2 + 2𝜁𝑝ℎ𝜔𝑝ℎ𝑠 + 𝜔2

𝑝ℎ

) (27)

If the natural frequency of the phugoid and short-period is separated sufficiently, with at least a factor 10, the two
modes can be looked at separately [25]. This reduces the model to equation 28 [27].
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Table 3 Lateral tuning objectives

Description Type Min level 2 Min Level 1 Max Level 1 Max Level 2
Linear Analysis

Gain Margin 𝜈𝑝 [𝑑𝐵] Constraint 0 6 - -
Phase Margin 𝜈𝑝 [𝑑𝑒𝑔] Constraint 0 45 - -
Gain Margin 𝜈𝑟 [𝑑𝐵] Constraint 0 6 - -
Phase Margin 𝜈𝑟 [𝑑𝑒𝑔] Constraint 0 45 - -
1/𝑇𝑠 [𝑠−1] Constraint -0.087 -0.058 - -
𝑇𝑟 [𝑠] Constraint 0 - 1 1.4
𝜔𝑑𝑟 [𝑟𝑎𝑑/𝑠] Constraint 0.4 0.5 - -
𝜁𝑑𝑟 [−] Constraint 0.02 0.08 - -
𝜔𝑑𝑟 𝜁𝑑𝑟 [𝑟𝑎𝑑/𝑠] Constraint 0.05 0.015 - -
𝑠𝑐𝑜𝑟𝑒𝐿𝑂𝐸𝑆 [−] Constraint - - 15 100
𝜔𝐶𝑂𝑝

[𝑟𝑎𝑑/𝑠] Minimize - 5 - -
𝜔𝐶𝑂𝑟

[𝑟𝑎𝑑/𝑠] Minimize - 5 - -
Simulation with ¤𝜙𝑐𝑜𝑚𝑚 block input of 3 deg between t = 1s and t = 14s. 𝑇𝑠𝑖𝑚 = 18s

max(𝛿𝐶𝑆) [𝑑𝑒𝑔] Minimize - - - -
𝛿𝐶𝑆𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦 [𝑑𝑒𝑔/𝑠] Minimize - - - -
Settling Time ¤𝜙 [𝑠] Minimize - - - -

Simulation with Wind step 𝑤𝑤𝑖𝑛𝑑 = 16 m/s at t = 1s. 𝑇𝑠𝑖𝑚 = 15s
𝛿𝐶𝑆𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦 [𝑑𝑒𝑔/𝑠] Minimize - - - -

𝑞(𝑠)
𝛿𝑒𝑠 (𝑠)

=

𝐾𝑞

(
𝑠 + 1

𝑇𝜃2

)
𝑒−𝜏𝑒𝑠(

𝑠2 + 2𝜁𝑠𝑝𝜔𝑠𝑝𝑠 + 𝜔2
𝑠𝑝

) and
𝑛
,
𝑧 (𝑠)

𝛿𝑒𝑠 (𝑠)
=

𝐾𝑛𝑒
−𝜏𝑛𝑠(

𝑠2 + 2𝜁𝑠𝑝𝜔𝑠𝑝𝑠 + 𝜔2
𝑠𝑝

) (28)

The reduced load factor model that should be fitted simultaneously, in accordance with MIL-STD-1797A [25] is
given in the same equation. 𝑛,𝑧 is the normal acceleration at the instantaneous center of rotation.

The LOES is fitted on the linearized High Order System (HOS), by matching its frequency response between 0.1
and 10 [rad/s] [25]. MIL-STD-1797A [25] however mentions that there is insufficient data on how to best score the
matching of the LOES and HOS, but suggests using equation 29, in which G is the gain in dB and 𝜙 the phase in degrees
over 20 frequency points evenly spaced on a logarithmic scale, with K having a value around 0.02 [28].

𝑀 = Σ(𝐺𝐻𝑂𝑆 − 𝐺𝐿𝑂𝐸𝑆)2 + 𝐾Σ(𝜙𝐻𝑂𝑆 − 𝜙𝐿𝑂𝐸𝑆)2 (29)

The disadvantage of this method is that it weighs the error at every frequency point the same, where it was found
that the match at frequencies around 1-4 rad/s was more important than at other frequencies. Therefore the Maximum
Unnoticeable Added Dynamics envelopes were developed. These envelopes can be approximated with the transfer
functions in table 4.

Table 4 MUAD envelope transfer functions

Upper bound Lower bound
Gain 3.16𝑠2+31.61𝑠+22.79

𝑠2+27.14+1.84
9.55·10−2𝑠2+9.92𝑠+2.15

𝑠2+11.60𝑠+4.95

Phase 68.89𝑠2+1100.12𝑠−275.22
𝑠2+39.94+9.99

475.32𝑠2+184100𝑠+29456.1
𝑠2+11.66𝑠+3.89·10−2 𝑒−0.0072𝑠

For this research, a weighting factor is applied which is the inverse of the maximum allowable gain or phase
mismatch, according to the MUAD envelope. It should be noted that the envelopes are not symmetric so that the weight
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can be different depending if the LOES has a higher or lower value at the same frequency than the HOS [29]. The score
is calculated with equation 30.

𝑀 = Σ((𝐺𝐻𝑂𝑆 − 𝐺𝐿𝑂𝐸𝑆) ∗ 𝑤𝐺) + Σ((𝜙𝐻𝑂𝑆 − 𝜙𝐿𝑂𝐸𝑆) ∗ 𝑤𝜙) (30)
After the low order model is fitted, the short period frequency and damping ratio can be found. The Control

Anticipation Parameter (CAP) can be found with equation 31.

𝐶𝐴𝑃 =
¤𝑞

𝑛𝑧𝑠𝑠
=
𝜔2
𝑠𝑝

𝑛𝛼
and 𝑛𝛼 =

𝑉

𝑔𝑇𝜃2

(31)

For the lateral tuning, there is another low-order equivalent system required. The LOES for roll angle is given in
equation 32, which should be fitted together with the sideslip LOES given in the same equation [25]. The method of
fitting the LOES to the HOS is the same as for the longitudinal case.

𝜙

𝛿𝑎𝑠
=

𝐾𝜙

(
𝑠2 + 2𝜁𝜙𝜔𝜙𝑠 + 𝜔2

𝜙

)
𝑒−𝜏𝑒𝑝𝑠(

1 + 1
𝑇𝑠

) (
1 + 1

𝑇𝑟

) (
𝑠2 + 2𝜁𝑑𝜔𝑑𝑠 + 𝜔2

𝑑

) and
𝛽

𝛿𝑟 𝑝
=

(
𝐴3𝑠

3 + 𝐴2𝑠
2 + 𝐴1𝑠 + 𝐴0

)
𝑒−𝜏𝑒𝛽𝑠(

1 + 1
𝑇𝑠

) (
1 + 1

𝑇𝑟

) (
𝑠2 + 2𝜁𝑑𝜔𝑑𝑠 + 𝜔2

𝑑

) (32)

The spiral mode is allowed to be unstable, as long as the time to double the amplitude 𝑇2 is larger than 20 s. The
relation between the time constant and doubling time is given in equation 33 [28].

𝑇2 = −𝑇𝑠 ln(2) (33)

4. Attitude Bandwidth
Bandwidth is defined as the highest frequency with either a phase margin of 45 degrees, or a gain margin of 6 dB. It

is found by finding the frequency 𝜔𝐵𝑊𝑝ℎ𝑎𝑠𝑒
where the phase equals -135 deg. Then find the frequency 𝜔𝐵𝑊𝑔𝑎𝑖𝑛

where
the gain is 6 dB higher than the gain where the phase is -180 deg. The lower frequency of 𝜔𝐵𝑊𝑝ℎ𝑎𝑠𝑒

and 𝜔𝐵𝑊𝑔𝑎𝑖𝑛
is the

bandwidth [25].
As not only the bandwidth frequency itself influence how the pilot experiences the aircraft, but also the phase roll-of,

the equivalent time delay parameter 𝜏𝑝 needs to be evaluated. 𝜏𝑝 can be calculated with equation 34, in which 𝜔180 is
the frequency at phase = -180 deg, and 𝜙2𝜔180

is the phase at 𝜔180 [25].

𝜏𝑝 = −
(𝜙2𝜔180

+ 180◦)
57.3 · 2 · 𝜔180

(34)

B. Additional evaluation criteria
The first measurement of the performance of the controller is the ability to be tuned to level 1 flying qualities for set

objectives. However, there are also other handling requirements, that are not used for tuning.

1. Extra Handling qualities
The evaluated extra requirements are Pitch attitude dropback, Gibson phase rate, Flight-path angle bandwidth, and

the equivalent time delays of the low order equivalent systems.
The pitch attitude dropback was developed to evaluate highly augmented control systems by Gibson [30]. This

criterion can be used to predict the possibility of Pilot Induced Oscillations. If this criterion is combined with the
bandwidth and equivalent phase delay, the criterion is a good predictor for PIO [31]. The criterion can be evaluated by
time-domain analysis from a block longitudinal stick input.

The Gibson phase rate criterion looks at the phase roll of around the crossover frequency, making it comparable
with the equivalent time delay parameter.

The flight path bandwidth requirement is a requirement to make sure that the relation between the flight path and
pitch attitude response appears reasonable to the pilot. The flight path bandwidth 𝜔𝐵𝑊𝛾

is defined as the frequency
where the phase of the flight path lags the stick input by 135 degrees [31].

To ensure that the perceived time delay caused by the sensors and filters is not too large, which could degrade the
tracking capabilities of the pilot, there are limits on the maximum equivalent time delay of the pitch rate and roll LOES
model. [25]. To be within level 1, the equivalent time delay should be no more than 0.1 s [25].
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2. Sampling time and Aerodynamic uncertainties
As there is not much aerodynamic data for the Flying-V available yet, there are quite some uncertainties for this

data. Especially as the data that is used for this research is based on a combination of two data-sets, and is linearly
interpolated between two Mach numbers.

To evaluate the effect of aerodynamic uncertainties, 100 simulations will be run, with all the aerodynamic parameters
being varied with a normal distribution with a standard deviation of 20% of the parameter. The aerodynamic data used
for the INDI control law and pseudo-control hedging will not change, introducing a difference in what the control law
uses as aerodynamic data, and what the actual data is.

In reality, when the Flying-V is getting closer to being a commercial aircraft, more accurate aerodynamic data will
be available, but there will still be a difference in the actual aerodynamic properties.

The simulation will be of 25 s, and have a step roll rate input of 5 [𝑑𝑒𝑔/𝑠] between 5 and 15 s. As the 𝐶∗ input gets
multiplied with the roll angle, this manoeuvre will also contain a changing longitudinal input. The first parameter that
will be evaluated is the tracking RMS error, for the 𝐶∗ and roll rate tracking, which are calculated with equation 35

𝜖𝑅𝑀𝑆 =

√︂
1
𝑛
Σ(𝑦𝑎𝑐𝑡𝑢𝑎𝑙 − 𝑦𝑐𝑜𝑚𝑚𝑎𝑛𝑑)2 (35)

The other parameter that is evaluated is the control surface activity, which is calculated with equation 26.
The effect of sampling time will be analysed with the same method, with 100 simulations varying the sampling

frequency from 1000 Hz down to 10 Hz, the tuning will be done for a sampling frequency of 100 Hz.

3. FEP testing
To test the flight envelope protection, the following requirements for the FEP were set:
• The FEP laws should not engage when flying well within the normal flight envelope [32]
• The normal acceleration 𝑛𝑧 should not go out the limit of -1g ≤ Nz ≤ 2.5g [33]
• The angle of attack should not go over 30 degrees
For the evaluation, two different simulations will be done, as they were found to be the most challenging for the

flight envelope protection laws. The first simulation will have a step 𝐶∗ input of 2, with thrust set to 0. The second
simulation will have the same 𝐶∗ input, but for t = 5s until t = 15s also have a ¤𝜙𝑐𝑜𝑚𝑚 of 5 degrees. Both simulations
will run for 250 seconds. The simulations will be done starting from a height of 13 km and 1 km.

V. Results and discussion
In this section the results of this research will be presented and discussed. First, the results from tuning the FCS will

be given in cruise and approach conditions, with and without the contribution of sensor dynamics and discretization
effects. After this, in section V.B the other handling qualities will be evaluated for the Flying-V with the sensor dynamics.
The effects of different sampling frequencies is evaluated in section V.C. Then the effects of aerodynamic uncertainties
are presented in section V.D and finally the FEP laws are evaluated in section V.E.

A. Tuning results
An overview of the results for tuning in cruise conditions can be seen in figure 9. The complete longitudinal tuning

results are given in table 5a, and in table 5b the complete lateral tuning results.
The handling qualities of the model without sensor dynamics and without the discretization effects are all well

within level 1. The gain and phase margins are also larger than required. It should be noted that the gain margin for
pitch is negative, indicating that the open-loop is unstable, but the closed-loop is not.

When adding the sensor dynamics and making the controller discrete, the gain and phase margins become smaller,
as expected. Where all the handling quality requirements are still within level 1, the gain and phase margin requirements
are no longer met. Therefore a third model was made, with an angular rate sensor with less time delay. For the new
sensors, the time delay for the angular rates is changed to 0.04 s, with a filter time constant of 0.03. These values for the
sensor parameters will be used for the next results, as well as the tuning for the adjusted sensors. It should be noted that
when the sampling frequency of the angular rate sensor was set to 100 Hz, and the time delay to 0.05 s, the FCS could
also be tuned to be within level 1 handling requirements, with enough gain and phase margins. For higher time delays a
compromise between enough bandwidth and phase margin could no longer be found.
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Fig. 9 Tuning scores for tuning in cruise conditions

Table 5 Tuning results. Green being within level 1, and yellow being within level 2 Handling Qualities

(a) Longitudinal tuning results for cruise conditions.

Description No Adjusted Baseline
sensors sensors sensors

Linear Analysis
GM 𝜈𝑞 [𝑑𝐵] 20.37 6.08 5.35
PM 𝜈𝑞 [𝑑𝑒𝑔] 65.34 48.06 34.5
𝜔𝑠𝑝 [𝑟𝑎𝑑/𝑠] 1.81 1.82 2.18
𝜁𝑠𝑝 [−] 1.29 1.12 0.79
CAP [𝑔−1𝑠−2] 0.433 0.388 0.368
𝜔𝐵𝑊 [𝑟𝑎𝑑/𝑠] 3.27 3.17 3.12
𝜏𝑝 [𝑠] 0.029 0.021 0.038
𝑠𝑐𝑜𝑟𝑒𝐿𝑂𝐸𝑆 [−] 4.67 4.05 10.79
𝜔𝐶𝑂 [𝑟𝑎𝑑/𝑠] 34.7 7.72 6.19

Simulation with 𝐶∗
𝑐𝑜𝑚𝑚 step input

of 1.8 at t = 1s. 𝑇𝑠𝑖𝑚 = 20s
max(𝛿𝐶𝑆) [𝑑𝑒𝑔] 10.97 11.21 11.20
𝛿𝐶𝑆𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦 [𝑑𝑒𝑔/𝑠] 0.17 0.69 0.77
ST 𝐶∗ [𝑠] 3.89 2.72 4.48
OS𝐶∗ [−] 0.08 0.08 0.13

(b) Lateral tuning results for cruise conditions

Description No Adjusted Baseline
sensors sensors sensors

Linear Analysis
GM 𝜈𝑝 [𝑑𝐵] 24.28 7.91 6.97
PM 𝜈𝑝 [𝑑𝑒𝑔] 63.16 52.95 48.98
GM 𝜈𝑟 [𝑑𝐵] 26.29 7.19 5.85
PM 𝜈𝑟 [𝑑𝑒𝑔] 75.95 49.28 22.82
1/𝑇𝑠 [𝑠−1] 0.074 0.065 0.07
𝑇𝑟 [𝑠] 0.513 0.604 0.52
𝜔𝑑𝑟 [𝑟𝑎𝑑/𝑠] 1.036 2.66 3.81
𝜁𝑑𝑟 [−] 0.26 0.52 0.74
𝜔𝑑𝑟 𝜁𝑑𝑟 [𝑟𝑎𝑑/𝑠] 0.27 1.37 2.83
𝑠𝑐𝑜𝑟𝑒𝐿𝑂𝐸𝑆 [−] 3.54 3.74 3.77
𝜔𝐶𝑂𝑝

[𝑟𝑎𝑑/𝑠] 36.29 6.69 5.10
𝜔𝐶𝑂𝑟

[𝑟𝑎𝑑/𝑠] 29.75 5.96 5.56
Simulation with ¤𝜙𝑐𝑜𝑚𝑚 block input of 3 deg

between t = 1s and t = 14s. 𝑇𝑠𝑖𝑚 = 18s
max(𝛿𝐶𝑆) [𝑑𝑒𝑔] 6.04 7.74 4.1
𝛿𝐶𝑆𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦 [𝑑𝑒𝑔/𝑠] 0.75 1.78 1.29
ST ¤𝜙 [𝑠] 5.27 4.42 5.53
Simulation with Wind step 𝑣𝑤𝑖𝑛𝑑 = 16 m/s at t = 1s.

𝑇𝑠𝑖𝑚 = 15s
𝛿𝐶𝑆𝑎𝑐𝑡𝑖𝑣𝑖𝑡 𝑦 [𝑑𝑒𝑔/𝑠] 1.89 3.07 6.91
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Fig. 10 Frequency responses in cruise condition with the adjusted sensor model

In figure 10 the frequency responses for the adjusted sensors model and tuning is given, as well as the broken-loop
frequency responses. The two bumps present around 20 and 40 rad/s are caused by the sensor and actuator dynamics.

In figure 11 the response to a 𝐶∗ block input is given for the three models, with the best found tuning for each case.
There are two main differences, the first one is that the model with the baseline sensors shows multiple oscillations in
the 𝐶∗ response, whereas the other two models do not show this behavior. This is in accordance with the fact that this
case has a lower phase margin than the two other models. The other main difference is the deflection of the rudder.
The rudder in the model without sensors does not move, which is as expected, as the maneuver is purely longitudinal.
However, the rudder oscillates a lot in the other two models. This is caused by the noise from the sideslip sensor. To
improve on this behavior, the time constant of the sideslip filter was changed to 0.1 for the adjusted sensors case. This
reduces the chatter of the rudder marginally, but the behavior is still apparent.

Fig. 11 𝐶∗ step response in cruise conditions

The time response to a ¤𝜙𝑐𝑜𝑚𝑚 block input is presented in figure 12. Here the model with the adjusted sensors
response has more overshoot, but also a smaller settling time, indicating that the tuning for this model was more
aggressive. This is also shown in the control surface deflections, which are larger for the adjusted sensor model. This
difference is however not inherent on the model, but is a different solution found by the tuning algorithm. The chatter of
the rudder is also present here for the baseline and adjusted sensors.

After the tuning was done for cruise conditions, and sensor parameters were determined for which level 1 handling
qualities could be obtained, the FCS in approach conditions was evaluated. The results for this can be found in figure
13. As can be seen in this figure, retuning was required, as the cruise condition tuning no longer met the bandwidth
requirement, as well as the LOES had a large mismatch. After retuning all handling qualities are again in level 1.
Furthermore, after the retuning, the new handling quality parameters are close to the values of the cruise tuning, in cruise
conditions. This indicates that the aircraft would react in a comparable way in this condition, as in cruise conditions,
making the aircraft more predictable, and easier to fly.

B. Other Handling Qualities
An overview of the handling qualities parameters in cruise conditions is given in table 6.
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Fig. 12 Roll rate step input response in cruise conditions

Fig. 13 Tuning scores for tuning in approach conditions

As can be seen in figure 14, the pitch attitude dropback is in the acceptable region. Next to that, it can also be seen
that the phase rate criterion is also met, which was as expected, as the bandwidth requirement was also met. The phase
rate is even in the optimum design region.

The flight path bandwidth is on the edge of the requirement, as shown in figure 14, but is in the level 1 area. All
the time delays are lower than 0.1 s, except for the sideslip time delay. However, this is not a problem, as the 0.1s
requirement is only applicable for the other time delays, where for sideslip higher time delays are acceptable [25].

C. Influence of sampling time
In figure 15 the RMS tracking error and control surface activity for varying sampling frequency is given. The trend

in the tracking error and controller activity that can be observed is that with a longer sampling time, the error gets larger.
This is as expected. However, for the range that is looked at, the error does not increase much, and there is a lot of
variance. The chosen sampling frequency of 100 Hz that is used previously is deemed sufficient, as the error does not
seem to decrease much with higher sampling frequencies.

In figure 16 the time traces for the varying sampling times are given. Where it also can be observed that for the
range between 1000 and 10 Hz, the FCS is capable of tracking the roll rate reference signal, without much difference
in tracking error, or control surface deflections. When increasing the sampling time above 0.1 s, the system becomes
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Table 6 Extra Handling qualities parameters in cruise condition

Parameter Value Parameter Value
𝑞𝑝𝑒𝑎𝑘

𝑞𝑠𝑠
[-] 1.9255 𝜏𝑒𝑞 [s] 0.057

Δ𝜃𝑝𝑒𝑎𝑘
𝑞𝑠𝑠

1.33 𝜏𝑛 [s] 0.047
Average phase rate [deg/Hz] 18.53 𝜏𝑒𝑝 [s] 0.079
𝜔−180 [deg] 1.079 𝜏𝑒𝛽 [s] 0.156
𝜔𝐵𝑊𝛾

[rad/s] 0.61

Fig. 14 Pitch attitude dropback, phase rate and Flight path bandwidth results in cruise, adapted from Mitchell
[31] and Gibson [30]

unstable. As a sample rate of 100 Hz for a control system is easily obtainable, it can be concluded that the sampling rate
will not be a problem for the FCS, as the performance, as well as the gain and phase margins for a sampling rate of 100
Hz are all within the requirements that were set.

D. Aerodynamic uncertainties
The variance of the tracking error and control surface activity, with varying aerodynamic uncertainties is given in

figure 17. For the 𝐶∗ and roll rate tracking error, there is little spread. With the maximum difference in 𝐶∗ tracking
error being 25 %, and also in roll rate tracking the difference between the highest and lowest value is roughly two thirds.
This indicates that the FCS is robust in roll and 𝐶∗ tracking for varying model parameters.

The variance of the inboard and outboard control surface activity is also small, and is caused by the variance in
control surface effectiveness. The spread in rudder activity is however larger.

To explain the larger in variance, the time responses are plotted in figure 18. There you can see large oscillations in
rudder deflection, as well as a large initial deflection, with for certain cases even reaching the deflection limit. As the

Fig. 15 Tracking error and controller activity for varying sampling times
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Fig. 16 Response to roll rate step, with varying sampling time, where lighter color = higher sampling time

Fig. 17 Boxplots showing the variance in tracking error and control surface activity, with varying aerodynamic
uncertainty

control authority of the rudder is already low in nominal conditions, the extra oscillations can be explained by the fact
that the simulations with extra rudder activity, are the simulations where the rudder effectiveness is reduced. In the
figure, it can also be seen that all simulations reach a trim position within 5 seconds and that there is almost no variation
in roll rate and 𝐶∗ tracking after the first five seconds. This shows that the FCS is robust for aerodynamic uncertainties,
but if the control authority of the rudder is found to be lower than expected, this could be problematic.

E. Flight Envelope Protection
To improve the performance of the Flight Envelope Protection, first gain scheduling was implemented, as the airspeed

during the manoeuvres changes a lot. The gain scheduling is dependent on the airspeed and is linearly interpolated
between the cruise condition tuning, and tuning done at a airspeed of 100 m/s at an altitude of 1 km. For the lateral
gains, a third point was added tuning at 70 m/s at an altitude of 1 km.

After tuning the Flight Envelope Protection control law gains, it was found that the angle of attack protection gain
should be made air density dependant, to ensure that for all altitudes, the FEP is able to prevent the Flying-V reaching
angle of attacks higher than 30 degrees. The FEP parameters that were used are given in table 7. The gain for minimum
and maximum angle of attack was set to the same value.

Table 7 Flight envelope protection parameters

Parameter Value for 𝜌 = 1.225 Value for 𝜌 = 0.26
𝛼𝑚𝑎𝑥 [𝑑𝑒𝑔] 22 24

𝐾𝛼 0.025 0.01
𝐾𝜙𝑝𝑟𝑜𝑡𝑒𝑐

0.3 0.3
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Fig. 18 Response to roll rate step, with varying aerodynamic uncertainty, where lighter color = more uncertainty

In figure 19 the results are given from the simulation starting at 13 km altitude, with only the 𝐶∗ input. It can be
seen that around t = 35s the angle of attack protection becomes active, after the angle of attack is above 15 degrees.
However, the protection only starts limiting the load factor after t = 45 s. There is then an overshoot of just under 3
degrees, but keeping the angle of attack well below the maximum of 30 degrees. The angle of attack goes down to 20
degrees, while in the meantime the pitch angle goes down from just above 45 degrees to around -5 degrees. After t =
100s, the angle of attack converges at 𝛼𝑚𝑎𝑥 . It should further be noticed that the oscillations of the rudder around t =
50s and t = 120s increases. This coincides with the moments the airspeed of the aircraft is the lowest at around 100 m/s.
As the tuning at 100 m/s was done at an altitude of 1 km, and it is now at an altitude of 13 km, there is less dynamic
pressure, than what the controller was tuned for.

Fig. 19 Flight Envelope Protection starting from cruise height

In figure 20 the simulation starting from cruise conditions, with a roll rate input is given. When looking at the
longitudinal protection, it is nearly identical to the values in figure 19. This is a good sign, as this means that the added
roll angle, and roll protection is not degrading the performance of the longitudinal flight envelope protection. After t =
55s, the max roll angle becomes smaller than the current roll angle, and the protection starts to demand a negative roll
angle. The roll angle becomes zero around t = 70 s. During this period, the rudder is oscillating from maximum to
minimum deflections, this is because of the low dynamic pressure, combined with the tuning that was not done for this
point.

The last simulation for the flight envelope protection is given in figure 21. This is the simulation that starts at an
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Fig. 20 Flight Envelope Protection starting from cruise height, with roll

altitude of 1 km, with the roll rate input. It should be kept in mind that the simulation time is 100 s instead of 250, as the
aircraft reaches the angle of attack limit faster in this condition. The pitch angle goes below zero twice, instead of only
once. The rudder oscillation in this case seems to have a lower frequency, but higher amplitude. The oscillations occur
at an airspeed of around 50 m/s, which could be resolved by scheduling gains for this low velocity. Because of the lower
starting airspeed, the roll limits already limits the roll, when there is still an roll input. The controller is able to deal with
this, even though the rudder, as well as two control surfaces are at their saturation limit during this period, indicating
that the aircraft is at its limit for this manoeuvre. The angle of attack during this period is not getting above 30 degrees
and the roll angle is getting to zero, this however takes more time, then for the cruise condition time, which can be
explained by the fact that the control surfaces are at their limit. And while the rudder is also at its saturation limit, the
sideslip angle is not becoming to large.

Fig. 21 Flight Envelope Protection starting from from 1 km altitude, with roll

20



VI. Conclusion
In this research a Flight Control System for the Flying-V is proposed. The FCS is based on an innerloop INDI

control law, with a 𝐶∗ control law for longitudinal control and a Rate Control Attitude Hold control law for roll. It is
shown that this controller can be tuned to be within Level 1 Handling Qualities, for the selected cruise and approach
conditions. When sensor dynamics and discrete effects are taken into account, the gain and phase margins decreases.
As long as the body rate sensor is fast enough, the FCS can still be tuned into level 1 handling qualities. The effect of
sampling frequency is evaluated, and a sampling frequency of 100 Hz is fast enough to not introduce extra tracking
errors. It is also shown that the FCS is robust to aerodynamic uncertainties, as the response does not change much for
differences in aerodynamic parametersup to 20 %.

Finally the Flight Envelope Protection is evaluated. For the cases evaluated, the angle of attack stays under the set
limit of 30 degrees. As the FEP only activates for higher angles of attack, and when the roll angle is close to its limit, it
also does not influence the aircraft response when well within its flight envelope. Lastly the load factor does not exceeds
the limits meaning that the FEP meets all the requirements that were set, for the cases that are tested.

However there are some factors that should be further investigated. This research only looks at one position of
the c.g. of the aircraft, which is also perfectly known. Further research could investigate the effects of changing c.g.
location, as well as c.g. location mismatch. The Flight Envelope protection could also be improved, by for example also
take the angle of attack rate into account, making the angle of attack protection more gradual, and possibly being able to
make the maximum angle of attack larger. The minimum angle of attack and load factor protection laws are also not
tested yet. Another improvement that could be done is adding a 𝑉𝑚𝑎𝑥 and 𝑉𝑚𝑖𝑛 protection.

There are also other effects that could degrade the performance of the control laws, that are not taken into account
yet. These are for example aero-elasticity effects, which could have a big impact on the controllers performance, and
time delay within the flight control computer.

It should also be investigated if improving the gain scheduling, and making it also dependant on the air density, is
enough to reduce the rudder oscillations, or that the lateral control authority should be increased in another way. Lastly
it could be investigated if the required sensors in this research are feasible for the Flying-V, or that the control laws
should be changed, to control laws that are less sensitive for time delays induced by the sensors, to ensure enough gain
and phase margin.
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2
Flying-V

In this chapter, research about the flying characteristics of the Flying-V is presented. First, the Layout
of the Flying-V is described. After this, some of the flying characteristics are given and finally, an
aerodynamic model of the Flying-V is given. The goal of this chapter is to answer research question 1:

”What are the challenges associated with the Flying-V in terms of stability and control char-
acteristics?”

2.1. Flying-V layout
The Flying-V was first proposed by Benad [7] in 2015 as a commercial passenger aircraft flying wing,
with the Airbus A350-900 as a reference aircraft. The Flying-V was designed to have the same capacity
of 315 passengers and a cruise speed of 0.85𝑀𝑎 as the Airbus A350-900. Preliminary estimates
indicated that the Flying-V would have a 10% higher Lift over drag ratio and a 2% lower mass. [7] The
configuration consists of two pressurised cylindrical sections, that are swept back, giving it the V shape.

This design was further iterated on by Faggiano [11], where the design was optimised for cruise
conditions at an altitude of 13.000𝑚. In this research this design was also compared to the NASA
Common Research Model, where it was shown that the Flying-V is 25%more aerodynamically efficient
at the designed cruise condition. A comparison between the original planform and the one proposed
layout by Faggiano can be found in Figure 2.1. The design parameters of the Flying-V can be found in
Table 2.1

Figure 2.1: Flying-V planform comparison [11]

The engines of the Flying-V are located on the top of the wing, as can be seen in Figure 2.2. For
control surfaces, there are three elevons on the trailing edge of the wing on both sides, and a rudder
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34 2. Flying-V

Figure 2.2: Renders Flying-V TU Delft, 28 October 2021, https://www.tudelft.nl/en/ae/flying-v

is integrated into the winglet. There are multiple control surface layouts for the Flying-V that are used.
Palermo [29] and Garcia [14] use the following layout: Control surface one (CS1) is the most inboard
elevon, and is primarily used as the main elevator, Control surface two (CS2), the centre elevon is used
for longitudinal and lateral control, and the outer control surface, CS3, is mainly used for lateral control.
However, Cappuyns [8] uses a layout with two elevons, where the inner is used for longitudinal control
and the outer for lateral control and a rudder for lateral control. The aerodynamic model used in this
report uses the layout of Cappuyns.

Parameter Value Unit
Length 55 [𝑚]

Wingspan 65 [𝑚]
Height 17 [𝑚]

Max. Passengers 314 [-]
Fuel capacity 140, 000 [𝑙]
Cargo capacity 160 [𝑚3]

Design Mach number 0.85 [−]
Cruise altitude 43, 000 [𝑓𝑡]

Table 2.1: Design Parameters for Flying-V conceptual design [8]

2.2. Stability and Control characteristics
To determine the stability and control characteristics of the Flying-V, first wind tunnel experiments were
conducted. Vliet [40] accessed the flight characteristics of the Flying-V for approach speed and high
angles of attack. It was concluded that the aircraft showed unstable behaviour when the angle of
attack is larger than 20∘. The range of the center of gravity for trimmable flight was also found, as well
as the stall and approach speed. The center of gravity for the sub-scale model was found to be bound
between 1.345 and 1.425 meters to be trimmable. This gives it a static margin of about 9%. Palermo
[29] determined that the Flying V is trimmable for angles of attack up to 20∘. Palermo also found that
the Flying-V has pitch break up tendencies at an angle of attack above 20∘ and that the control surface
deflections does not influence the angle of attack where this happens, as can be seen in Figure 2.3.
The control surface deflections shift the aerodynamic centre with about 6% of the chord length. It was
also determined that the maximum lift coefficient in landing conditions equals 0.66.

In the report of Johnson [20], it was found that rudder deflections decrease the lift coefficient by a
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Figure 2.3: Moment coefficient with the centre of gravity at an optimal position [29]

maximum of 0,0024 and increase the drag by the same amount. Johnson also found that the Flying-
V does not encounter control reversal. Positive and negative rudder deflections oppositely affect the
rolling moment until higher angles of attack.

Horwitz [18] found that with the in the report proposed winglet geometry the Flying-V exhibits strong
lateral and satisfactory directional stability. The target value for the yawing moment due to rudder
deflections was not met in any configuration, meaning it has less directional control than desired. A
Yaw damper in closed-loop control might be required to ensure certifiable departure and dutch roll
performance.

Van Empelen [10] looked at the influence of engine integration on the aerodynamic properties. An
increased pitch down moment is observed between angles of attack between 5∘ and 12∘. If the angle
of attack increases to 12.5∘ until 25∘ a nose-up pitching moment is observed. There is also a small
effect on the required control surface deflection for trimming the aircraft, with about 2.5∘.

Cappuyns [8] looked at the handling qualities of the Flying-V, for which the Vortex Lattice Method
was used to get the aerodynamic coefficients. It was concluded that the dutch roll was unstable, espe-
cially in approach conditions, as well as having limited lateral directional controllability in case of one
engine inoperative conditions at low speed. Van Overeem [28] used the research of Cappuyns and also
looked at the handling qualities of the Flying-V, and proposed an INDI controller with an outer loop NDI
controller to improve the Handling qualities. This controller will be further elaborated on in chapter 4.
This research looked at cruise and approach flying conditions. For the analysis of this FCS different
effects, as nuisance dynamics and sensor delay was not yet taken into account.

2.3. Aerodynamic model
To be able to simulate the behaviour of the Flying-V, an aerodynamic model is necessary. Van Overeem
[28] proposed a combination of two different data sets, to have an aerodynamic model which captures
the control and stability characteristics of the Flying-V. In this section this aerodynamic model is ex-
plained.

2.3.1. Different models
Garcia [14] used the work of Palermo [29] and Vliet [40] to make an aerodynamic model of the Flying-V
scale model. In this work the aerodynamic coefficients were determined. The longitudinal coefficients
with respect to the airspeed, angle of attack and elevon deflections were determined. For the lateral
coefficients, zero sideslip was assumed. The coefficients were determined for angle of attack values
between, as can be seen in Figure 2.4

The unstable dutch roll behaviour is only obtained from the model obtained by use of the Vortex
Lattice Method (VLM) [8], where the pitch break tendencies for angles of attack larger then 20 degrees
are observed from the Wind Tunnel Experiments [14]. To get a model that has captures both unwanted
aerodynamic behaviours Overeem suggests a combination of both models [28]. The VLM model has
the Aerodynamic coefficients for angles of attack in the range of 0∘ to 15∘ for cruise and approach
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Figure 2.4: Convex hull of the estimation dataset (𝛼 − V and 𝛼 − 𝛿1 cuts)

conditions. The coefficients are all defined as in Equation 2.1, where 𝐶∗ is either 𝐶𝑋, 𝐶𝑌, 𝐶𝑍, 𝐶𝑚, 𝐶𝑛 or
𝐶𝑙, 𝑝∗, 𝑝∗ and 𝑝∗ are calculated with Equation 2.2 [8].

𝐶∗ = 𝐶∗𝛼(𝛼)+𝐶∗𝛽(𝛽)+𝐶∗𝑝∗ (𝑝∗)+𝐶∗𝑞∗ (𝑞∗)+𝐶∗𝑟∗ (𝑟∗)+𝐶∗𝛿𝐶𝑆1 (𝛿𝐶𝑆1)+𝐶∗𝛿𝐶𝑆2 (𝛿𝐶𝑆2)+𝐶∗𝛿𝐶𝑆3 (𝛿𝐶𝑆3) (2.1)

𝑝∗ = 𝑝 𝑐𝑉 , 𝑞
∗ = 𝑞 𝑐𝑉 , 𝑟

∗ = 𝑟 𝑐𝑉 (2.2)

For the wind tunnel experiment (WTE) model, the equations as in Equation 2.3 are used. Because
of the high uncertainty of the 𝐶𝑌 coefficient, this coefficient will not be used from this dataset, but only
from the VLM model.

𝐶𝑋 = 𝐶𝑋0 + 𝐶𝑋𝛼𝛼 + 𝐶2𝑋𝛼2𝛼
2 + 𝐶𝑋𝛼3𝛼

3 + 𝐶𝑋𝛼4𝛼
4 + 𝐶𝑋𝛿𝐶𝑆1𝛿𝐶𝑆1 + 𝐶𝑋𝛿𝐶𝑆2𝛿𝐶𝑆2 + 𝐶𝑋𝛿𝐶𝑆3𝛿𝐶𝑆3

+ 𝐶𝑋𝛿2𝐶𝑆1
𝛿2𝐶𝑆1 + 𝐶𝑋𝛿2𝐶𝑆2

𝛿2𝐶𝑆2 + 𝐶𝑋�̂� �̂� + 𝐶𝑋�̂�2 �̂�
2

𝐶𝑍 = 𝐶𝑍0 + 𝐶𝑍𝛼𝛼 + 𝐶2𝑍𝛼2𝛼
2 + 𝐶𝑍𝛼3𝛼

3 + 𝐶𝑍𝛿𝐶𝑆1𝛿𝐶𝑆1 + 𝐶𝑍𝛿𝐶𝑆2𝛿𝐶𝑆2 + 𝐶𝑍𝛿𝐶𝑆3𝛿𝐶𝑆3 + 𝐶𝑍�̂� �̂�
𝐶𝑙 = 𝐶𝑙0 + 𝐶𝑙𝛼𝛼 + 𝐶𝑙2𝛼𝛼2 + 𝐶𝑙3𝛼𝛼

3 + 𝐶𝑙4𝛼𝛼4 + 𝐶𝑙𝛿𝐶𝑆1𝛿𝐶𝑆1 + 𝐶𝑙𝛿𝐶𝑆2𝛿𝐶𝑆2 + 𝐶𝑙𝛿𝐶𝑆3𝛿𝐶𝑆3 + 𝐶𝑙�̂� �̂�
𝐶𝑚 = 𝐶𝑚0 + 𝐶𝑚𝛼𝛼 + 𝐶𝑚2𝛼𝛼2 + 𝐶𝑚3𝛼𝛼

3 + 𝐶𝑚4𝛼𝛼4 + 𝐶𝑚𝛿𝐶𝑆1𝛿𝐶𝑆1 + 𝐶𝑚𝛿𝐶𝑆2𝛿𝐶𝑆2 + 𝐶𝑚𝛿𝐶𝑆3𝛿𝐶𝑆3
+ 𝐶𝑚𝛿2𝐶𝑆1

𝛿2𝐶𝑆1 + 𝐶𝑚𝛿2𝐶𝑆2
𝛿2𝐶𝑆2 + 𝐶𝑚𝛿𝐶𝑆1𝛿𝐶𝑆2𝛿𝐶𝑆1𝛿𝐶𝑆2 + 𝐶𝑚𝛼𝛿2𝐶𝑆1

𝛼𝛿2𝐶𝑆1 + 𝐶𝑚𝛼𝛿2𝐶𝑆2
𝛼𝛿2𝐶𝑆2

+ 𝐶𝑚𝛼2𝛿𝐶𝑆1𝛼
2𝛿𝐶𝑆1 + 𝐶𝑚𝛼2𝛿𝐶𝑆2𝛼

2𝛿𝐶𝑆2 + 𝐶𝑚�̂� �̂� + 𝐶𝑚�̂�𝛿𝐶𝑆1 �̂�𝛿𝐶𝑆1
𝐶𝑛 = 𝐶𝑛0 + 𝐶𝑛𝛼𝛼 + 𝐶𝑛𝛼2𝛼

2 + 𝐶𝑛𝛼3𝛼
3 + 𝐶𝑛𝛼4𝛼

4 + 𝐶𝑛𝛿𝐶𝑆1𝛿𝐶𝑆1 + 𝐶𝑛𝛿𝐶𝑆2𝛿𝐶𝑆2 + 𝐶𝑛𝛿2𝐶𝑆1
𝛿2𝐶𝑆1 + 𝐶𝑛𝛿2𝐶𝑆2

𝛿2𝐶𝑆2
+ 𝐶𝑛�̂� �̂�

(2.3)

2.3.2. Combining VLM and WTE models
There are some differences between both models, that needs to be accounted for, to be able to combine
both models. The VLMmodel is based on the full-scale aircraft, where the WTE data is obtained from a
4.6% scale model [14]. The VLMmodel is a linear model, where the WTE is nonlinear and the VLM has
a different control layout, with two elevons and a rudder integrated into the winglet, where the WTE had
three elevons, and no rudder or winglets. The combined model uses the VLM control surface layout.

For the combination of models, the VLM is used as a baseline [28], also meaning that this model will
use the control surface layout of the VLM data. As WTE will be used to have the pitch breakup effects
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in the model, the lateral coefficients will be used from the VLM, and only the longitudinal coefficients
will be combined. As the two models are made for different speed regimes Froude scaling needs to be
applied [4].

In the combined aerodynamic model, the values for the longitudinal coefficients for angles of attack
in the range of [−5∘ −15∘] are from the VLM model, where the values for angles of attack in the range
[15∘ − 30∘] are from the WTE model. As this model does not include zero lift drag, the zero lift drag
from the Airbus A350-900 was added [28].

2.3.3. Assumptions
For the design of the aerodynamic model, a number of assumptions were made, that limits the usability
of the model. An overview of the assumptions for the model:

1. Only the angle of attack contributes non-linearly to the force and moment coefficients, where in
reality the other components, such as the control surface deflections, will also have a non-linear
contribution, limiting the fidelity of the contribution of these components. [28]

2. To combine the VLM and WTE models Froude scaling was applied. For this it is required that the
relative density factor and moment of inertia must be the same, which was not the case, leading
to inaccuracies in the combined model [14].

3. As the VLM model is used as a baseline model, the combined model does not include frictional
drag [8]. Due to scaling it is not possible to obtain an estimate from the WTE model, therefore
the combined model uses the frictional drag from the Airbus A350-900 [28].

4. The influences of the Earth’s curvature and angular velocity are neglected. When the flight time
of the simulation is short, this will have a negligible effect, but it can introduce large errors for
longer flight times.

5. The gravity vector is assumed to be constant, where in reality it changes depending on the place
on Earth, as the Earth has no constant mass distribution.

6. For the simulation zero wind is assumed, with an atmosphere that corresponds to the International
Standard Atmosphere. [28]

2.4. Conclusion
In this chapter, an overview of research into the Flying-V was given. The layout of the Flying-V was
also described, as well as an aerodynamic model for the Flying-V.

Also, an answer was found to research question 1, ”What are the current challenges in controlling
the Flying-V?” The Flying-V has an unstable dutch roll and has pitch break up tendencies when the
angle of attack is larger than twenty degrees. For this van Overeem proposed an INDI controller,
however, this controller was not tested yet in high angle of attack conditions, and the influence of some
effects that change the robustness of a controller was not yet taken into account.





3
Incremental Nonlinear Dynamic

Inversion
This chapter gives the background of Incremental Nonlinear Dynamic Inversion control. After the
derivation of Nonlinear Dynamic Inversion and INDI are given, current developments on INDI is given,
answering research question 2:

”What is the state of the art in INDI flight control?”

After this different uncertainties that influence the robustness of controllers are presented.

3.1. Nonlinear Dynamic Inversion
Nonlinear Dynamic Inversion, sometimes also called feedback linearization, was developed to eliminate
the need for gain scheduling and to improve performance.

For NDI it is assumed that the equations of motion can be described by Equation 3.1, where 𝑥𝑥𝑥 is
the state vector (𝑛 × 1), 𝑢𝑢𝑢 the input vector (𝑚 × 1), 𝑦𝑦𝑦 the output vector (𝑚 × 1), 𝑓𝑓𝑓 and ℎℎℎ are smooth
vector fields and G is a (𝑛 × 𝑚) matrix with smooth vector fields as columns.

�̇�𝑥𝑥 = 𝑓(𝑥𝑥𝑥) + 𝐺(𝑥𝑥𝑥)𝑢𝑢𝑢
𝑦𝑦𝑦 = ℎ(𝑥𝑥𝑥) (3.1)

To find the NDI control law, the output equation is differentiated, which leads to Equation 3.2, in
which 𝐿𝑓ℎ(x) is the Lie derivative defined as ∇ℎ(𝑥𝑥𝑥)𝑓(𝑥𝑥𝑥) and 𝐿𝑔ℎ(𝑥𝑥𝑥) the Lie derivative along 𝐺(x). [42]

𝑑ℎ(𝑥)(𝑥)(𝑥)
𝑑𝑡 = 𝐿𝑓ℎ(𝑥𝑥𝑥) + 𝐿𝑔ℎ(𝑥𝑥𝑥)𝑢𝑢𝑢 (3.2)

If 𝐿𝑔ℎ(𝑥𝑥𝑥) is not equal to 0 for any x, a control law can be formulated as in Equation 3.3, where the
relation between the input and output is in Equation 3.4

𝑢𝑢𝑢 = 𝐿𝑔ℎ(𝑥𝑥𝑥)−1[𝑣 − 𝐿𝑓ℎ(𝑥𝑥𝑥)] (3.3)

�̇�𝑦𝑦 = 𝑣𝑣𝑣 (3.4)

If 𝐿𝑔ℎ(x) is equal to zero, the output is differentiated until the moment that there specific relation
between control input and output vector, which results in the following general equation Equation 3.5.

𝑦𝑦𝑦(𝑖) = 𝐿𝑖𝑓ℎ(𝑥)ℎ(𝑥)ℎ(𝑥) + 𝐿𝐺𝐿𝑖−1𝑓 ℎ(𝑥𝑥𝑥)𝑢𝑢𝑢 (3.5)

If the output vector is equal to the state vector, the relation in Equation 3.6 can be obtained.

�̇�𝑦𝑦 = �̇�𝑥𝑥
�̇�𝑦𝑦 = 𝑓(𝑥𝑥𝑥) + 𝐺(𝑥𝑥𝑥)𝑢𝑢𝑢 (3.6)
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If 𝐺(x) is invertible, a control input that cancels the nonlinear system dynamics can be found with
Equation 3.7.

𝑢𝑢𝑢 = 𝐺(𝑥𝑥𝑥)−1(𝑣𝑣𝑣 − 𝑓(𝑥𝑥𝑥)) (3.7)

As this control law give a linear relation between the output and the virtual input, the virtual input
can be made with the use of linear control techniques. In Figure 3.1 a layout for a closed-loop system
with a NDI controller can be found.

Figure 3.1: Nonlinear Dynamic Inversion controller

3.2. Incremental Nonlinear Dynamic Inversion
One of the problems with NDI is that it is sensitive to model inaccuracies. To solve this, Incremental
Nonlinear Dynamic Inversion (INDI) was developed. This version of NDI was initially also known as
Simplified Nonlinear Dynamic Inversion. [37]. The general system is the same as for the NDI derivation
in Equation 3.5.

To get the incremental form of this equation, Taylor series expansion is applied, where second
derivatives and higher terms are neglected in Equation 3.8 [32].

�̇�𝑥𝑥 ≈ �̇�𝑥𝑥0 +
𝜕
𝜕𝑥𝑥𝑥 [𝑓𝑓𝑓(𝑥𝑥𝑥) + 𝐺(𝑥𝑥𝑥)𝑢𝑢𝑢]𝑢𝑢𝑢0 ,𝑥𝑥𝑥0(𝑥𝑥𝑥 − 𝑥𝑥𝑥0) +

𝜕
𝜕𝑢𝑢𝑢 [𝑓𝑓𝑓(𝑥𝑥𝑥) + 𝐺(𝑥𝑥𝑥)𝑢𝑢𝑢]𝑢𝑢𝑢0 ,𝑥𝑥𝑥0(𝑢𝑢𝑢 −𝑢𝑢𝑢0)

= �̇�𝑥𝑥0 +
𝜕
𝜕𝑥𝑥𝑥 [𝑓𝑓𝑓(𝑥𝑥𝑥) + 𝐺(𝑥𝑥𝑥)𝑢𝑢𝑢]𝑢𝑢𝑢0 ,𝑥𝑥𝑥0(Δ𝑥𝑥𝑥) + 𝐺(𝑥𝑥𝑥0)(Δ𝑢𝑢𝑢)

(3.8)

If the sample rate is high enough, time scale separation can be applied, as surface deflections
are assumed to be faster than the aircraft dynamics. With this assumption Δ𝑥𝑥𝑥 will be zero, leading to
Equation 3.9

�̇�𝑥𝑥 ≈ �̇�𝑥𝑥0 + 𝐺(𝑥𝑥𝑥0)Δ𝑢𝑢𝑢 (3.9)

Inverting this leads to Equation 3.10, which then gives the control law in Equation 3.11.

Δ𝑢𝑢𝑢 = 𝐺−1(𝑥𝑥𝑥0)(𝑣𝑣𝑣 − �̇�𝑥𝑥0) (3.10)

𝑢𝑢𝑢 = 𝑢𝑢𝑢0 + 𝐺−1(𝑥𝑥𝑥0)(𝑣𝑣𝑣 − �̇�𝑥𝑥0) (3.11)

A block diagram of an INDI controller is in Figure 3.2.
When comparing Equation 3.7 with Equation 3.11, the main difference is that the NDI control law

depends directly on the knowledge of the dynamics of the system, due to the 𝑓(𝑥𝑥𝑥) part of the equation.
However, the INDI controller will be dependent on the accuracy of the measurements of 𝑢𝑢𝑢0 and 𝑥𝑥𝑥0
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Figure 3.2: Incremental Nonlinear Dynamic Inversion controller. Adapted from [42]

3.3. State of the art
INDI is a relatively new control technique, that was first formulated in the 90’s when it was still called
Simplified NDI [37]. Smith and Berry [38] in 2000 applied INDI to the Harrier aircraft, where it was per-
forming well for higher speeds, but at transitional and hovering conditions it worked less, as it developed
oscillatory behaviour.

One of the challenges for INDI is that it requires measurements of the angular accelerations. In
2000 Bacon and Ostroff [5] proposed a way to get the angular accelerations with differentiated angu-
lar velocity and three angular rate measurements. In a following research a washout filter was used
in combination with the measurements, as the differentiation introduces noise [6]. Sieberling [32] in
2010 presented an INDI implementation, where a linear predictive filter was used to obtain the angular
accelerations, which also compensates for signal delay.

Kumtepe [22] and Kim [21] propose a Hybrid INDI, which combines the normal sensor-based INDI,
with a model-based control system. Measurement delays, which are a main challenge for normal
INDI, can be compensated by using this Hybrid version. One of the drawbacks is the noise filtering
capability of Hybrid INDI. A trade-off between noise filtering and response time has to be made for good
performance.

Lu [24] looks at an INDI aircraft trajectory controller in the presence of model uncertainties and
actuator faults. This controller is compared with a NDI controller with model identification. The INDI
controller is shown to be more robust to model uncertainties. In 2019 Wang et al. [42] reformulate INDI
so it can be used without time scale separation, and a stability and robustness analysis is applied, with
a comparison with NDI, where it is shown that INDI is more robust.

Simplicio [33] combined INDI with Pseudo Control Hedging (PCH). PCH automatically changes
the signal sent to the controller by an estimated amount to compensate for actuator dynamics. This
prevents wind up when the control surface deflections are saturated.

The first application of INDI on a CS25-certified aircraft was done by Grondman et al. [16], who
tested an INDI controller on the Cessna Citation II. Van ’t Veld [1] first looked at what practical problems
would be for applying the INDI to the Citation, and suggested solutions for possible problems with the
Fly By Wire system. Also it was proposed to use PCH to prevent actuator saturation, which was used
by Grondman et al. The proposed INDI controller with PCH by van ’t Veld can be seen in Figure 3.3.
The controller consists of an angular rate inner loop based on INDI, and a attitude outer loop consisting
of roll, pitch and sideslip angle. The first part of the PCH is a first-order reference model, which is the
RM in the figure. The reference model imposes the desired dynamics on the output, with Equation 3.12
and Equation 3.13.

𝑣𝑣𝑣𝑟𝑚 = 𝐾𝑟𝑚(𝜔𝜔𝜔𝑐 −𝜔𝜔𝜔𝑟𝑚) (3.12)

𝜔𝜔𝜔𝑟𝑚 =
𝑣𝑣𝑣𝑟𝑚 −𝑣𝑣𝑣ℎ

𝑠 (3.13)
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The RM also provides the derivative of the command signal, 𝑣𝑣𝑣𝑟𝑚. The RM is then changed to an
actually achievable level by the command hedge 𝑣𝑣𝑣ℎ as defined as in Equation 3.14

𝑣𝑣𝑣ℎ = 𝐺(𝑥𝑥𝑥𝑘−1, 𝑢𝑢𝑢𝑘−1)(𝑢𝑢𝑢𝑐𝑘 −𝑢𝑢𝑢𝑘) (3.14)

Figure 3.3: Proposed Attitude controller structure based on NDI, INDI and PCH by van ’t Veld [1]

Smeur [34] proposed an adaptive INDI FCS, which is able to handle changes in control effective-
ness. Smit [36] in 2021 suggests multiple adaptive INDI control techniques. After investigation it was
concluded that the LMS parameter estimation shows to have the most potential, and it is shown that
this approach decreases the variation in Handling quality and stability. Smit [36] also uses a command
filter which is applied directly, in combination with a PI compensator, instead of the linear controller
as shown in Figure 3.2. With this method the controller follows the input accurately while being more
robust to perturbations. A block diagram of Smits controller can be found in Figure 3.4.

Figure 3.4: Adaptive INDI control system block scheme including pitch rate disturbance input location [36]

Jayaraman et al. [19] compares NDI with INDI for a lightweight aircraft, where INDI was shown to
have better performance.

In 2021 Li et al. [23] proposed a novel INDI based flight control strategy, with the name angular
acceleration estimation-based INDI (EINDI). This method combines an adaptive technique with control
surface deflections to estimate the angular accelerations. This would reduce the influence of sensor
noise and time delay, making the method more robust. The method was also capable of overcoming
cg shifts and a number of model inaccuracies.

The combination of INDI and flying wing aircraft also has been investigated. Zhang et al. [44] and
Zhang and Meng [45] propose a two-loop attitude control scheme for flying wing aircraft with actuator
faults. To prevent actuator saturation an optimal anti-windup compensator is introduced. Simulations
indicate that this is a valid and effective proposal and that INDI is able to deal with the nonlinearities of
the flying wing aircraft that were investigated. It was also found that the INDI control law was able to
handle the coupled control surfaces. Jiannan Zhang et al. [43] looked at the performance of INDI for
aircraft with highly redundant control surfaces, it was shown that the controller had sufficient tracking
performance and was able to fully utilise the control power.

When looking at all the research that has been done on INDI, it becomes clear that the first main
challenge in a practical implementation of INDI control laws was to get the angular accelerations. After
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this research was done on how to deal with control surface saturation, and in showing the robustness of
INDI. From this research, it can be concluded that INDI control laws have robustness against external
disturbances and model inaccuracies while having high performance. The previous research on INDI
with flying wings is also promising for the use of INDI control laws on the Flying-V. The ability to deal
with coupled control surfaces of INDI control laws could also be useful for the Flying-V.

3.4. Robustness
The robustness of a Flight Control System is the ability of the system to deal with uncertainties. These
uncertainties can be, for example, model inaccuracies or time delay. Another influence on the Robust-
ness of a control law can be the sampling frequency. The ability of a FCS to reject disturbances can
also be seen as part of robustness.[42]

3.4.1. Model inaccuracies
Sieberling [32] looked at the influence of model uncertainties on INDI. If model uncertainties are present,
the system response is no longer represented by Equation 3.9, but with Equation 3.15.

�̇�𝑥𝑥 = �̇�𝑥𝑥0 + 𝐺(𝑥𝑥𝑥0)Δ𝑢𝑢𝑢 + Δ𝐺(𝑥𝑥𝑥0)Δ𝑢𝑢𝑢 (3.15)

When filling in the control law of INDI in Equation 3.15, will lead to Equation 3.16

�̇�𝑥𝑥 = �̇�𝑥𝑥0 + 𝐺(𝑥𝑥𝑥0)𝐺−1(𝑥𝑥𝑥0)(𝑣𝑣𝑣 − �̇�𝑥𝑥0) + Δ𝐺(𝑥𝑥𝑥0)𝐺−1(𝑥𝑥𝑥0)(𝑣𝑣𝑣 − �̇�𝑥𝑥0)
�̇�𝑥𝑥 = (𝐼 + Δ𝐺(𝑥𝑥𝑥0)𝐺−1(𝑥𝑥𝑥))𝑣𝑣𝑣 − Δ𝐺(𝑥𝑥𝑥0)𝐺−1(𝑥𝑥𝑥0)�̇�𝑥𝑥0

(3.16)

When ideal sensor measurements and small sampling time can be assumed that the new and current
state derivatives are approximately equal. With this assumption, the equation can be simplified to
Equation 3.17 [33].

(𝐼 + Δ𝐺(𝑥𝑥𝑥0)𝐺−1(𝑥𝑥𝑥0))�̇�𝑥𝑥 ≈ (𝐼 + Δ𝐺(𝑥𝑥𝑥0)𝐺−1(𝑥𝑥𝑥0))𝑣𝑣𝑣 (3.17)

From this, it can be concluded that the system response with model inaccuracies is approximately equal
to the response without the model inaccuracies. However, this approximation is only valid with a small
enough sampling time, and ideal sensor measurements [1].

Van ’t Veld [1] also looked at the relation between control effectiveness uncertainty and sampling
frequency. For the analysed system the stable region can be seen in Figure 3.5. The uncertainty ratio
𝛾 is calculated with Equation 3.18

Figure 3.5: Stability of analysed system with control effectiveness uncertainty by van ’t Veld [1]

𝛾 = 𝐺
𝐺 + Δ𝐺 (3.18)

From the figure it can be seen that the uncertainty can be quite large if the sampling frequency is
small enough.

Another form of model uncertainties are unmodeled dynamics. This could be for example aeroe-
lastic effects that were not taken into account [12]. There are multiple common ways to describe the
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deviation from the nominal model 𝐺𝑚 in an aggregation of multiple model inaccuracies. Three of these
ways can be seen in Equation 3.19 [2].

Additive perturbation 𝐺 = 𝐺𝑛 + Δ𝑚
Multiplicative perturbation 𝐺 = 𝐺𝑛(1 + Δ𝑚)

Feedback perturbation 𝐺 = 𝐺𝑛
1 + 𝐺𝑛Δ𝑚

(3.19)

Most of the time, the low-frequency behaviour of a control system is mostly influenced by uncertain
physical parameters, whereas higher frequencies are more influenced by unmodeled dynamic uncer-
tainties [2].

Pollack [30] gives an analysis of the effect of unmodeled dynamics on INDI. It was concluded that
the upper bound of the error goes to zero, when the ℒ2 gain of the causal perturbations ΔΔΔ𝑖 goes to
zero. However, this is only the case when actuator dynamics and sampling frequency is not taken into
account. It is also stated that the norm of the INDI error will be small when the time-scale separation
assumption is valid.

3.4.2. Time delay and lag
Time delay can be introduced by sensors and actuators or by a fly-by-wire system [12]. Choices made
for the control design can introduce lag, as filters are used [35]. The difference between lag and time
delay, is that with time delay the signal is not changed, but only delayed, where with lag, the signal
changes in shape, as it takes more time to go to the final value.

A difference in delay between the state derivative and actuator position has negative effects on
the controllers performance [32]. To counter act this a predictive filter can be used [12], which has
the downside that this filter needs to be trained, and the filter is influenced by noise. A simpler first
or second order filter can be used, but this introduces artificial delays to the system [1], Smeur [35]
proved that by applying a similar filter to the gyro and actuator measurements the delays will become
synchronised. When the signals are synchronised, the impact on the performance is minimised.

3.4.3. Noise
The ability of dealing with random disturbances is an important part of control robustness. This noise
can either be introduced by atmospheric disturbances or sensor noise frommeasured feedback signals.
Lu [24] and Wang [42] proved that INDI has better disturbance rejection capabilities then NDI, without
the use of any additional robust or adaptive techniques. However INDI is still sensitive to noise in the
form of sensor noise, as the control law is dependent on the measured angular accelerations.

3.4.4. Sampling frequency
A high sampling frequency is required for INDI, to ensure that 𝑥𝑥𝑥 ≈ 𝑥𝑥𝑥0 [33]. The high sampling frequency
is also required to ensure that �̇�𝑥𝑥 ≈ 𝑣𝑣𝑣 when model inaccuracies are present [1]. The advantage of a
lower sampling frequency is that it is computationally less intensive.

3.5. Conclusion
The goal of this chapter was to answer research question 2. From this chapter it can be concluded that
a lot of research has been done on INDI. It is shown that INDI shows that FCS based on INDI have high
performance, and show good robustness against input perturbations and model uncertainties. There
are also different solutions that are proposed to counter some of the possible disadvantages of INDI
control. So can PCH help with actuator saturation problems and can hybrid INDI help with problems
caused by measurement delays. EINDI could help reduce the influence of sensor noise and time delay.
Finally the different effects that influence the robustness of a FCS are given, which is partly answering
research question 4a.



4
INDI for the Flying-V

There are multiple ways of measuring the performance of a flight control system. One of these is
measuring the tracking performance of the controller, an other way is by looking at the handling qualities
of an aircraft. In this chapter some of the requirements of handling qualities that are relevant for the
Flying-V are given. Next to that a flight control system for the Flying-V which uses INDI, as proposed
by van Overeem [28] is described.

4.1. Handling Qualities of the Flying-V
Handling qualities of an aircraft are defined as a description of the adequacy of the short term dynamic
response to controls during the execution of a flight task [9]. To have good handling qualities, the aircraft
must have enough control authority to maintain steady, straight, horizontal flight. The aircraft must also
be able to go from one steady state to another in a safely manner. Finally, the cockpit control forces
should be on an acceptable level [31]. To ensure aircraft are safe to fly, civilian certification authorities
have set certain certification criteria on handling qualities. However, these tend to be not very specific
[41]. The U.S. Air Force developed their own specifications, which are different for multiple classes of
aircraft. The Flying-V falls in class III, as it is a large aircraft with a MTOM which is larger then 30000
kg[8][9] . For each behaviour the aircraft falls into one of three levels, where only level 1 is acceptable
during nominal flight, where no faults are present. The requirements for each behaviour also depends
on the current flight phase, which is divided in three categories. The different flight phases can be found
in Table 4.1. As these requirements were originated from military, not all conditions are relevant for the
Flying-V, the relevant conditions are in bold.

4.1.1. Longitudinal Handling Qualities
For the longitudinal handling qualities, the military requirements are divided for the Short period and the
Phugoid. Another possible metric are the Gibson Criteria [15]. The dropback criteria puts requirements
on the dropback and overshoot ratio of the short period. There are also criteria for flight path delay,
maximum pitch rate and time to reach steady state [15].

The Neal-Smith criteria can also be used to assess the longitudinal handling qualities. The Neal-
Smith criteria is a mathematical compensator, which models the pilot. The compensator is tuned to
achieve a certain bandwidth, while keeping the resonant peak to a minimum. The height of the peak,
and the lead compensation of the compensator can be used to predict the workload for the pilot. [26].

Short Period
The short period is the fast oscillating pitch rate transient response of an elevator input. To be able to
track a reference signal sufficiently, it is important that this motion is well damped [17]. The quantifiable
measurement for how well the response of the aircraft can be anticipated is the Control Anticipation
Parameter (CAP) [9]. The CAP can be calculated with Equation 4.1

𝐶𝐴𝑃 = �̇�
𝑛𝑧𝑠𝑠

=
𝜔2𝑛𝑠𝑝
𝑛𝛼

, 𝑛𝛼 =
𝑉
𝑔𝑇𝜃2

(4.1)
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Flight phase category Flight phase
A Air-to-air combat

Ground attack
Weapon delivery/launch
Reconnaissance
In-flight refuel (Reciever)
Terrain following
Maritime search
Aerobatics
Close formation flying

B Climb
Cruise
Loiter
In-flight refuel (tanker
Descent
Aerial delivery

C Take off
Approach
Overshoot
Landing

Table 4.1: Flight phase categories for handling qualities [9]

In Equation 4.1 𝜔𝑛𝑠𝑝 is the undamped natural frequency of the short period and 𝑛𝛼 is the load factor
sensitivity of the aircraft. For the calculation of 𝑛𝛼, 𝑔 is the gravitational acceleration, V the airspeed
and 𝑇𝜃2 can be obtained from the short period reduced pitch rate transfer function. [9] If the CAP is too
low, the aircraft reacts sluggish on an elevator input, where as if the CAP is too high, it reacts quicker
then expected. Cappueyns [8] found that the CAP of the Flying-V for approach and cruise is within
level 1 requirements.

Phugoid
The Phugoid is the slow pitch angle and velocity response. During the phugoid the aircraft interchanges
potential and kinetic energy, following a sinusoidal path. The phugoid dynamics are of level 1 flying
qualities if the damping ratio is at least 0.04 [9].

4.1.2. Lateral Handling Qualities
For the Lateral handling qualities, the flying levels look at the aperiodic roll, spiral mode and dutch roll.

Aperiodic Roll
The aperiodic roll is the quick response of the roll rate to an aileron input, and can be seen as the
damping of the roll rate [17]. The minimum time constants for the aperiodic roll can be found in Table 4.2
[9].

Flight phase Level 1 Level 2 Level 3
Cat A, C 1.0 1.4 10
Cat B 1.4 3.0 10

Table 4.2: Roll mode time constant [s] maximum values [9]

Spiral mode
The spiral mode is a slow developing turning flight, if this mode is stable the aircraft automatically levels
after a roll disturbance, otherwise the roll angle increases after a roll disturbance [17]. As this is a slow
movement, it is acceptable to be unstable, as long as the doubling time is large enough. For the Flying-
V to have level one flying capabilities it should be at least 12 seconds for cruise and 20 for approach
conditions [9].
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Dutch Roll
The dutch roll is a coupled yaw and roll movement. It starts with a sideslip deviation, which induces
a yawing motion, which results, due to aerodynamic coupling, into rolling [17]. the dutch roll is an
important factor for the lateral handling qualities. The requirements for level 1 flying qualities are in
Table 4.3

Flight phase 𝜁𝑑 𝜁𝑑𝜔𝑑 𝜔𝑑
Cat A 0.19 0.35 0.5
Cat B 0.08 0.15 0.5
Cat C 0.08 0.10 0.5

Table 4.3: Dutch roll frequency and Damping minimum values for level 1 flying qualities [9]

4.2. INDI controller
The flight control system for the Flying-V proposed by van Overeem [28] has an inner loop stability
augmentation system consisting of an INDI angular rate control and a PID airspeed controller. The
INDI controller is based on the rotational equation of motion, which can be found in Equation 4.2,
where 𝜔𝜔𝜔 are the angular rates, 𝐼𝐼𝐼 is the inertia matrix and𝑀𝑀𝑀 are the moments acting on the Flying-V.

�̇�𝜔𝜔 = 𝐼𝐼𝐼−1𝑀𝑀𝑀 − 𝐼𝐼𝐼−1(𝜔𝜔𝜔 × 𝐼𝐼𝐼𝜔𝜔𝜔) (4.2)

To get 𝐺(𝑥𝑥𝑥) Equation 4.2 needs to be differentiated with respect to the control surface deflections,
leading to Equation 4.3

𝐺(x) = 𝜌𝑉2𝑆𝑐
2 𝐼𝐼𝐼−1 [

𝐶𝑙𝛿𝐶𝑆1 𝐶𝑙𝛿𝐶𝑆2 𝐶𝑙𝛿𝐶𝑆3
𝐶𝑚𝛿𝐶𝑆1 𝐶𝑚𝛿𝐶𝑆2 𝐶𝑚𝛿𝐶𝑆3
𝐶𝑛𝛿𝐶𝑆1 𝐶𝑛𝛿𝐶𝑆2 𝐶𝑛𝛿𝐶𝑆3

] (4.3)

Using Equation 3.11 the control surface deflections can be calculated with Equation 4.4

u = u0 +
2𝐼𝐼𝐼

𝜌𝑉2 ∗ 𝑆 ∗ 𝑐 [
0 𝐶𝑙𝛿𝐶𝑆2 0

𝐶𝑚𝛿𝐶𝑆1 0 𝐶𝑚𝛿𝐶𝑆3
𝐶𝑛𝛿𝐶𝑆1 0 𝐶𝑛𝛿𝐶𝑆3

]

−1

(𝑣𝑣𝑣 − �̇�𝑥𝑥0) (4.4)

The control effectiveness coefficients that are equal to zero, are in this equation already replaced
with zeros. The value of the other coefficient can be found in Table 4.4. These values are obtained
from the aerodynamic model described in chapter 2.

Coefficient 𝐶𝑟𝑢𝑖𝑠𝑒 𝐴𝑝𝑝𝑟𝑜𝑎𝑐ℎ
𝐶𝑙𝛿𝐶𝑆2 0.0081 0.0061
𝐶𝑚𝛿𝐶𝑆1 −0.0042 0.0034
𝐶𝑚𝛿𝐶𝑆3 −0.0009 −0.0006
𝐶𝑛𝛿𝐶𝑆1 0.0005 0.0005
𝐶𝑛𝛿𝐶𝑆3 −0.0013 −0.0011

Table 4.4: Control effectiveness coefficients

As Control surface 1 (The inner elevon) will only be used for pitch control, and Control surface 3
(The rudder) only for yaw control, 𝐶𝑚𝛿𝐶𝑆3 and 𝐶𝑛𝛿𝐶𝑆1 will be set to zero in the controller.

A block diagram of the inner control loop can be found in Figure 4.1.
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Figure 4.1: Flying-V inner control loops adapted from [28]

4.3. Flight path angle controller
The outer loop of the controller is a control augmentation system, which controls the roll, flight path and
sideslip angles. Van Overeem [28] selected these variables to control as this is the same for the Airbus
A350-900, which is the reference aircraft for the Flying-V [11]. It should be noted that for this controller
it is assumed that 𝛾 ≈ 𝜃, which is only true for small angles of attack.

The relation between the angular rates and the attitude angles, can be found in Equation 4.5 [1].

[�̇��̇�] = [
1 sin𝜙 tan𝜃 cos𝜙 tan𝜃
0 cos𝜙 − sin𝜙 ] [

𝑝
𝑞
𝑟
] (4.5)

To be able to perform coordinated turns, a sideslip dynamic inversion loop is used. 𝛽 can be calcu-
lated with Equation 4.6.

𝛽 = arcsin
𝑣
𝑉 (4.6)

To get the NDI control law, Equation 4.6 needs to be differentiated, which leads to Equation 4.7.

�̇� = �̇�𝑉 − 𝑣�̇�
𝑉√𝑢2 +𝑤2

(4.7)

This equation can be rewritten to Equation 4.8, in which 𝐴𝑥, 𝐴𝑦 and 𝐴𝑧 are defined by Equation 4.9,
these accelerations are possible to be measured during flight [28].

�̇� = ( 1
√𝑢2 +𝑤2

) (𝐴𝑥 + 𝐴𝑦 + 𝐴𝑧) + [
𝑤

√𝑢2+𝑤2 0 −𝑢
√𝑢2+𝑤2 ] [

𝑝
𝑞
𝑟
] (4.8)

𝐴𝑥 =
𝑢𝑣
𝑉2 (

𝐹𝑥
𝑚 − 𝑔 sin𝜃)

𝐴𝑦 = (1 −
𝑣2
𝑉2)(

𝐹𝑦
𝑚 + 𝑔 sin𝜙 cos𝜃)

𝐴𝑧 = −
𝑣𝑤
𝑉2 (

𝐹𝑧
𝑚 + 𝑔 cos𝜙 cos𝜃)

(4.9)



4.4. Conclusion 49

Figure 4.2: Flying-V flight path controller adapted from [28]

Combining Equation 4.2 and Equation 4.8 will give the NDI control law, as given in Equation 4.10
[28].

𝜔𝑟𝑒𝑓 = [
1 sin𝜙 tan𝜃 cos𝜙 tan𝜃
0 cos𝜙 − sin𝜙
𝑤

√𝑢2+𝑤2 0 −𝑢
√𝑢2+𝑤2

]

−1

([
𝑣𝜙𝑟𝑒𝑓
𝑣𝜃𝑟𝑒𝑓
𝑣𝛽𝑟𝑒𝑓

] − [
0
0

( 1
√𝑢2+𝑤2 ) (𝐴𝑥 + 𝐴𝑦 + 𝐴𝑧)

]) (4.10)

The block diagram of the outer control loop can be found in Figure 4.2. In which 𝐺(𝑥𝑥𝑥) is equal to
the first matrix in Equation 4.10 and 𝑓(𝑥𝑥𝑥) is equal to the right matrix of the equation.

4.4. Conclusion
In this chapter some ways of measuring the performance of an FCS were described, which partly
answers research question 3a, as the handling qualities can be used to measure the performance of
an INDI controller. The INDI controller as proposed by van Overeem was also described in this chapter.





5
Preliminary Analysis

In this chapter a preliminary analysis is done on an INDI controller applied on a Flying-V simulation.
The goal of this preliminary analysis is to obtain some experience with the simulation of the Flying-V
and the INDI controller as well as to find out where current challenges for the control system of the
Flying-V are.

First in section 5.1 the simulation model of the Flying-V is described, after this in section 5.4 the design
of the INDI controller and PID controller that will be compared is elaborated further on. In section 5.2
the two flying conditions which will be used for the simulation are described. After this in section 5.5
the results of the preliminary analysis are given and finally in section 5.7 the results are discussed in
the conclusion.

5.1. Simulation Model

For the preliminary analysis a simulation of the Flying-V made by van Overeem [28] is used. In this
section this simulation is described. As it is based on the aerodynamic model from section 2.3, the
assumptions that applied there, also apply for this simulation.

5.1.1. Equations of motion

After the aerodynamic coefficients are determined with the previous state, using the aerodynamicmodel
from section 2.3, the change in the states are calculated with the equations of motion, given in Equa-
tion 5.1.
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�̇� = (𝑢 cos(𝜃) + (𝑣 sin(𝜙) + 𝑤 cos(𝜙)) sin(𝜃)) cos(𝜓) − (𝑣 cos(𝜙) − 𝑤 sin(𝜙)) sin(𝜓)
�̇� = (𝑢 cos(𝜃) + (𝑣 sin(𝜙) + 𝑤 cos(𝜙)) sin(𝜃)) sin(𝜓) + (𝑣 cos(𝜙) − 𝑤 sin(𝜙)) cos(𝜓)
�̇� = −𝑢 sin(𝜃) + (𝑣 sin(𝜙) + 𝑤 cos(𝜙)) cos(𝜃)

�̇� = 𝑣𝑟 − 𝑤𝑞 − 𝑔 sin(𝜃) + 𝐹𝑥𝑚
�̇� = 𝑤𝑝 − 𝑢𝑟 + 𝑔 sin(𝜙) cos(𝜃) +

𝐹𝑦
𝑚

�̇� = 𝑢𝑞 − 𝑣𝑝 + 𝑔 cos(𝜙) cos(𝜃) + 𝐹𝑧𝑚

�̇� = 𝐼𝑧𝑧
𝐼∗ 𝑀𝑥 +

𝐼𝑥𝑧
𝐼∗ 𝑀𝑧 +

(𝐼𝑥𝑥 − 𝐼𝑦𝑦 + 𝐼𝑧𝑧) 𝐼𝑥𝑧
𝐼∗ 𝑝𝑞 +

((𝐼𝑦𝑦 − 𝐼𝑧𝑧)𝐼𝑧𝑧 − 𝐼2𝑥𝑥)
𝐼∗ 𝑞𝑟

�̇� =
𝑀𝑦
𝐼𝑦𝑦

+ (𝑟
2 − 𝑝2)𝐼𝑥𝑧
𝐼𝑦𝑦

+ (𝐼𝑧𝑧 − 𝐼𝑥𝑥)𝐼𝑦𝑦
𝑝𝑟

�̇� = 𝐼𝑥𝑥
𝐼∗ 𝑀𝑥 +

𝐼𝑥𝑥
𝐼∗ 𝑀𝑧 +

((𝐼𝑥𝑥 − 𝐼𝑦𝑦)𝐼𝑥𝑥 + 𝐼2𝑥𝑧)
𝐼∗ 𝑝𝑞 +

(−𝐼𝑥𝑥 + 𝐼𝑦𝑦 − 𝐼𝑧𝑧)𝐼𝑥𝑧
𝐼∗ 𝑞𝑟

�̇� = 𝑝 + sin(𝜙) tan(𝜃)𝑞 + cos(𝜙) tan(𝜃)𝑟
�̇� = cos(𝜙)𝑞 − sin(𝜙)𝑟

�̇� = sin(𝜙)
cos(𝜃)𝑞 +

cos(𝜙)
cos(𝜃) 𝑟

(5.1)

The forces and moments in Equation 5.1 𝐹𝑥, 𝐹𝑦, 𝐹𝑧, 𝑀𝑥, 𝑀𝑦 and 𝑀𝑧 are defined as in Equation 5.3 and
where 𝐼∗ is calculated with Equation 5.2. The results of the Equation 5.1 are integrated to get the new
state.

𝐼∗ = 𝐼𝑥𝑥𝐼𝑦𝑦 − 𝐼2𝑥𝑥 (5.2)

𝐹𝑥 = 𝐹𝑥𝑎𝑒𝑟𝑜 + 𝑇1 + 𝑇2
𝐹𝑦 = 𝐹𝑦𝑎𝑒𝑟𝑜
𝐹𝑧 = 𝐹𝑧𝑎𝑒𝑟𝑜
𝑀𝑥 = 𝑀𝑥𝑎𝑒𝑟𝑜
𝑀𝑦 = 𝑀𝑦𝑎𝑒𝑟𝑜 − (𝑇1 + 𝑇2)𝑇𝑑𝑦 + 𝐹𝑧𝑎𝑒𝑟𝑜(𝑝𝑟𝑒𝑓 − 𝑝𝑐𝑔)
𝑀𝑧 = 𝑀𝑧𝑎𝑒𝑟𝑜 + 𝑇1𝑇𝑑𝑧 − 𝑇2𝑇𝑑𝑧 − 𝐹𝑦𝑎𝑒𝑟𝑜(𝑝𝑟𝑒𝑓 − 𝑝𝑐𝑔)

(5.3)

5.1.2. Assumptions
For the simulation, the actuator and engine dynamics where approximated with a first order lag system,
for which the transfer functions are given in Equation 5.4 [28]. The deflection limits of the control
surfaces are 25 degrees in both directions [14] and the maximum thrust is equal to 3.79 ∗ 105𝑁 [3].

𝐻𝑎𝑐𝑡 =
1

1
35.2𝑠 + 1

,𝐻𝑡ℎ𝑟𝑢𝑠𝑡 =
1

0.2𝑠 + 1 (5.4)

A block diagram of the simulation of the Flying-V dynamics are given in Figure 5.1, where the
Aerodynamic model calculates the aerodynamic coefficients and the equations of motion calculates
the change of the state, using Equation 5.1.

Furthermore it is assumed that the current state is instantly available for the controller, without any
sensor lag or noise, and all states are available. Next to that are there no aerodynamic uncertainties.
This means that the aerodynamic coefficients for the NDI controller and the control effectiveness for the
INDI controller are known and accurate. There are also no external perturbations. Finally the simulation
uses a time step of 0.005[𝑠], which is also the sampling frequency for the controller.
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Figure 5.1: Flying-V model block diagram

5.2. Flight conditions
The preliminary analysis will look at two different flight conditions: cruise and approach. These condi-
tions are chosen because van Overeem [28] and Cappuyns [8] identified these two conditions as the
most critical conditions for having satisfactory handling qualities. Furthermore the aerodynamic data is
available for both conditions. The parameters that are used for these conditions can be found in Ta-
ble 5.1, in which 𝑎 is the speed of sound. The mass from both conditions are obtained form Cappuyns
[8]. For both conditions the most forward centre of gravity position is used (45% of MAC [8]).

Cruise Approach
𝑀𝑎𝑐ℎ[−] 0.85 0.2
𝑎[𝑚/𝑠] 295 343
𝜌[𝑘𝑔/𝑚3] 1.225 0.2655
𝑀𝑎𝑠𝑠[𝑘𝑔] 210000 240000

Table 5.1: Flight Condition parameters

5.3. Flying-V response to control surface deflections
To get a feeling for how the aircraft reacts to control surface deflections, the Flying-V was first simulated
without any feedback control loops.

First a step input was given at two seconds to deflect control surface one with five degrees. The
response can be found in Figure 5.2

In this figure the quick short period response as well as the slower phugoid can be clearly seen. It
can also be observed that the phugoid response is stable, as the variation of 𝜃 slowly gets smaller. It
should also be noted that control surface one does not influence the lateral rates.

After this a step input of 1∘ was applied to control surface two. The response of the Flying-V is
plotted in Figure 5.3. The response to the same step input applied on control surface three can be
seen in Figure 5.4

In these two figures the unstable dutch roll can be observed. The roll and yaw rate are clearly
coupled, and amplify each others. It can also be observed that the pitch rate is also influenced, as well
as that the aircraft is now in an unstable condition. Furthermore the sign of the response of the Flying-V
is the opposite for surface one and two.
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Figure 5.2: Flying-V response to deflection of control surface one

Figure 5.3: Flying-V response to deflection of control surface two



5.4. Controller design 55

Figure 5.4: Flying-V response to deflection of control surface three

5.4. Controller design
To improve the flying and handling qualities of the Flying-V, a control augmentation system is required.
In the preliminary analysis a PID controller is compared to an INDI controller, in this section the design
of both controllers are given.

5.4.1. Inner loop controller
For the INDI controller, the inner loop controller will that will be used is described in Chapter 4.2. A block
diagram of the PID controller which will be compared with the INDI controller can be found in Figure 5.5.
The PID controller for the INDI control loop will have the same structure as the PID controller. To limit
the bandwith of the differentiators, they are paired with a first order filter, which leads to Equation 5.5,
where 𝑁 is set to 10.

𝐻(𝑠) = 𝑁𝑠
1 + 𝑁𝑠 (5.5)

5.4.2. Outer loop controller
For the outer loop controller the NDI controller will be used, as described in Chapter 4.3 for both FCS.
The block diagram of the PID can be found in Figure 5.6.

5.4.3. Gains
To tune the gains of the different controllers a Monte Carlo simulation was set up. The simulation was
run separately for the gains of roll, pitch and yaw rate, as well for the roll, flight path and sideslip angles.

The simulation generates for the first iteration a list of 200 numbers following a normal distribution
with parameters that can be found in Table 5.2. For all these numbers a simulation is run, tracking the
rate which the gains control.

INDI PID
Mean 𝜎 Mean 𝜎

𝐾𝑝 10 10 500 500
𝐾𝑖 10 10 1000 1000
𝐾𝑑 10 10 500 500

Table 5.2: Initial parameters gain tuning simulation inner loop
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Figure 5.5: PID innerloop controller

Figure 5.6: Linear controller of the control augmentation system
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For each run a score is calculated using Equation 5.6 for the inner loop gains, and Equation 5.7
was used for the outer loop gains. The weights are selected to ensure that the different parts have the
same order of magnitude.

𝑆𝑐𝑜𝑟𝑒 = 100 ⋅ 𝑒𝑅𝑀𝑆 + 5 ⋅ (𝑇𝑠𝑠1 + 𝑇𝑠𝑠2) + 2 ⋅ (𝑛𝑜𝑠𝑐1 + 𝑛𝑜𝑠𝑐2) + 20 ∗ (|𝑒𝑆𝑆1 | + |𝑒𝑆𝑆2 |) (5.6)

𝑆𝑐𝑜𝑟𝑒 = 100 ⋅ 𝑒𝑅𝑀𝑆 +5 ⋅ (𝑇𝑠𝑠1 +𝑇𝑠𝑠2) + 2 ⋅ (𝑛𝑜𝑠𝑐1 +𝑛𝑜𝑠𝑐2) + 20 ∗ (|𝑒𝑆𝑆1 | + |𝑒𝑆𝑆2 |) + 3 ⋅ (𝑂𝑆1 +𝑂𝑆2) (5.7)

In these equations 𝑒𝑅𝑀𝑆 is the Root Mean Squared error, 𝑇𝑆𝑆 the settling time in seconds, 𝑛𝑜𝑠𝑐 the
number of oscillations after the step input is applied, 𝑒𝑆𝑆 the steady state error and 𝑂𝑆 the overshoot.
The 1 subscript is for the first step input and the 2 for the second step input.

The gains of the best scoring 10% given their scores are less then double of the best score, are
used to determine the new mean and standard deviation for the gain list of the next iteration. If the
score of the second best run is more then double of the best score of that run, the mean for the next
iteration is equal to the gain of the best score, and the standard deviation is equal to 90% of the last
standard deviation.

All iterations after the first one contain 50 runs. The simulation keeps running, until the best score
does not improve for two iterations in a row. When the best score does not improve for one iteration,
the standard deviation is set to 110% of the previous standard deviation.

For the generation of the gain list the MATLAB function 𝑛𝑜𝑟𝑚𝑟𝑛𝑑() is used, with seed = 1.
The reference signal for the inner loop tuning can be found in Table 5.3.

𝑡 < 5𝑠 𝑆𝑟𝑒𝑓 = 0∘/s
5𝑠 ≤ 𝑡 < 15𝑠 𝑆𝑟𝑒𝑓 = −2∘/𝑠
15𝑠 ≤ 𝑡 ≤ 30 𝑆𝑟𝑒𝑓 = 2∘/𝑠

Table 5.3: Inner loop tuning reference signal

As the gains for the yaw and roll rate have influence on each other, the roll rate was tuned first, after
which the yaw rate was tuned, to then retune the roll rate with the newly founded yaw rate gains. As
the difference in roll rate gains was small, the yaw rate was not tuned again. The initial yaw rate gains
can be found in Table 5.4. It should also be noted that the initial mean for the gains for the yaw rate of
the PID controller where set to be negative.

INDI PID
𝐾𝑟𝑝 2.5 −430
𝐾𝑟𝑖 1.2 −500
𝐾𝑟𝑑 0 −400

Table 5.4: Initial yaw rate gains for gain tuning

For the outer loop gains, the reference signal is given in Table 5.5. For the sideslip angle gains a
different reference was used, given in Table 5.6. The signal for the sideslip angle is different, as the
tuning method had troubles finding stable gains for the reference signal given in Table 5.5.

𝑡 < 20𝑠 𝑆𝑟𝑒𝑓 = 0∘
20𝑠 ≤ 𝑡 < 60𝑠 𝑆𝑟𝑒𝑓 = −5∘
60𝑠 ≤ 𝑡 ≤ 100𝑠 𝑆𝑟𝑒𝑓 = 5∘

Table 5.5: Outer loop tuning reference signal

The order of tuning the gains was for the outer loop the same as for the inner loop, the initial gains
for the sideslip angle can be found in Table 5.8

The initial parameters for the tuning can be found in Table 5.7. In Figure 5.7 the best and average
score of each iteration for the tuning of the pitch rate gains for the INDI controller are given. In the figure
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𝑡 < 10𝑠 𝛽𝑟𝑒𝑓 = 0∘
10𝑠 ≤ 𝑡 < 40𝑠 𝛽𝑟𝑒𝑓 = −1∘
40𝑠 ≤ 𝑡 ≤ 70𝑠 𝛽𝑟𝑒𝑓 = 1∘

Table 5.6: Sideslip tuning reference signal

Mean 𝜎
𝐾𝑝 4 3
𝐾𝑖 4 3
𝐾𝑑 4 3

Table 5.7: Initial parameters gain tuning simulation outer loop

Gain [-]
𝐾𝛽𝑝 1.5
𝐾𝛽𝑖 0
𝐾𝛽𝑑 3

Table 5.8: Initial sideslip compensator gains

Figure 5.7: Scores and gain statistics for tuning the INDI pitch tracking in approach conditions
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the mean of each gain, and the bounds for which 95% of the samples are located are given, where it
clearly that the confidence bounds for all the three gains converges.

The resulting scores for all the gains that were tuned can be found in Table 5.9. It should be noted
that the scores for the INDI controller are for all the different conditions are higher then for the PID
controller. The resulting gains that where found from the tuning, can be found in Table 5.10. The gains
for the yaw rate for the PID controller are negative, as the response gives negative yaw rates for positive
deflections. The INDI controller already reverses the sign with the control effectiveness matrix.

INDI PID
Cruise Approach Cruise Approach

𝑝 17.10 120.25 20.42 136.79
𝑞 16.29 13.90 37.18 24.72
𝑟 55.92 10008 128.92 10005.5
𝜙 90.99 [−] 238.6 [−]
𝛾 89.75 [−] 206.44 [−]
𝛽 47.35 [−] 196.90 [−]

Table 5.9: Tuning scores

PID INDI
Cruise Approach Cruise Approach

𝐾𝑝𝑝 506.9 115.9 10.10 8.941
𝐾𝑝𝑖 23010 3039.6 28.50 22.239
𝐾𝑝𝑑 126.3 244.6 0.412 0.059
𝐾𝑞𝑝 210.1 1131.5 17.33 20.95
𝐾𝑞𝑖 4364.3 4085 37.80 33.09
𝐾𝑞𝑑 38.80 14.04 0.398 0.181
𝐾𝑟𝑝 −724.4 −1459.6 8.837 14.53
𝐾𝑟𝑖 −2938 −332.3 11.795 2.967
𝐾𝑟𝑑 −813.5 −2.679 2.299 15.87

Table 5.10: Gains of the PID controller and PID part of the INDI controller

The gains for the outer loop linear controller are in Table 5.11. The tuning for the gains was done

INDI PID
𝐾𝜙𝑝 1.38 0.60
𝐾𝜙𝑖 0.75 0.15
𝐾𝜙𝑑 0.36 2.6 ⋅ 10−3
𝐾𝛾𝑝 2.27 1.97
𝐾𝛾𝑖 6.97 ⋅ 10−3 0.15
𝐾𝛾𝑑 2.81 1.21
𝐾𝛽𝑝 2.54 0.54
𝐾𝛽𝑖 0 0.11
𝐾𝛽𝑑 1.82 0.26

Table 5.11: Outer loop PID gains

in nominal conditions, where the tracking performance was optimised. The disadvantage of this is that
extra effects, as for example sensor delay or nuisance dynamics were not taken into account, which
can degrade the performance, and might make the gains founded here unstable, where other gains
would perform better.

When running the simulation for the PID flight path angle tracking, it was found that the controller
had problems with control surface deflection saturation and oscillations. To try to improve its perfor-
mance, the pitch rate gains were tuned again, with a different cost function, that penalises control
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surface deflections. The cost function can be found in Equation 5.8, in which 𝑣𝑎𝑟𝐶𝑆𝑥 is calculated with
Equation 5.9.

𝑆𝑐𝑜𝑟𝑒 = 100⋅𝑒𝑅𝑀𝑆+5⋅(𝑇𝑠𝑠1+𝑇𝑠𝑠2)+2⋅(𝑛𝑜𝑠𝑐1+𝑛𝑜𝑠𝑐2)+20∗(|𝑒𝑆𝑆1 |+|𝑒𝑆𝑆2 |)+50⋅(𝑣𝑎𝑟𝐶𝑆1+𝑣𝑎𝑟𝐶𝑆2+𝑣𝑎𝑟𝐶𝑆3)
(5.8)

𝑣𝑎𝑟𝐶𝑆𝑥 =
1

𝑁 − 1

𝑁

∑
𝑖=1
(𝛿𝐶𝑆𝑥 − 𝜇𝛿𝐶𝑆𝑥 ) (5.9)

After retuning the inner loop, the outer loop flight path angle controller was also retuned, the gains
that where found can be seen in Table 5.12.

𝑞 𝛾
𝐾𝑝 207.98 1.72
𝐾𝑖 3951 1.73 ⋅ 10−3
𝐾𝑑 18.3 0.41

Table 5.12: PID gains for the retuned pitch rate and flying path tracking

5.5. Results
To be able to compare the tracking performance of the two controllers, the following metrics are used:

• Rise time: time between the step input and the tracking signal reaching 90% of that value

• Overshoot: Ratio between the step value and the maximum (or minimum if the step is negative)
value of the tracking signal

• Settling time: Time until the tracking signal stays within 1% of the reference signal

• Steady state error: The difference between the the reference signal and the tracking signal after
the tracking signal reached its steady state. Calculated as a percentage with Equation 5.10

• Root Mean Square (RMS) error, calculated with Equation 5.11.

𝑒𝑠𝑠 =
𝑆𝑆𝑆 − 𝑆𝑟𝑒𝑓
𝑆𝑟𝑒𝑓

⋅ 100 (5.10)

𝑒𝑅𝑀𝑆 = √
1
𝑛 ∑(𝑆𝑡𝑟𝑎𝑐𝑘 − 𝑆𝑟𝑒𝑓)

2
(5.11)

Next to these parameters, the control surface deflections will also be evaluated.
For the comparison of the inner loop controllers the pitch rate and roll rate tracking will be compared

in cruise and approach conditions. The PID gains are tuned according to the method described in the
previous section. The flight path angle and roll angle tracking performancewill also be compared, where
the outer loop is the same for both controllers. This comparison will only be done in cruise condition.
After this both inner loop controllers are tested to see if they meet the Gibson criteria for dropback and
flight path angle delay. These criteria are chosen, as they can be evaluated using only the the pitch
and flight path angle response, and do not require extra analysis, like a low order equivalent system.

5.5.1. Pitch rate tracking
To compare the pitch rate tracking performances of the PID and INDI controllers, a reference signal
given in Table 5.13 is applied as input to the inner loop controller.
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𝑡 < 10𝑠 𝑞𝑟𝑒𝑓 = 0∘/𝑠
10𝑠 ≤ 𝑡 < 20𝑠 𝑞𝑟𝑒𝑓 = −1∘/𝑠
20𝑠 ≤ 𝑡 𝑞𝑟𝑒𝑓 = 1∘/𝑠

Table 5.13: Pitch rate reference signal

Figure 5.8: Pitch rate tracking performance INDI controller with cruise conditions

Figure 5.9: Pitch rate tracking performance PID controller with cruise conditions

Cruise conditions
In Figure 5.8 the time traces of the INDI controller are given for cruise condition.

Where in Figure 5.9 the time traces of the PID controller are given. The calculated statistics of the
tracking by the INDI and PID controller are in Table 5.14.

When comparing both time traces it can be noted that the PID controller has more overshoot, and
takes more time to reach the steady state. Which can also be seen in Table 5.14. The rise times of the
PID controller are smaller than for the INDI controller, however after the initial rise the PID controller
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suffers from some oscillations in the pitch rate.
Another difference between the two, are the control surface deflections. The PID controller has

smaller maximum deflections, but the deflections have a longer period of rapid changes. The difference
between the maximum deflections is only minor.

INDI PID 𝑃𝐼𝐷𝑟𝑒𝑡𝑢𝑛𝑒𝑑
Rise Time 1 [s] 0.09 0.067 0.082
Rise Time 2 [s] 0.11 0.07 0.084
Overshoot 1 [-] 1.066 1.256 1.385
Overshoot 2 [-] 1.132 1.518 1.772
Settling time 1 [s] 1.22 1.93 2.30
Settling time 2 [s] 1.47 3.85 4.16

𝑒𝑆𝑆1[%] 0.001 −0.15 −0.16
𝑒𝑆𝑆2[%] 0.002 −0.16 −0.18

RMS error [deg/s] 1.31 ⋅ 10−3 1.40 ⋅ 10−3 1.67 ⋅ 10−3

Table 5.14: Pitch rate tracking statistics cruise condition

In Figure 5.10 the results of the retuned PID controller can be seen. When comparing with the
other PID controller, the controller has a slightly longer rise time and slightly more overshoot, as well
as longer settling times and steady state errors. However, the maximum control surface deflection is
less, which are results that were expected.

Figure 5.10: Pitch rate tracking performance retuned PID controller in cruise conditions

Approach Condition
The same reference signal is applied in approach condition, this leads to Figure 5.11 as the time trace
of the INDI controller in approach condition and Figure 5.12 for the PID controller.

In Table 5.15 the measured metrics are given, and also the difference with the same controller in
cruise conditions.

The performance of the INDI controller for approach for the first step input is only slightly different
from the performance in cruise condition, however, the second step input has a slower response. This
is can be explained by the fact that the 𝛿𝐶𝑆1𝑡𝑟𝑖𝑚 for approach is closer to the actuator limit, giving it
only a small extra positive deflection. The rise times of the PID controller are both slower compared
to the cruise conditions, however the settling times are really small, but the steady state error is larger
compared to the cruise conditions.
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Figure 5.11: Pitch rate tracking performance INDI controller with approach conditions

Figure 5.12: Pitch rate tracking performance PID controller with approach conditions

When comparing the INDI and PID controller in approach conditions, the PID controller has faster
settling times, but the first rise time is slower, exactly the opposite of in cruise conditions. However,
the steady state error of the PID controller is larger, as well as the RMS error. The control surface
deflections are quite similar, with the exception of the peak at 𝑡 = 10𝑠, where the deflection for the INDI
controller is considerably larger.

5.5.2. Roll rate tracking
For the roll rate tracking, the same reference signal as in Table 5.13 is given, only it is a reference signal
for the roll rate instead of the pitch rate.

Cruise Condition
The time traces of the INDI and PID controllers in cruise condition are given in respectively Figure 5.13
and Figure 5.14.
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Difference Difference
INDI with Cruise PID with Cruise

Rise Time 1 [s] 0.08 −11.1% 0.11 +64.2%
Rise Time 2 [s] 0.25 +127.3% 0.25 +257.1%
Overshoot 1 [-] 1.053 −1.22% 1.201 −4.4%
Overshoot 2 [-] 1.338 +18.2% 1.738 14.5%
Settling time 1 [s] 1.325 +8.6% 0.74 −61.7%
Settling time 2 [s] 2.49 +69.4% 1.145 −70.3%

𝑒𝑆𝑆1[%] −0.001 0% −0.82 +446.7%
𝑒𝑆𝑆2[%] −4.5 ⋅ 10−4 −77.5% −0.32 +100%

RMS error [deg/s] 2.1 ⋅ 10−3 +60.3% 2.3 ⋅ 10−3 +64.3%

Table 5.15: Pitch rate tracking statistics approach condition

Figure 5.13: Roll rate tracking performance INDI controller with cruise conditions

Figure 5.14: Roll rate tracking performance PID controller with cruise conditions
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The different statistics are given in Table 5.16. The PID controller has a faster rise and settling time.
The overshoot of the INDI controller is smaller. However, the steady state tracking error is smaller. The
PID controller again has more oscillations than the INDI controller. Another big difference is with the
yaw rate. Where the INDI controller is able to keep the yaw rate really small, with only minor spikes
when the step input is applied, the PID controller has more difficulty keeping the yaw rate equal to zero.
The better performance of the INDI controller can be an indication that INDI is better able to deal with
the coupling between the roll and yaw rate.

INDI PID
Rise Time 1 [s] 0.17 0.07
Rise Time 2 [s] 0.175 0.085
Overshoot 1 [-] 1.358 1.561
Overshoot 2 [-] 1.719 2.213
Settling time 1 [s] 1.025 0.49
Settling time 2 [s] 1.1 0.755

𝑒𝑆𝑆1[%] −0.02 −0.31
𝑒𝑆𝑆2[%] −0.03 −0.12

RMS error [deg/s] 2.363 ⋅ 10−3 1.903 ⋅ 10−3

Table 5.16: Roll rate tracking statistics cruise condition

When looking at the control surface deflections another difference can be seen between both con-
trollers, and that is that the PID controller has much larger deflections than the INDI controller.

Approach Condition
When the same signal is applied in the approach condition, the INDI reaction is given in Figure 5.15
and the PID in Figure 5.16.

Figure 5.15: Roll rate tracking performance INDI controller with approach conditions

The measured statistics and the difference with the cruise condition are given in Table 5.17.
When looking at Figure 5.15 it can be seen that the roll rate tracking is good up to around 15 seconds,

when it suddenly deviates. An explanation for this can be found in the control surface deflections, where
control surface 2 reaches its actuator limit at 15 seconds. After this the natural roll damping starts to
decrease the roll rate, which can no longer be compensated with more elevon deflection. The lack of
lateral control authority for the Flying-V at low speeds was also found by Cappueyns [8].

To verify that control surface saturation is the problem here, a simulation was run, where the actuator
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Figure 5.16: Roll rate tracking performance PID controller with approach conditions

limits were set to [−70∘, −70∘], of which the results are plotted in Figure 5.17. In this situation the
INDI controller is again able to follow the reference signal as expected.It should be noted that in the
aerodynamic model that is used, the control surface layout of Cappueyns [8] is used, other control
surface layouts may have fewer problems in this situation, the use of the inboard elevon also for lateral
control will also help with the problem of lack of control authority.

The performance of the INDI controller might also be improved by applying pseudo-control hedging,
as this could help prevent windup. However, the control authority should be improved first. When
running the simulation with the normal actuator limits for a longer period, after 31 seconds the aircraft is
able to again follow the reference signal, until 41 seconds, when the actuators reach the other deflection
limit.

The PID controller also has problems, as it again struggles to follow the reference signal. For this
approach condition it seems that there is not enough control authority to be able to follow this reference
signal. However, the mean error is smaller for the PID controller.

Difference Difference
INDI with Cruise PID with Cruise

Rise Time 1 [s] 0.19 +11.8% 0.51 628.6%
Rise Time 2 [s] [−] − [−] −
Overshoot 1 [-] 1.31 −3.5% 1.22 −21.8%
Overshoot 2 [-] [−] − [−] [−]
Settling time 1 [s] 0.73 +40, 4% [−] −
Settling time 2 [s] [−] − [−] −
RMS error [deg/s] 2.14 ⋅ 10−2 +805.6% 1.09 ⋅ 10−2 +472.8%

Table 5.17: Roll rate tracking statistics approach condition

5.5.3. Flight path angle
For the flight path angle tracking the reference signal is given in Table 5.18.

The results can be found in Figure 5.18 and Figure 5.19, with the statistics in Table 5.19.
The INDI controller has faster rise and settling times, as well as less overshoot, and the RMS error is

smaller. The PID controller does have a smaller second steady state error. However the PID controller
suffers a lot from oscillations, and control surfaces that switch between maximum deflections to both
limits of the actuators. Furthermore, the INDI controller performs better in terms of rise and settling
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Figure 5.17: Roll rate tracking performance INDI controller with approach conditions and actuator limits set to [−75∘ , 75∘]

𝑡 < 20 𝛾𝑟𝑒𝑓 = 0∘
20 ≤ 𝑡 < 60 𝛾𝑟𝑒𝑓 = −2∘
60 ≤ 𝑡 𝛾𝑟𝑒𝑓 = 2∘

Table 5.18: Flight path angle reference signal

Figure 5.18: Flight path angle tracking performance INDI controller
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Figure 5.19: Flight path angle tracking performance PID controller

INDI 𝑃𝐼𝐷𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙 𝑃𝐼𝐷𝑐𝑜𝑚𝑚𝑎𝑛𝑑 𝑃𝐼𝐷𝑟𝑒𝑡𝑢𝑛𝑒𝑑
Rise Time 1 [s] 1.171 1.749 2.21 2.17
Rise Time 2 [s] 1.395 1.963 2.32 2.28
Overshoot 1 [-] 1.2524 1.335 1.316 1.40
Overshoot 2 [-] 1.4164 1.897 1.662 1.85
Settling time 1 [s] 5.945 15.76 16.2 19.3
Settling time 2 [s] 6.542 24.51 25.4 23.54

𝑒𝑆𝑆1[%] 0.12 0.173 0.17 0.06
𝑒𝑆𝑆2[%] 0.12 0.308 0.34 0.07

RMS error [deg] 0.37 ⋅ 10−2 0.93 ⋅ 10−2 0.92 ⋅ 10−2 0.9 ⋅ 10−3

Table 5.19: Flight path angle tracking statistics
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times. It should also be noted that both controllers show non minimum-phase behaviour, as the flight
path angle first goes down, before it goes up and vice-versa.

There are two ways of improving the performance of the flight path angle tracking of the PID inves-
tigated. The first one is changing the cost function for the pitch rate tracking, as described in subsec-
tion 5.4.3. The second one is to implement a first-order filter on the input of the outer control loop. The
transfer function of the filter can be found in Equation 5.12.

𝐻𝑐𝑜𝑚𝑚𝑎𝑛𝑑 =
1

1 + 0.4𝑠 (5.12)

The time constant of this first-order filter was found by running the simulation with different time
constants ranging from zero to 1.5, and using the time constant that gave the best score, using the
same scoring method as for the gain tuning.

The statistics can be found in Table 5.19, and a comparison can be seen in Figure 5.20. When
comparing the three PID results, it can be seen that the command filter and retuning both worked
for reducing the number of oscillations and period the control surfaces are saturated. However, the
response is slower than the original PID tuning, which was already slower than the INDI control. A
possible disadvantage of the command filter is that the unwanted oscillations could still occur due to
gust winds, as the feedback signal is not affected by the filter.

Figure 5.20: Comparison in flight path angle tracking between the PID, PID with command filter and with the retuned PID

5.5.4. Roll angle
For the roll angle tracking the same reference signal is used, as for the flight path angle, only applied
to the roll angle. The results can be found for the INDI controller in Figure 5.21 and for the PID in
Figure 5.22. The resulting metrics are listed in Table 5.20.

When comparing both results, it is clear that the INDI controller performs better then the PID con-
troller, as all metrics have better values for the INDI controller except for the second overshoot, which
is smaller at the PID controller. Another difference is the control surface deflections, which oscillate
less at the INDI controller than for the PID controller. The roll angle for the PID controller contains also
more oscillations.

For both controllers the steady state error is really small. However for both controllers there are a
lot of oscillations between the maximum deflections of the control surfaces, which indicates little control
authority, a problem that was also present in the roll rate tracking in approach conditions. The flight
path angle for the PID controller has smaller peaks then for the INDI controller, but it takes longer to
get back to a zero degree flight path angle.
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Figure 5.21: Roll angle tracking performance INDI controller

Figure 5.22: Roll angle tracking performance PID controller

INDI PID
Rise Time 1 [s] 0.81 2.255
Rise Time 2 [s] 1.1 2.67
Overshoot 1 [-] 1.181 1.187
Overshoot 2 [-] 2.045 1.3733
Settling time 1 [s] 6.35 13.825
Settling time 2 [s] 9.61 14.505

𝑒𝑆𝑆1[%] 1.98 ⋅ 10−5 2.6 ⋅ 10−4
𝑒𝑆𝑆2[%] 2.93 ⋅ 10−5 5.1 ⋅ 10−4

RMS error [deg] 1.70 ⋅ 10−2 1.82 ⋅ 10−2

Table 5.20: Roll angle tracking statistics
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5.5.5. Gibson Criteria
As is explained in chapter 4.1 Handling Qualities are also an important way to analyse the performance
of a FCS. For this preliminary analysis the Dropback and Flight path angle delay criteria of the Gibson
Criteria are analysed.

To determine if the two controllers meet the criteria, a pitch rate reference step signal was given of
1[∘/𝑠] between 1 and 6 seconds. The results from the INDI controller can be seen in Figure 5.23 and
for the PID controller in Figure 5.24.

Figure 5.23: INDI Pitch rate respons for Gibson criteria

Figure 5.24: PID Pitch rate respons for Gibson criteria

From this the ratio between the overshoot and steady state (𝑞𝑚𝑎𝑥/𝑞𝑠𝑠, Dropback ratio ((𝜃𝑡=6 −
𝜃𝑠𝑠)/𝑞𝑠𝑠) and 𝑡𝛾 could be determined. These are listed in Table 5.21.

In Figure 5.25 it can be seen for which values of dropback ratio and overshoot ratio the Gibson
dropback criterion is met. The INDI controller is in the satisfactory area, as well as the PID controller.



72 5. Preliminary Analysis

INDI PID
𝑞𝑚𝑎𝑥
𝑞𝑠𝑠

[−] 1.066 1.26
𝐷𝐵
𝑞𝑠𝑠
[−] 0.017 0.016

𝑡𝛾[𝑠] 1.763 1.767

Table 5.21: Gibson criteria parameters PID and INDI controller

Figure 5.25: Gibson Dropback Criterion [15]

For the flight path angle delay criterion, 𝑡𝛾 should be less than 1.5[𝑠] and less than 1[𝑠] for precise
flying tasks [15]. Both controllers do not meet this requirement. The performance of the INDI controller
on this point could be improved by adding the command filter as proposed by Smit [36].

5.6. Comparison with earlier work
In this section, the results of this preliminary analysis will be compared with the results of van Overeem
[27]. A difference between the controller from van Overeem and the controller used in this analysis,
are the tuning of the gains, which causes the difference in results.

In Figure 5.26 a flight path angle tracking and roll angle tracking response from van Overeem [27] is
given. It should be noted that this is in approach conditions. Due to the different tuning of the gains, the
response is quite different. So is there no overshoot, and are there more oscillations at the roll angle
response.

Both simulations show minimum phase behaviour at the flight path angle responses. Van Overeem
also noticed that there is a lack of lateral control authority and suggests to also use the inner elevon for
lateral control to improve the control authority.

Figure 5.26: Results INDI controller from van Overeem [27]
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5.7. Conclusion Preliminary Analysis
In this chapter the performance of an INDI controller is compared to a PID controller for the Flying-V.
When looking at the tracking performance of the inner loop stability augmentation system, the INDI
controller performs better for the pitch rate. The PID controller is faster for the roll rate, but it has more
problems with the coupled roll and yaw rate, and has more oscillations.

For approach, the difference in performance between the pitch rate tracking is slightly better for the
PID controller, but the difference is larger with the roll rate tracking, as the PID struggles by accurately
tracking the reference signal. This could be due to the coupling between roll and yaw rate. There are
problems with saturated control surfaces with both the INDI and PID controller. Therefore the effect
of using the inboard elevons for lateral control is probably necessary. It could also be investigated if
adding pseudo control hedging to the controller can improve this issue. Another solution might be to
use a control surface layout with more control authority.

The differences between both flight path angle tracking performances are mostly in the oscillating
behaviour of the PID controller, which is not apparent with the INDI controller. This might be caused by
the slightly more aggressive oscillating pitch rate tracking performance of the PID controller. Retuning
the inner loop might give better outer loop performance but would lead to slightly worse inner loop
performance.

The same can be said about the roll angle tracking, where the PID controller has also slower settling
and rise times. It also oscillates more and the control surface are more switching between both actuator
limits.

When looking at the Gibson criteria, there is not much difference between both controllers. Both are
in the satisfactory region for the dropback criteria, and are not meeting the flight angle delay criterion, for
which a redesign of the inner loop controller with a command filter should be considered. A reevaluation
and change in the cost function for the tuning of the gains can also help in meeting the Gibson criteria.

In general, the INDI controller shows better performance, especially when dealing with roll and yaw
rate, and suffer less form oscillating behaviour. This could already be seen when tuning the controllers,
as the INDI controller got better scores. It is therefore also possible that for the parameters where the
PID controller performed better, the INDI controller could also get this performance if the cost score for
tuning was defined differently.
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6
Linearization verification

As the linear analysis of the flight control system is a large part of the tuning and is necessary for
determining a large number of the handling qualities, it is important that the linearization of the system
is accurate. The linearization of the MATLAB Simulink model is done with the function linearize() 1.
The model is linearized to a continuous-time system, with the rate conversion method set to Tustin.
To verify that the model is linearized accurately, the nonlinear model, as well as the linear model is
subjected to a box input from t = 5s until t = 15s. The input is 1.8 for the longitudinal responses, and 5
degrees for the lateral responses.

Figure 6.1: The difference in response between the nonlinear and linear model

The results can be seen in Figure 6.1. The difference in pitch rate and roll rate response is very
small, as well as for the load factor response. For sideslip and roll angle the responses of the nonlinear
and linear models seem to be almost exactly the same. For pitch angle, the error seems to increase
over time, but the difference is still small and can be explained by the fact that some nonlinear effects
cause the difference. It can therefore be concluded that the linearization of the model, which includes
the sensor dynamics and discretization effects is accurate. In the figure the LOESmodel is also plotted,
if applicable. It can also be seen here that the LOES model is also fitted correctly, however, there is a
deviation in sideslip and roll angle, which is as expected, as the LOES model can not take into account
all the different effects, as it is a reduced model, where, for example, the longitudinal case only the
1https://www.mathworks.com/help/slcontrol/ug/linearize.html
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short period eigenmode is taken into account, so long term effects from the phugoid eigenmode, are
not taken into account.



7
LOES fit algorithm

After the linear High Order System is obtained, it is also important that the LowOrder Equivalent System
is fitted as best as possible. The calculation of the score is explained in the scientific paper. The fitting
score is optimized by the MATLAB function fmincon() 1, with the optimization algorithm set to ’sqp’.
To obtain the initial guess for the LOES parameters, an initial guess of the LOES transfer function
is made. This is done by using the frequency response data from 0.1 rad/s up to 10 rad/s with the
MATLAB function tfest() 2. To verify if the LOES fitting algorithm is able to find the correct parameters,
two different HOS systems were tested with the pitch and load factor LOES models. The first is one
is actually the LOES model itself, so the fitting algorithm should find exact same values, the pitch rate
transfer function is given in Equation 7.1, and the load factor in Equation 7.2

𝑞(𝑠)
𝛿𝑒(𝑠)

=
0.5 (𝑠 + 1

3) 𝑒
−0.1𝑠

𝑠2 + 2 ⋅ 1.3 ⋅ 1.1𝑠 + 1.12 (7.1)

𝑛,𝑧
𝛿𝑒(𝑠)

= 4𝑒−0.5𝑠
𝑠2 + 2 ⋅ 1.3 ⋅ 1.1𝑠 + 1.12 (7.2)

The second HOS model is based on the non-simplified LOES model, with phugoid dynamics. The
frequency of the phugoid is set to 0.06, with a damping ratio of 1.2. The pitch rate function is given in
Equation 7.3 and the load factor function in Equation 7.4

𝑞(𝑠)
𝛿𝑒(𝑠)

=
1𝑠 (𝑠 + 1

4) (𝑠 +
1
8) 𝑒

−0.05𝑠

(𝑠2 + 2 ⋅ 0.3 ⋅ 2.2𝑠 + 2.22) (𝑠2 + 2 ⋅ 1.2 ⋅ 0.06𝑠 + 0.062) (7.3)

𝑛,𝑧
𝛿𝑒(𝑠)

=
3𝑠 (𝑠 + 1

3) 𝑒
−0.04𝑠

(𝑠2 + 2 ⋅ 0.3 ⋅ 2.2𝑠 + 2.22) (𝑠2 + 2 ⋅ 1.2 ⋅ 0.06𝑠 + 0.062) (7.4)

The frequency responses of the two HOSmodels and fitted LOESmodels can be seen in Figure 7.1.
The frequency response of LOES 1 perfectly fits the HOS, indicating that the correct parameters were
found. For model 2 there are some differences at the lower frequencies, which are caused by the
phugoid dynamics that will not be present in the LOES model. Final verification is done by comparing
the relevant LOES parameters with the parameters that were expected in Table 7.1. From the table,
it can be confirmed that for HOS 1, the LOES is indeed perfectly fit, for HOS2 there are some small
deviations, but this was as expected, as the values are slightly pulled towards the extra values in the
HOS, that cannot be represented in the LOES.

1https://www.mathworks.com/help/optim/ug/fmincon.html
2https://www.mathworks.com/help/ident/ref/tfest.html
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𝐻𝑂𝑆1 𝐿𝑂𝐸𝑆1 𝐻𝑂𝑆2 𝐿𝑂𝐸𝑆2
𝑇𝜃2 3 3 4 4.4
𝜏𝑒 0.1 0.1 0.05 0.05
𝜔𝑠𝑝 1.1 1.1 2.2 2.194
𝜁𝑠𝑝 1.3 1.3 0.3 0.33
𝜏𝑒𝑛 0.5 0.5 0.04 0.0486

Table 7.1: LOES parameters compared with parameters from HOS

Figure 7.1: Frequency responses of the HOS models, as well as the fitted LOES models
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Additional step responses in cruise and

approach conditions
The response of the controller to a C* input in approach conditions is given in Figure 8.1. It can be seen
that the retuning improved the performance, as fewer oscillations in pitch rate and load factor response
are present. In Figure 8.2 the response to a roll rate block input is given in approach conditions. The
largest difference in the two cases is in the sideslip, where the retuned model is better able to keep
the sideslip angle close to zero. When looking at the control surface deflections, the reason for this is
found, as the cruise tuning reaches the saturation limits of the rudder.

Figure 8.1: C* step input response in approach conditions

To check the ability of the control system to deal with disturbances, a wind gust 𝑤𝑤𝑖𝑛𝑑 was applied.
The response in cruise can be found in Figure 8.3, and for the approach condition in Figure 8.4. For
both cases is the aircraft back at it’s initial angle of attack after around 3 seconds. In cruise condition
there is one oscillation in pitch rate when recovering to it’s initial condition, this oscillation is not present
for the approach case.
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Figure 8.2: Roll rate step input response in approach conditions

Figure 8.3: Response in cruise condition to a wind step 𝑤𝑤𝑖𝑛𝑑 of 15 m/s

Figure 8.4: Response in approach condition to a wind step 𝑤𝑤𝑖𝑛𝑑 of 10 m/s
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Additional Flight Envelope Protection

test cases
In Figure 9.1, the simulation results of the flight envelope protection starting from 1 km altitude, without
roll. When comparing these results the results from cruise conditions, there are two main differences.
The first one is that the pitch angle oscillates more. It should be kept in mind that the simulation time is
100 s instead of 250, as the aircraft reaches the angle of attack limit faster in this condition. The pitch
angle goes below zero twice, instead of only once.

Figure 9.1: Flight Envelope Protection starting from 1 km altitude

The rudder oscillation in this case seems to have a lower frequency, but higher amplitude. The
oscillations occur at an airspeed of around 50 m/s, so it could possibly be resolved by scheduling gains
for this low velocity. To check this an additional simulation was run, where the gains 𝐾𝑟 and 𝐾𝑏𝑖 were
halved for airspeeds below 60 m/s. The results of these simulation can be found in Figure 9.2.

When comparing both figures, there are two differences, both related to sideslip. First, in the case
with extra gain scheduling, the sideslip actually stays zero, whereas in the other case there are some
errors, this also is visible in rudder deflections, as the oscillations are less present in the second case.
This indicates that the extra gain scheduling solves the problems with the rudder deflections.

In Figure 9.3 the results from the FEP simulation starting from 1 km, with roll and the extra gain
scheduling is given. When compared to the case without the extra gain scheduling, it can be seen that
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Figure 9.2: Flight Envelope Protection starting from 1 km altitude, with extra gain scheduling

Figure 9.3: Flight Envelope Protection starting from 1 km altitude, with roll and extra gain scheduling

the oscillations in the rudder control surface deflections are less, however, it still reaches its saturation
limits. From this it can be concluded that the extra gain scheduling can improve on the problems with
the rudder oscillations, however, the lack of control authority from the rudder still remains a problem
that should be kept in mind.



10
Effect of difference in control

effectiveness
To further investigate the larger rudder oscillations with larger differences in aerodynamic model pa-
rameters, the control effectiveness parameters were varied from -20 % to 20 %. The Rudder activity is
plotted in Figure 10.1.

Figure 10.1: Rudder activity with changing control effectiveness parameters

In Figure 10.1 it can be seen that the rudder activity is the largest when each parameter is overesti-
mated, indicating that the oscillations occur when the control effectiveness is overestimated. This can
be explained by the fact that for these cases the control authority is lowered, and therefore the control
surfaces have to move more.
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11
Conclusions

The goal of this thesis research is to increase the maturity of the Flight Control System of the FlyingV by
testing and if necessary improving the INDI-based flight control laws in high angle of attack conditions
and with other effects. To achieve this objective multiple research questions were established that need
to be answered.

Research question 1 was what the current challenges are in controlling the Flying-V. By looking at
the literature it was found that the Flying-V has pitch breakup tendencies at angles of attack larger than
20∘ and an unstable dutch roll in certain conditions. The Flying-V has also limited control authority,
especially for lateral control. It was also found that an INDI controller for the Flying-V is already pro-
posed, but that different effects that influence the robustness of this controller were not investigated
yet, such as sensor dynamics and discrete time effects, as well as high angle of attack conditions. In
this research the INDI controller is further investigated, with different outer loop control laws, as well as
Flight envelope protection

The next research question 2 was: ”What is the state of the art of INDI flight control?”. Research
on INDI shows that it has good performance and robustness against model parameter uncertainties.
However, measurement delays and saturation limits can decrease performance. For saturation prob-
lems, pseudo-control hedging can be a solution to windup problems, and for measurement delays, a
hybrid INDI form can improve the performance. INDI has also been used on other forms of flying wings,
where it was shown to be able to deal with problems that are usually associated with flying wings, such
as the non-linearity and coupled control surfaces.

The third research question was ”What is the performance of the INDI controller for the Flying-V
under high angle of attack conditions”. This question has three subquestions,

1. the first question was how the performance of the controller could be evaluated. For this handling
quality requirements are used, as well as metrics such as tracking error. For the handling qualities
a linear analysis was done, to determine the bandwidth, as well as fit a Low Order Equivalent
System to find the CAP, short period parameters, roll, and spiral mode, as well as dutch roll
damping and frequency. The linear analysis was also used to determine gain and phase margins.
Finally, simulations were done to determine the control surface activity.

2. The second question was what requirements there are for high angle of attack conditions. As the
Flying-V can go in auto-rotation for high angles of attack, a Flight Envelope Protection law was
implemented to prevent reaching the very high angles of attack. However, the aircraft should still
be able to reach angles of attack near the limit, as well as safe return from high angle of attack to
lower angles of attack. The requirements for the flight envelope protection were determined that
the angle of attack should not go above 30 degrees, that the protection should not influence the
control system when the aircraft is well within its flight envelope and the load factor should never
go outside of the limits, which are between -1 and 2.5g.

89



90 11. Conclusions

3. The third question was ”How can the INDI controller be extended to include Flight envelope pro-
tection?” The Flight control system was extended with a load factor, angle of attack, and roll angle
protection law. The load factor protection was applied by limiting the commanded load factor. The
angle of attack protection law is also applied by limiting the commanded load factor, where the
difference in angle of attack and maximum angle of attack is used in combination with a gain to
obtain the maximum load factor for the angle of attack protection. The roll angle protection is
applied by limiting the commanded roll rate.

From this, it can be concluded that the FCS is able to perform at high angle of attack conditions,
without reaching the limit set at 30 degrees angle of attack, in the cases that were tested. The imple-
mented flight envelope protection was evaluated at 1 and 13 km altitude and was found to meet the set
requirements. It should, however, be mentioned that there are some issues with rudder oscillations,
this can probably be solved by improving the gain scheduling, by not only making it dependent on air-
speed but also on air density. During the simulation of the FEP at 1 km height, with a roll command,
the control surfaces are saturated for a long time, and the envelope protection is even in this condition
able to function. It should however be further investigated if certain inputs at this condition could cause
problems, and if more protection laws are required to prevent this.

Finally, the fourth research question, was ”What the influence of different effects are on the ro-
bustness of the INDI controller?” This question was divided into four subquestions. These questions
are:

1. The first question was ”How is robustness of a control system defined?” The robustness of a
control system is the ability of the control system to deal with uncertainties, these uncertainties
can be aerodynamic uncertainties, but also unmodeled dynamics, time delay, and lag, sensor
noise, or sampling frequency.

2. The second question was ”What is the influence of time delay?” In this research, the effect of
time delay due to sensor dynamics were investigated. The main effect of the time delay due to
the sensor dynamics was the reduction of the phase margins, and pitch attitude bandwidth. It
was also found that a synchronization filter was required, to ensure the actuator deflections are
in sync with the angular acceleration dynamics. The body rate sensor was identified to be the
most critical sensor for the time delay. With the proposed flight control system the time delay of
this sensor could not be larger than 0.04 s, to be able to tune the control laws for having enough
phase margin, while also having a pitch attitude bandwidth of at least 3 rad/s.

3. The third question was ”What is the influence of the sampling frequency?” To analyse the effect
of the sampling frequency, the controller was set up as a discrete-time system, with the aircraft
dynamics itself still being a continuous-time system. When simulating different sampling frequen-
cies, it was found that when the sampling time decreases, the tracking error and control surface
activity increases, which is as expected. It was further found that the error does not decrease
much when sampling time goes lower then 0.01 s. For sampling times above 0.1s, the system
becomes unstable.

4. Finally, the fourth question was ”What is the influence of aerodynamic uncertainties?” The effect
of aerodynamic uncertainties was investigated by running simulations with varying aerodynamic
coefficients. It was found that for the investigated variance (of 20 %), the tracking error does not
change much. The control surface activity does increase more, especially the rudder activity. It
was therefore concluded that the control system is robust for aerodynamic uncertainties.

Combining the answers to the subquestions it can be concluded that time delay has the largest effect
on the performance of the control system. For the proposed controller, the handling qualities could be
within level 1, as long as the time delay of the body rate sensor is not higher than 0.04 s. The sampling
time of the controller should not be higher than 0.1 s, but with a sampling time of 0.01 s, is the tracking
error reduced. Further reduction of the sampling time has less effect on the tracking error. Aerodynamic
uncertainties only have a minor effect on the tracking error, only a reduction of rudder control authority
could be problematic.
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In this research, a flight control system was proposed with an INDI inner-loop and a C* control
law for longitudinal control and a Rate Control Attitude Hold roll control law. The control system was
evaluated with discretization effects and sensor dynamics, where it was found that the controller has
predicted level 1 handling requirements at cruise and approach conditions, as long as the body rate
sensor has no more than 0.04 s time delay. It was also found that the controller is stable as long as
the sampling time is less than 0.1 s, and that it is robust for model uncertainties. The controller also
contains flight envelope protection laws, which were tested successfully at 1 and 13 km altitudes. With
this research, a next step in the maturity of the Flight Control system of the Flying-V was made.
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Recommendations

To further increase the maturity of the controller of the Flying-V there are multiple areas that could be
investigated in further work. This work only looked at one c.g. location and evaluated the aircraft only
in cruise and approach conditions, but other points in the flight envelope should also be investigated.
There are also other effects that could degrade the performance of the controller which are not inves-
tigated yet, such as aero-elasticity effects, nuisance dynamics, and time delay caused within the flight
controller. To further increase the maturity of the FCS it is important that the aero-elasticity effects are
also taken into account, as well as that the FCS is meeting the Handling requirements in the whole
flight envelope.

It was also assumed that the c.g. location, weight of the aircraft, control surface deflection, and air
density are known for the control system, the effects of a mismatch in this should also be investigated.

As the time delay of the angular rate sensor was found to be the most critical for the controller’s
ability to meet all requirements, it should be investigated if the requirement on the sensor is feasible
and if for example, the use of Hybrid INDI could make this requirement less stringent.

There is also further research possible for the flight envelope protection. The flight envelope pro-
tection could for example be improved by also taking the angle of attack rate into account, to see if
this could increase the maximum angle of attack. It could also be investigated if airspeed protection
is required, and if protection further protection for control surface saturation is required. Certification
requirements for the flight envelope protection should also be investigated.

Finally, the rudder oscillations should be looked into. It should be checked if better gain scheduling,
with also taking air density into account, improves this problem, and if better filtering of the sideslip
signal would lead to an improvement, as well as if a larger rudder would improve performance.
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