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Abstract

countries, in particular, healthcare is moving from a public to a more

personalized nature. However, the costs of healthcare worldwide
are increasing every year. Better use of technology can and should be used
to get control of these costs. At the same time, implants have clearly ben-
efitted from the astounding technology-miniaturization trends of late, boast-
ing smaller sizes, lower power consumption and increased performance of the
transistor devices. However, such advances do not come for free. Adverse ef-
fects in current implant designs are being witnessed, such as increasing power
consumption, absence of design for reliability and highly application-specific
nature. Operating under the assumption that implants will constitute an impor-
tant means towards improved, personal healthcare and, in view of the afore-
mentioned design phenomena, we believe that a new paradigm in implant de-
sign is required. This dissertation establishes the concept of Smart implantable
Medical Systems (SiMS). SiMS is a systematic approach — a framework — for
providing biomedical researchers and, hopefully, industry with a toolbox of
ready-to-use, highly reliable implant sub-systems and models in order to con-
struct optimal implants for various medical applications. The SiMS framework
has to guarantee essential attributes, such as high dependability, modular de-
sign, ultra-low power consumption and miniature size. Having defined the
SiMS framework, this dissertation is, then, concerned with exploring the op-
timal microarchitectural details of a crucial SIMS component: the SiMS pro-
cessor. Contrary to the current state of the art, this processor aspires to be a
new universal, low-power and low-cost processor and capable of efficiently
serving a wide range of diverse implant applications.

H EALTHCARE in the 21st century is changing rapidly. In advanced
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Introduction

nature. And shameless imitation it has been to the accuracy allowed

by each era’s conquered scientific knowledge and available technical
means. This mimicry has at times been conscious and at others not. The Da
Vinci Glider [ca. 1500] (Figure is an infamous instance of such an attempt
to imitate bird flight. Da Vinci went all the way from the theory of flight to —
actually — designing flying machines and attempting to fly them. The fact that
the original design proved to be too heavy for flight is besides the point.

C OME to think of it, human inventions have always aspired to imitate

1.1 Background

It may sound far-fetched at first but (bio)medical implants are just another in-
stance of mimicking nature throughout human history. Prosthetic body parts
such as wooden limbs and reeds for looking and listening inside the human
body are proved to have been used by ancient Egyptians as early as 3,000
years B.C.. In recent years, scientific knowledge underpinned by astounding
technological achievements — the “technical means” previously mentioned —
in fields such as microelectronics technology as well as material science and
more have led to the fully implantable pacemaker. The implant was developed
in 1958 and 1959 (of course, not microelectronic at the time) by Wilson Great-
batch and William M. Chardack and has been the first device to be implanted
successfully into the human body and to operate seamlessly for long periods of
time — modern pacemakers feature an in-body lifetime of a decade or longer.
Perhaps more importantly, it has also acted as a catalyst on the general public
closed-mindedness against biomedical implants. Ever since the pacemaker, a
plethora of other biomedical implants has also been proposed for solving vari-
ous medical problems, however, only a few of them have made it to the market
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Figure 1.1: The Da Vinci glider design.

such as the widespread cochlear implants and the deep-brain stimulators for
treating Parkinson’s Disease.

1.2 Problem overview

1.2.1 Socioeconomic trends

Signified by the advent of the first, implantable pacemaker in the late fifties,
biomedical microelectronic implants have evolved rapidly over the last 50
years, as much in application scope as in sophistication. However, a close
look at the current implant market reveals relatively few successfully commer-
cialized ideas. The phenomenon can be attributed to a number of reasons:

o the — until recent times — limited knowledge of many aspects of the hu-
man body combined with the large inter-patient genetic variability when
coming to human pathoses, which makes it difficult and risky to define
clear-cut implantable solutions to address all of them; and

e the practical limitations posed so far by technology; for instance, tran-
sistor sizes have not been small enough to allow for complex implant
designs to fit inside the tight constraints of the human body. Besides,
substituting sophisticated, physiological structures with artificial ones is
a highly complex and largely interdisciplinary task.
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While problems such as the above have been allowing for slow yet steady im-
plant progress, current socioeconomic trends manifesting in modern societies
may not permit us even this pace any longer. To illustrate, in advanced coun-
tries the following cascading trends are currently being observed:

e Population is aging through a net reduction in birth rates combined with
an increase in life expectancy;

e Healthcare costs are growing out of proportion; and

e Higher demands for betterment of quality of life are placed (health, fit-
ness, convenience etc.).

Healthcare in the 21st century is changing rapidly. In advanced countries,
in particular, healthcare is moving from a public to a more personalized na-
ture [3,26]. The costs of healthcare worldwide are increasing every year. In
the Netherlands, in particular, the government is trying to keep the health in-
surances affordable for all citizens by periodically reorganizing the system.
Since healthcare spending always increases at a much faster rate than the aver-
age income, such practices work only for a limited period of time. The rising
healthcare costs, in combination with population aging (i.e. more potential
customers for the healthcare system), form a tough challenge for modern soci-
eties.

Such socioeconomic trends have given birth to the notion of personalized
healthcare. The term introduces a new approach to effective healthcare — as
far as economics go, at least — whereby default hospitalization and generic
treatment of patients will be discouraged and supplanted by patient-targeted
prognosis, diagnosis and, mainly, treatment. It is highly conceivable that rech-
nology will be the vehicle for enabling personalized healthcare. Similar trends
have already been witnessed in the cell-phone and portable-computing techno-
logical revolutions.

Better use of technology — and, in our case, implants — can and should be
used to get control of healthcare costs. For example, continuous monitoring
of physiological parameters can be used instead of occasional meetings with
the doctor. Having an up-to-date and complete picture of the changes in a
patients condition will enable disease prognosis, which by definition is more
effective and less costly than disease treatment. It should be stressed that such
technology will be used not only for high-risk or chronic patients, but also for
general lower-risk patients over periods of normal activity in their home or
work environment.
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Implants have clearly benefitted from the astounding recent fechnology-
miniaturization trends [66], boasting smaller sizes, lower power consumption
and increased performance of the transistor devices. Simply put, while the
human-body dimensions have not changed, microelectronics dimensions have
— by proportion — shrank to such an extent that modern implants are becoming
sufficiently sophisticated and small so as to treat various human pathoses, even
at the most constrained parts of the human body. It is this practical property
along with their wider acceptance in modern societies that is making them a
primary technological driver towards personalized healthcare.

1.2.2 Implant-device trends

Although biomedical implants may be (advertised to be) a primary vehicle for
the brave, new era in personalized healthcare, it has come to our attention — and
we have verified it through an extensive survey — implant design is undergoing
a shift itself. Namely, implants are gradually moving from application-specific,
rigid (e.g. FSM-based) systems to more flexible (e.g. pProcessor-based) ones.
This implies that, in the near future, implant functionality will be based on
executed software (written in some high-level, established language like C)
rather than on hardwired circuits. However, this turn of events does not come
for free; adverse effects are being witnessed:

e Implant power budgets are increasing over time, even though transistor
dimensions are shrinking and implemented device functionality is not
overtly complex;

o Implants exhibit serious absence of design for reliability. Software-
based, ad-hoc reliability techniques have been replacing inherently reli-
able implant designs over the years. For a field of highly-mission critical
embedded systems where human lives and high costs are involved, this
poses a significant problem;

o Product development is still highly application-specific, even though im-
plant designs are becoming more structured. Already established prod-
uct cases such as the family of pacemakers introduced by Medtronic,
Inc. [91], where previous design expertise is (re)used to enhance the
next device version, are currently the exception.
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Figure 1.2: Block diagram of the SiMS concept.

1.3 Motivation

Operating under the assumption that implants will be the vehicle towards im-
proved, personal healthcare and, in view of the aforementioned transitions, we
believe that a new paradigm in implant design is required.

In this dissertation we introduce Smart implantable Medical Systems
(SiMS). SiMS is a systematic approach — a framework — for providing biomed-
ical researchers (and, hopefully, industry) with a toolbox of ready-to-use,
highly reliable implant sub-systems and models in order to construct (optimal)
implants for various medical applications. The SiMS framework is conceptu-
ally illustrated in Figure [[.2} it has to guarantee the following attributes:

e high dependability (reliability, availability, maintainability and safety);
e modular, versatile design for design reuse;
e ultra-low power consumption; and

e miniature size.
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Devices built on the SiMS framework will be small, fine-tuned implantable
devices to the application at hand, yet built of generic components. Without
requiring redesign, they will be able to measure and/or regulate one or multiple
biomedical parameters simultaneously and communicate with external (out-of-
body) computing equipment wirelessly. Given that such devices are directly
related to human life, they will be characterized by very high reliability and
some degree of autonomy and self-awareness (within extremely demanding
low power and size constraints).

A cornerstone of the SiMS framework is the SIMS processor which will be
characterized by and will support the aforementioned attributes. After describ-
ing the overall SIMS framework, our foremost goal in this dissertation is the
specification of the SiMS processor. In effect, we explore optimal processor
configurations which are best-suited for serving diverse implant applications
(i.e. have universal applicability) while exhibiting low power consumption,
low energy expenditure and low area cost.

1.4 Dissertation challenges & contributions

Throughout this dissertation work, we have encountered various challenges of
which we were utterly oblivious at the outset. Such challenges are as follows:

e Since the SiMS approach is original, no useful literature or resource base
exists: Design specifications, reference designs, established benchmark-
ing platform as well as suitable design tools are unavailable;

e The implant field is ruled by high risks and high profits. Implant compa-
nies generally assume a highly conservative (and often secretive) stance
towards new product development. Their current state of the art has
virtually been inaccessible to us to use for reference. A lot of careful
guess-work is required;

e We are attempting to propose a different approach on implant design.
As with everything new, this has raised strong reactions from the current
status-quo and, conversely, has made us question every new step we
made in this unknown ground.

With this dissertation, the following diverse contributions have been delivered:

o Comprehensive survey and analysis of implantable systems revealed
crucial trends in the field,
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e Conceptualization and setup of a new, top-down design paradigm for
implantable systems (SiMS),

e Development of new simulation/evaluation/DSE tools for implant pro-
cessor design. Development of benchmarking base, and

e Automatic, multiobjective design-space exploration of optimal SiMS
processor architectures.

We should make clear that, within the SiMS project, it has not been our ex-
press goal to propose novel implant applications but, rather, to specify a sound
framework upon which many existent (but certainly not all) and, most impor-
tantly, new implant applications can be built. SiMS shall guarantee a reduction
of development times by providing a solid substrate onto which prior art will be
brought together, combined and integrated in the final product. Such prior art
will be in the form of Intellectual-Property hardware and software components,
all proven, pre-verified and pre-tested according to (inter)national medical-
safety regulations. This shall, in turn, guarantee an increase in component-
and device-level reliability.

By being fully aware that implantable devices are fruits of a multidisciplinary,
combined effort, we also work within the SiMS framework towards a clear
separation of partner expertices. That is, we aim at a framework where en-
gineers from different fields provide the system architecture, the sensors and
actuators, the power source, the wireless transceiver etc., while medical experts
are actively involved in composing, adjusting the final system to the particular
patient needs.

1.5 Dissertation organization

The dissertation at hand has been organized in chapters, each handling a dif-
ferent item of study.

In Chapter[2l we present the findings of an extensive survey performed on more
than 60 different implantable systems, found in the literature. To make the
analysis manageable, findings have been taxonomized in different categories
covering all aspects of modern implantable systems. The chapter concludes by
summarizing the most crucial trends observed in the implant domain, thus, pro-
viding the scientific background onto which the SiMS project has been based.

In Chapter [3] we discuss at length the socioeconomic drifts necessitating the
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inception of SiMS. We, then, describe the SiMS concept in detail and present
the background information required for its realization.

Chapter Ml is occupied with defining the simulation environment — simula-
tor, benchmarks, input datasets — for our further experiments. The simulator
employed is detailed and practical issues are discussed. Original benchmark
programs are being investigated and the most suitable ones are grouped in a
novel benchmark suite for implant processors, called ImpBench. Proper input
datasets to these benchmarks are also discussed. With all pieces of the simula-
tion environment finally in place, we conclude the chapter with the case study
of an instance SiMS-processor application.

In Chapter[5] we offer an in-depth exploratory study on suitable cache organi-
zations and branch-prediction policies for a novel processor for SiMS-based
implants. Our standard first-order, optimization goals performance, power
consumption and energy expenditure are in this chapter expanded by a third
one, area utilization.

In Chapter[6l we first introduce ImpEDE, a new tool offering automated, mul-
tiobjective DSE (Design-Space Exploration) of optimal SiMS processor mi-
croarchitectural configurations. Through ImpEDE, we introduce one more op-
timization goal — execution time — next to performance, power consumption,
energy expenditure and area. The need to introduce the notion of “hard dead-
lines” in program execution have coerced us in developing an updated version
of ImpBench (v1.1), reported next. As a last and culminating point in this
thesis, we utilize ImpEDE, ImpBench v1.1 and suitable implant applications
extracted from the survey in Chapter [2] to offer a number of optimal SiMS-
processor solutions.

Last, Chapter[Z]provides concluding remarks on the work presented. The chap-
ter summarizes the dissertation, outlines its contributions and proposes future
research directions.



A survey on microelectronic implants

‘ x ’ HILE at first restricted to the field of pacemakers, biomedical
microelectronic implants nowadays boast an expanding number

of biomedical applications. These technological innovations have

brought about a revolution in existing methods for disease diagnosis and ther-
apy. However, the relatively short lifespan of the implant domain — tradition-

ally subject to tight, demand-driven design policies and bound by economical
constraints — has resulted in the absence of a holistic view of the field.

Structured, repeatable methods of implant design are currently sorely missed
and previous, precious know-how is currently being wasted and rediscovered.
Before any systematic implant-design approach such as the one we take in
SiMS is feasible, a careful exploration of the field must take place.

In this chapter we present selected findings of an extensive survey performed
on more than 60 different implantable systems, found in the literature. To
make the analysis manageable, findings have been taxonomized in different
categories covering all aspects of modern implantable systems. The chapter
concludes by summarizing the most crucial trends observed in the implant
domain, thus, providing the scientific background onto which the SiMS project
has been based.

2.1 Survey goals

An extensive survey has been performed and serves a twofold purpose.
Firstly, we create a detailed implant taxonomy of a large number of systems.
An extensive list of device attributes has been extracted and a subset thereof
(pertinent to the rest of this thesis) is presented in this chapter. Information has
been collected, organized and is presented in a highly structured manner.
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Secondly, we attempt to present a clear picture of the past and present state
of things in the field: More than 60 implant cases over the period 1974-2005
have been studied and included in the survey. We also attempt to uncover
potential problems along the way, and, through making suggestions for future
design, to propose new directions for implant design. Survey results are, thus,
extensively commented and annotated, and analysis is backed by statistical
tests of the gathered data, where possible.

2.2 Survey scope

For this survey, reported literature dating back to 1974 has been collected but
the scarcity of reported study cases in those earlier years has forced us to pri-
marily focus on the more densely populated 12-year period 1994-2005. As we
shall see through the course of this analysis, even for this later period, avail-
able data is very limited (i.e. sample size is small). To make matters worse,
collected data is very “noisy” (i.e. variance is large), reflecting the aforemen-
tioned diverse nature and non-structured approach in implant design. Although
both these effects weaken the strength of many of our performed statistical
tests, we do include many such tests in the current study for completeness pur-
poses and in the hopes of repeating them in an extended, future study on a
larger sample size. Splitting the data into more focused subgroups might solve
the variance problem but would result in prohibitively small sample-data sizes
which would weaken our analysis.

While the, often, significant data variance is an inherent side-effect of the stud-
ied field, we have attempted to collect robust albeit more limited sample data.
Robustness stems from the scope of this survey which has been restricted to
study cases adhering to the following two requirements:

1. Complete systems: Stand-alone working devices providing complete
functionality are considered; thus, simple implant components such as
electronic front-ends, biosensors, readout electronics etc. are excluded.

2. Microelectronic devices: Microelectronics- and MEMS-based devices
for in-vivo operation are considered; thus, mechanical implants (e.g. ar-
tificial limbs), implant packaging, devices for medical studies (e.g. bio-
assay chips) etc. are excluded.
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The rationale behind the above requirements lies in the fact that, first, we are
interested in complete implant solutions available so far. We wish to inves-
tigate functional devices which have been designed with the whole system
in mind, under system-wide design considerations. Second, we are especially
focusing on the architecture of the processing and/or controlling cores (col-
lectively termed [PCCTs) residing inside such systems since our expertise, in-
terest and prior work chiefly lies in the field of computer architectures. It is,
further, our strong belief that the implant architecture is a design aspect to ben-
efit greatly from the recent advances in microtechnology and, due to this fact,
also an aspect wherein lies much room for improvement.

Overall, with this study we are primarily interested in presenting how micro-
electronic implants have developed over the years from a system’s perspective.
This is not to say that other aspects of implant design such as e.g. device pack-
aging should be overlooked. On the contrary, packing is one of the key ele-
ments for chronic implantation of implantable devices these days. However,
it pertains to other fields of study like, for instance, materials science and, as
such, lies outside the scope of this survey.

It should be stressed that all surveyed systems originate from published liter-
ature across various biomedical, microelectronics and other fields of science.
That is, almost all devices are academic-level and not commercialized systems,
with all that this implies. We are aware that this selection is biased in a number
of ways: i) surveyed devices may have not reached the level of optimization
demanded of industrial products, and ii) surveyed devices may not be accu-
rately reflecting the at-the-time commercial state of the art, as devices used for
research tend to be more ambitious and, in many ways, ahead of their time.

However, we do not expect these biasing effects to have a annulling effect on
the findings of this survey for academia and industry alike: As it turns out, the
implant domain still is a very limited embedded-systems subdomain whereby
the path from a successfully researched new implant to a commercial product
is short and straightforward.

What is more — and as will be made evident through the process of this study
— most of the studied devices have actually been implanted in living animal or
human specimens and in-vivo evaluated. As a result, functional specifications
as well as physical dimensions had to have reached a high level of sophisti-
cation]! before being tested, which is more than most experimental embedded
devices can brag in other domains.

ISee, for instance, the discussion on implant chipset and packaging size in Section 2.6.2}
Dimensions are very close to those of existing commercial systems.
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In any case, this survey and analysis is a best-effort yet unique attempt at col-
lecting, taxonomizing and characterizing data from a domain traditionally gov-
erned by high risks as well as profits; thus, by high secrecy, royalty-protected
designs and largely non-disclosed information.

Last but not least, this survey has not been intended as a starting point for
discussions on the impact biomedical implants have on societies or their ethical
implications thereupon. Without dismissing the ethical repercussions arising
from the improvement and widespread adoption of such devices, we restrict
discussion on strictly technical matters throughout this document.

2.3 Survey structure

Overall survey structure is as follows: Section [2.4] gives a short description
of the main components of microelectronic implants and their functionality.
In Section we discuss at length the imposed classification parameters we
have used for organizing the survey information and we present the different
types of statistical tests we are going to perform on them. Section [2.6] analyzes
the survey findings through the use of illustrated observations and statistical
analysis. Overall conclusions are drawn in Section 2.7

2.4 An implant primer

Since various parameters of microelectronic implants are investigated in this
survey, a quick overview of the major implant subsystems is given here. A
conceptual illustration of a typical microelectronic implant is depicted in Fi-
gure2.1l As can be seen from the figure, a typical, modern implantable system
comprises the following parts:

e Internal part: The actual implant with peripherals (sensors, actuators,
wireless transceiver, power source etc.)

e External part: The (optional) external host unit (e.g. PDA]) controlling
or simply auditing the implant.

o Communication link: The (optional) wireless link between the internal
and external part for exchange of physiological data and/or implantable-
device commands.
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Figure 2.1: Concept of a typical implantable system.

The internal part consists of combinations of different components, most of-
ten, what we have termed a Processing/Controlling Core (PCC) lies in the heart
of the device coordinating overall operation. Acquisition of physiological data
on the part of the implants is usually achieved through appropriate sensors
whereas intervention to the human body (such as insulin administration, nerve
and muscle electrical stimulation, to name a few) is effectuated through actu-
ators. One or more sensors and/or actuators collectively termed peripherals
are included in the implant. Such peripherals realize the physical interface to
the body, measuring and/or affecting physiological quantities, respectively.

A common characteristic in many modern implants is their ability to percuta-
neously accept commands from an external host system (e.g. computer, hand-
held device) and/or to transmit physiological data outwards, as measured from
inside the body over a transcutaneous interface. Communication between the
internal and external parts is optional yet is increasingly used these days, is
commonly achieved wirelessly and can, per case, be unidirectional or bidirec-
tional. For this reason implants also include some kind of wireless transceiver
as a peripheral unit to the PCC.

Power inside the implant is provided by a separate peripheral, either an in-
cluded battery cell or an induction coil receiving EM-power wirelessly from
an external coil. Oftentimes, the same coil used for information broadcasting
is also used for power transfer through living tissue.
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The (also) optional external part typically is a (portable) computing unit such
as a laptop or a palmtop or, even, a desktop computer. This is under the direct
control of the patient, his/her treating physician and/or technician. From the
external host, commands can be transmitted to the implant and physiological-
data reception can be achieved. The external host often serves also as a data
logger, storing large quantities of measured readouts acquired through the im-
plant sensors since implant-native data memory is usually very limited.

2.5 Survey setup

The existence of so many diverse attributes in the studied biomedical implants,
makes their classification a non-trivial issue. We have attempted to take into
consideration as many of these attributes as possible while, at the same time,
keeping complexity manageable. To this end, a two-level hierarchical classifi-
cation of data has been designed, as illustrated in Figure

In the first level, eight major categories have been identified covering core
aspects of an implantable system. In the second level, these categories have
been further broken down, each into a set of related parameters considered to
be pertinent to our study, as outlined in the previous section. For the purposes
of this thesis document, we shall limit our analysis to only those categories
related to the SiMS project. For an exhaustive analysis of all categories, the
interested reader can refer to a complete technical report [[133]]. Below, we give
a detailed description of the selected categories along with their measurement
units and the policy followed in filling in the taxonomy tables. The omitted
categories have been denoted with an asterisk (‘*’) in Figure
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2.5.1 Major categories

In detail, seven major categories are described in this thesis, as follows:

1. APPLICATION: The medical problem the specific implantable system is
designed to remedy. Intensive-care continuous monitoring, pain therapy,
disease diagnosis, restoration of paralyzed limbs are all typical applications.

2. FUNCTIONALITY: The functional principles employed by the im-
plantable system for fulfilling its application purpose. This can typically
be sensor-based acquisition of biological data or electrical stimulation of
living tissue.

3. ELECTROMECHANICAL FEATURES: The design approach and imple-
mentation technology of its microelectronic parts and packaging as well as
the mechanical aspects of the implantable system, such as physical size.

4. POWER FEATURES: The power consumption of the implant, the power
source used and any implemented special features for low power.

5. GENERAL IMPLANT FEATURES: The most common attributes of mi-
croelectronic implants such as supported number and type of sensors and
actuators, provision for internal data storage (for data-acquisition systems),
supported sampling rate, [ADC or [DAC resolution and so on.

6. PROCESSING/CONTROLLING-CORE FEATURES: Further and more
involved details of the PCC (if present) of the implant. Examples are the
core frequency and the instruction- and data-word sizes.

7. MISCELLANEOUS IMPLANT FEATURES: More specific attributes of
an implant; for instance, its ability to support various parameter settings, to
support different peripheral modules (e.g. sensors), to feature hardware- or
software-supported error handling during operation and so on.

The above categories make it obvious that the attempted classification includes
almost exclusively attributes of the implanted components of the surveyed sys-
tems but not of the external components. External components (as seen in Sec-
tion 2.4) have diverse features of their own and present their own challenges.
However, they are not subject to the tight constraints or requirements their
implanted counterparts are. As previously mentioned, the concern in this sur-
vey resides mainly on the characteristics of the central PCC that, if present, is
implementing (or, at a minimum, supporting) the functionality of the implant.
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2.5.2 Minor categories

We have further broken down the major categories, presented above, into 25
parameters@. In what follows, each one is analytically presented and its con-
text is explained. It is noted that, for the first two major categories, i.e. AP-
PLICATION and FUNCTIONALITY, no underlying parameters exist. For the
remaining five categories the parameters are as follows:

2.5.2.1 ELECTROMECHANICAL FEATURES

i. ’PCC design’: The design style (full-custom, semi-custom or based on
commercial, off-the-shelf (COTS) components) of the PCC IC(s) in the
implant. This field is meaningless if the "PCC IC count’ parameter equals
zero and is, in such cases, marked as “’non-applicable”.

ii. ’total chip(set) area’: The area in mm? of the PCC chip(s) and/or of the
overall implant chipset in case of discrete-component or multi-chip imple-
mentation. If more detailed dimensions figures are given (e.g. PCC area
and total PCB area), all are reported and distinguished in this field.

iii. ’package volume’: The dimensions in mm® of the implant packaging.

iv. ’fabrication technology’: The fabrication process used for realizing the
implant IC(s). When COTS-based or no IC(s) are used in an implant, the
fabrication technology used is reported as ’non-applicable”.

2.5.22 POWER FEATURES

i. ’power source’: The type of power source the implantable device uses.

ii. ’power consumption’:. The overall power consumption of the implant.
If the design includes digital (PCC) components, the fraction of the to-
tal power consumed by them is included as well (if known) in square
brackets next to the overall figure. Also, the operating voltage is re-
ported last, in curly braces. Thus, the form of this field is: power_total
[power_ digital] {operating.voltage}.

iii. ’low-power provisions’: The special provisions in hardware and/or soft-
ware of the implant for achieving low-power state(s) of operation. This

*In the technical report [133], the full range of 43 parameters is included.
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field does not take into account low-power components used in the design
(e.g. low-power amplifiers) since this is almost always the case in such
devices. It, rather, pertains to more dynamic or system-level methods of
reducing power such as sleep modes of PCC operation, pulse-powering of
subsystems etc.

2.5.2.3 GENERAL IMPLANT FEATURES

i. ’peripherals’: The set of peripherals (stimulating/monitoring electrodes,
sensors, actuators etc.) implemented in the implant. In case the implant
features a more generic design which theoretically supports a larger or
different set of peripherals (thus, a superset of the given instance), they
are also reported last, in square brackets.

ii. ’internal processing’: The ability of the core (if present) to perform, apart
from common signal conditioning operations (like ADCﬁ/DACﬂ filtering
etc.), further data manipulation, e.g. Fourier transformation, data com-
pression, control feedback, application-specific algorithms etc.

iii. ’internal data-storage capability’: The ability of the implant to store data
internally, i.e. in some internal memory block. Such data can be physi-
ological recordings, stimulation control settings etc. If the data-memory
type and size utilized are available, they are also reported in this field.

iv. ’sampling rate’: The sampling rate in Hz supported by the implanted sys-
tem if/when biological-data acquisition takes place.

v. ’ADC resolution’: The resolution in bits of the included ADC(s) in an
implant (if present).

vi. DAC resolution’: The resolution in bits of the included DAC(s) in an

implant (if present).

2.5.2.4 PROCESSING/CONTROLLING-CORE FEATURES

i. ’PCC architecture’: The structural nature of the implant PCC (if present).
This can be a custom or commercial uC or pP, a simple Finite-State ma-
chine (ESM)), a hardware counter or other.

3ADC: Analog-to-Digital Converter
*DAC: Digital-to-Analog Converter
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1i.

iii.

iv.

vi.

’PCC frequency’: The PCC(s) clock frequency in MHz (if present).

’non-PCC timing’: 1f a PCC is present in the design, this field is non-
applicable. Otherwise, this field holds the (highest) running frequency
in kHz of the overall implant design, e.g. for some included Switched-
Capacitor (SC) circuitry.

’number of instructions’: The number of available instructions featured
by the PCC(s). If the maximum number of instructions (as specified by
e.g. the opcode bits) is known, then it is noted in curly braces right next
to the first number (if known). If the two numbers coincide, there is no
maximum number included.

’instruction-word size’: The core instruction size in bits (if present).

’data-word size’: The core data size in bits (if present). Since many
designs are highly customized, it may happen that this figure does not
coincide with the instruction-word size. In cases where internal memory
is included in the implant, this size is typically equal to the memory width.

2.5.2.5 MISCELLANEOUS IMPLANT FEATURES

1.

ii.

iii.

’adjustability’: The capacity of the implant to accommodate diverse op-
erational settings (e.g. sample rate, filter bandwidth, amplifier gain,
stimulus-pulse duration and amplitude, sensor sensitivity etc.) of its pe-
ripherals (e.g. sensors, actuators).

’versatility’: The ability of the implant to serve in different operational
roles by being able to drive different peripheral modules.

’programmability’: Characterizes implants featuring a program (and data)
memory with specific downloaded code for achieving their functionality.
This parameter does not refer to temporary data storage as e.g. in the case
of FSM’s where data are kept in registers for controlling the FSM state
transitions. The parameter pertains to the ability of an implant to execute
different source codes rather than operating based on some hardwired or
hard-coded function. If available, the type and size of the program mem-
ory is also reported in this column. Also, if the PCC can be in-system
reprogrammed, that is, different source codes can be downloaded and ex-
ecuted after implantation, this trait is also reported.
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iv. ’modularity’: The design nature of the PCC(s) (if present). It describes
generically designed cores that can inherently (i.e. without modifications)
support many different biomedical applications by allowing the plugging-
in of a large (infinite, theoretically speaking) set of different peripherals.
This field also refers to any other feature that extends the (re)usability of
part or whole of a specific design to other designs.

v. ’reliability’: This trait includes all provisions made in an implant design
(either in hardware or in software) for incorporating error-handling func-
tionality. This may range from simple error-detection to error-correction
or -recovery techniques. It also entails fault-tolerant design, built-in di-
agnostic systems, design for testability etc. Mechanical aspects such as
packaging, assembly and materials are not considered.

2.5.3 Discussion

In the above, we have laid out a rather extensive list of taxonomy parameters
against which we have queried the collected implant designs for data. The ac-
commodated parameters, while focusing on the PCC component(s) of the im-
plants, address other crucial aspects of implant designs, as well. Such aspects
include low power and small feature size as well as value-creating enhance-
ments; namely, wider versatility, improved (multi)functionality and built-in
reliability, to name a few.

Except for offering a taxonomized and highly structured review of related art,
these parameters serve a second, more crucial role. They are essentially used as
the statistical variables encoding all gathered information in a form suitable for
statistical analysis. In this analysis, these variables have been used in various
illustrations and statistical tests for extracting educated conclusions in the field,
as will be presented in the following sections.

Although there is an almost one-to-one relation between the taxonomy data
and the variables, some differences exist. For instance, taxonomized data be-
longing to one parameter (e.g. 'power consumption’) had to be split in more
than one actual variables (e.g. ’standby power’, average power’, 'transmission
power’, "active power’ and “operating voltage’) to allow for accurate statistical
tests to be performed.

A final word on terminology: In this dissertation, the terms “(taxonomy) pa-
rameters” and “(statistical) variables”, although slightly different, shall hence-
forth be used interchangeably, referring to the same data quantities seen from
a different perspective, unless otherwise stated. The terms “PCC” and “core”
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also refer to the same implant component. Last, commonly met components in
implantable systems such as sensors, actuators, electrodes and even wireless-
communication modules shall also be collectively referred to as “peripheral

LEINY3

units”, “peripheral modules” or, simply, “peripherals”.

2.5.4 Statistical tests

Through the course of the survey analysis, numerous research questions have
been raised, the answers to which have been formulated into five statistical
tests. In order to familiarize the reader with the following analysis, five repre-
sentative research-question instances, along with their corresponding tests, are
presented next.

2.5.4.1 Testing independence of two categorical variables

Question: “Does implant functionality have an effect on the PCC
design employed?”

This question translates to the equivalent question whether there is a strong
correlation between the two variables ‘functionality’ and ‘PCC design’. Both
the dependent (or response) variable ‘functionality’ and the independent (or
explanatory) variable ‘publication year’ are categorical. In effect, a suitable
statistical test to employ for testing the hypothesis between two categorical
variables is a chi-square test.

In this case, the test reveals a significant correlation between the variables at
the .05 level (p = 0.0235). Since the variables contain multiple categories,
we would like to explore further the relation between the various categories.
We could try to investigate this through a scatterplot but since both our vari-
ables are categorical (i.e. non-numerical), we have plotted a Correspondence-
Analysis (CA) plot, as shown in Figure The plot does indicate there is a
correlation between the two variables and we further identify relations between
their categories; for instance, most stimulation implants have been developed
as full-custom processes.

There are, however, other cases in this study that the chi-square test returns
non-significance, meaning that the null hypothesis cannot be rejected (i.e. im-
plant functionality does not change over time). Unfortunately, this is often due
to the large standard error of the limited sample data. Even in those cases, we
would like to get a feeling of what the relation between the categories of the
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Figure 2.3: CA plots between two categorical variables.

two variables is. In such cases, a CA can also be used.

2.5.4.2 Testing whether categorical variables change over time

Question: “Do the relative percentages of implant-functionality
categories change significantly over time?”

This question translates to the equivalent question whether there is a strong
correlation between the two variables ‘functionality’ and ‘publication year’.
In this case, the response variable ‘functionality’ is categorical while the ex-
planatory variable ‘publication year’ is scale. However, as will be explained
later in the analysis, publication years can be grouped into 3 time periods (i.e.
categories), effectively allowing for treating ‘publication year’ as a categorical
variable, too. Therefore, for testing the hypothesis of the above research ques-
tion, a chi-square test and assorted CA plot can be used in this case, too. In
fact, in this case the test does not reveal a significant correlation (p = 0.4240)
between the two variables but the CA plot (Figure 2.3b) can reveal some inter-
esting trends.
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2.5.4.3 Exploring the relation of a scale variable over time

Question: “How does implant power consumption (peak active)
change over time?”

We wish to explore how the scale variable ‘power consumption (peak active)’
changes over time which is represented by the scale variable ‘publication year’.
This type of question can be answered by simple regression analysis. Both
linear and polynomial regression lines have been fitted through least-squares
(LS), least-median-of-squares (LMS) and least-trimmed-squares (LTS) estima-
tors, as seen in Figure 2.4l A simple (non-parametric) smoother line has also
been plotted. As the smoother line also hints, a quadratic regression line based
on LS has been fitted to the data, as shown in Figure Confidence-Interval
(CI) bands of 95% have also been plotted.

2.5.4.4 Exploring the relation of a scale variable over time over groups

Question: “How does power consumption (peak active) change
over time for different implant functionalities ?”

Through asking this question we wish to investigate whether implants from
the two major functionalities (measurement and stimulation) exhibit different
power-consumption trends over time. In statistics jargon, we wish to determine
whether ‘functionality’ affects ‘power consumption (peak active)’, controlling
for ‘publication year’. For this kind of questions, a so-called dummy-variable
regression model is created accommodating also interactions between the two
categories (or factors) of dummy-variable ‘functionality’ and the independent
scale variable ‘publication year’.

For this question instance, let us revisit Figure and highlight with differ-
ent colors the two categories of the dummy variable; see Figure On the
scatterplot, (non-parametric) smooth curves have also been drawn to assist ex-
ploration. Quadratic regression lines have been fitted on both stimulation and
measurement points and are illustrated in Figure Although the shape of
the two fitted curves is not identical, we wish to test whether the observed
difference between them is statistically significant. Therefore, we append to
our analysis a Log-Likelihood ratio (G) test which yields non-significance
(G = 1.0080, p = 0.7993). For the particular question, this outcome
means that the two implant functionalities do not differ significantly in their
power-consumption trends over time to merit separate handling.
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Figure 2.4: Various regression lines fitting the power-consumption (peak ac-
tive) data over the years.

2.5.4.5 Comparing a scale variable over groups

Question: “Does the chosen implant PCC design has an impact
on its power consumption (peak active)?”

We wish to perform a “within-groups” comparison of a given categorical vari-
able (here, ‘PCC design’) with respect to a scale variable (here, ‘power con-
sumption (peak active)’). It is interesting to see whether power consumption
is generally affected by implant PCC design. Exploration has been performed
numerically, through a Kruskal-Wallis rank sums test, and visually, through
boxplots.
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Figure 2.6: Power-consumption trends over the years for different implant
functionalities.

The boxplots in Figure 2.7 indeed reveal different median power profiles for
implants employing different PCC designs. For instance, full-custom implants
consume, on average, more power than ones built of off-the-shelf components.
Of course, implants with no PCC at all consume the lowest power overall.
Even though such differences are easily visible in the figure, we wish to use
some suitable statistic to verify them. Since the comparison is “within-groups”
and we have a combination of a scale and a categorical variable, a Kruskal-
Wallis (KW) rank sums test appears to be the most suitable choice. For this par-
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Figure 2.7: Boxplot of implant power consumption (peak active) with respect
to PCC design.

ticular research question, a KW test returns non-significance (X? = 3.9675,
p = 0.2650).

2.6 Survey results

In the following sections, survey findings will be presented and analyzed in an
organized fashion. An important issue to keep in mind is that in the current
study we have attempted to cover a wide as well as representative range of
existing implantable devices (either for research or for commercial purposes).
Nonetheless, we are aware that the field has not been covered in a perfectly
homogenous manner. As a result, the statistics generated hereafter are at times
skewed which will be diligently discussed throughout. Even so, they currently
constitute the best possible (and, to our knowledge, the only) study of the
present state of implants.

2.6.1 Implant applications & functionality

It is highly didactic to, first, take a close look at the application spectrum mi-
croelectronic implants are covering these days and the functionalities they are
employed for. Thus, the categories APPLICATION and FUNCTIONALITY
are investigated first. The APPLICATION column, reveals the wide spreading
of implantable devices across diverse medical fields. As will be shown below,
these devices generally serve two distinct functionalities: diagnosis & therapy.
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Modern implants display a largely (micro)electronic nature which has been
an excellent substrate for developing electricity-based measurements. What is
more, their miniature size has enabled researchers to build minimally invasive
systems for the first time. By deploying such systems, measured-signal dis-
tortions due to e.g. electrodes penetrating the skin (conductive medium) have
been averted, resulting in precise, low-noise measurements [[12].

These traits have encouraged the development of many implants for diagnos-
tic purposes. Commonly encountered ones - and amply met in this study -
are in-vivo electrocardiography (ECQ) [38l]], electromyography (EMG) [73]
and electrooculography (EOG) [109] while an increasingly popular of appli-
cations involves electroneurography (ENG) [4], i.e. the recording of neural
signals (biopotentials) from the central (CNS) or peripheral (PNS) nervous
system. Typical cases of ECG-enabled implants are implantable pacemak-
ers, which deliver cardiac pacing, and implantable intra-cardiac defibrillators
s), which monitor the cardiac rhythm and attempt to prevent or to counter
any spontaneous cardiac arrhythmias (antitachycardia pacing, cardioversion,
defibrillation) in an automated, closed-loop fashion.

Recording of neural activity (i.e. ENG), on the other hand, has long been pur-
sued by physiologists as a means to understanding the operation of individual
neurons, to deciphering the organization and signal-processing techniques of
biological neural networks and to controlling a variety of prosthetic devices.
Implantable devices have contributed to rapid developments in the field as they
have permitted physicians and engineers the unprecedented ability to perform
the measurement, conditioning and storage of such highly sensitive signals
(range can vary from 10 pV to 100 mV) in-vivo. To give a feeling of the popu-
larity of this class of applications, 13 in a total of 60 entries (about 22%) have
been encountered with the actual percentage anticipated to be much higher.

Apart from the above, a plethora of other in-vivo measurements has been
achieved through implants: body temperature (152|], intracranial pressure
(ICP) [45] for preventing brain diseases (especially in post-operation, head-
trauma patients), pH [107], blood pressure (BP) [123]], gastric pressure [140],
renal-sympathetic-nerve activity (38, cardiac output for monitoring
the performance of an artificial heart valve [121] and tissue bio-impedance [94]]
have also been implemented in implantable systems. Also, graft monitor-
ing (through pulse oximetry) following organ-transplantation surgery [39]] and
intra-articular mechanical stress such as tibial-force monitoring inside titanium
implants [32] are less widespread, yet important contributions to the field.
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A physiological parameter that has received special attention, and is also
present in this study, is glucose concentration in the blood. This is a hot topic
these days given the large (and steadily increasing) number of diabetic pa-
tients worldwide. High glucose levels (hyperglycemia) in the blood stimulate
the pancreas for releasing insulin to lower glucose concentration. Since in di-
abetic patients the pancreas cannot produce insulin, an "artificial pancreas” is
required, virtually a closed-loop control system which samples the glucose lev-
els in the blood stream and releases insulin as needed. Glucose-level-sensing
implants constitute only half of this control circle, the other half being drawn
by implantable micropumps for administering insulin. Even though the de-
sign of an actual, chronic artificial pancreas has not been achieved yet, due
to pending unsolved issues, the glucose-sensing implants have constantly in-
creased in numbers and improved over the years. Examples of such attempts
are the work of Shults et al. [123] and Beach et al. [13]]. Lastly, regarding
diagnostic-purpose implants in general, it is important to mention that a signif-
icant number of modern devices is capable of achieving continuous, real-time
measurements over long periods of time and at a reasonably low power budget
(as will be shown in the following subsections). Of course, not all diagnos-
tic scenarios require continuous monitoring of physiological parameters (e.g
blood pressure), but rather a periodic sampling.

Diagnostics aside, electricity-based therapy has equally, if not further, ben-
efited from advances in microelectronics technology and has been enriched
with many research efforts over the years with many of them turning into suc-
cessful commercial products, too. The first and most prominent application of
electricity-based therapy has been cardiac pacing and defibrillation for treat-
ing cases of cardiac arrhythmia. Ex-vivo pacing techniques have gradually
given way to in-vivo, implantable ones. The pacing implants are the above
mentioned pacemakers which are also the first microelectronic devices to have
ever been successfully implanted into a human being. The success of these
two types of implants has been tremendous. Indicative of the penetration and
impact pacemakers have achieved is the fact that, in the U.S. alone, a total
number of 180,000 implantable pacemakers have been registered for the year
2005 (source: American Heart Association [35]]). The implantable pacemaker,
apart from saving lives, has acted as a catalyst on the general public closed-
mindedness against biomedical implants.

These devices are principally the same today as the first pacemaker that was
implanted 50 or so years ago. Since then, they have come a long way and
now - in their fourth generation - encompass a multitude of features and
have a battery-life expectancy of almost 10 years. In this study, 3 such sys-
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tems have been included: Berkman and Prak [15] present work onto which
the Cordis Sequicor Il and Gemini commercial pacemakers have been based.
Stotts et al. [131]] improve that work, while Harrigal and Walters [S6] present
results on another commercial pacemaker, the Kelvin I1. All 3 of them are rate-
responsive, dual-chamber (atrial-ventricular) pacemakers with the one from
Stotts et al. also making provisions for monitoring of ECG and temperatur.

The implantable pacemakers and defibrillators have paved the way for further
therapeutic uses of electrical stimulation in biomedical applications. One large
family of applications, as the study also indicates, is the restoration of various
body functions through functional electrical stimulation (EES). Muscle stim-
ulation has been attempted for restoration of paralyzed-limb movement, hand
grasp [127], micturition and bladder control [119], eyesight [[120], vocal [57],
hearing [161] and other pathoses. Muscle stimulation is achieved directly
(through stimulation of denervated, degenerated muscles, [DDMT's) or - more
commonly - indirectly (through stimulation of nerves, i.e. functional neuro-
muscular stimulation, [ENS)). An important and relatively fresh field of research
which has largely benefited from implant technology is chronic Deep-Brain
Stimulation (DBS). This kind of stimulation has yielded phenomenal results
for patients suffering from Parkinson’s Disease (PD)) and is most promising for
treating epilepsy and psychiatric diseases [51]. Stimulation has also been em-
ployed by chronic-pain patients for interrupting nerve (pain) signals from the
spinal cord to the brain (e.g. Spinal-Cord Stimulation, [97]). Moreover,
it has found use as a method to regenerate damaged nerve tissue [49].

Indicative of the impact of electrical stimulation is the large number of such
devices present in the study. As Figure 2.8l illustrates, in total 26 out of
60 (~43%) studied systems implement some sort of electrical stimulation.
The Figure also reveals that, together with monitoring implants, they are the
two most commonly encountered implant functionalities. As stated before,
this makes perfect sense given the microelectronic nature of the studied de-
vices: It constitutes an excellent vehicle for applications where measurement
of (bio)electrical signals or tissue stimulation through electrical pulses occurs.

Figure 2.8h illustrates the data from a different angle. It plots the relative
frequencies of each one of the different 'Functionality’ categories over time.
The available data has been grouped into 3 consecutive time periods. It should
be noted that, in this as well as similar trend plots to follow, trends over the

5The above mentioned pacemakers do not reflect the plethora of existing implantable pace-
makers and defibrillators. Yet, they were the only ones providing some useable information
regarding their design specifics, their power consumption and so on.



30 CHAPTER 2. A SURVEY ON MICROELECTRONIC IMPLANTS

B measurement ® stimulation
= stimulation / measurement generic function X X
® measurement = stimulation
stimulation / measurement * drug delivery

100% - —

80% - ‘

B e
\ 5

60% - \./.

40%

20% +

0% -

1994-1997 1998-2001 2002-2005

(a) Overall functionality distribution. (b) Functionality trends over the years.

| 1994-1997 1998-2001 2002-2005

Pi +o Pi +o Pi +o
measurement | 0.69 0.116 0.50 0.112 0.59 0.119
stimulation 0.31 0.116 045 0.111 024 0.103
stim./meas. 0.00 0.000 0.05 0.049 0.12 0.078
drug delivery | 0.00 0.000 0.00 0.000 0.06 0.057

#N | 16 20 17

(c) Probability estimates (p;) and their standard errors

Im (Upi )

Figure 2.8: Implant functionality.

time period 1974-1993 have been omitted due to the prohibitively low sample
size, as discussed in the introduction. A table accompanying the trend plot
with corresponding descriptive statisticsﬁ per each time period is also plotted

in Figure 2.8d

In Figure trends over the years indicate that measurement (i.e. monitor-
ing) systems to be the most popular over time, as also seen in Figure

One can also discern the appearance of more complex systems over the more
recent years. Namely, implants have appeared which combine both stimula-

®The *functionality’ variable is categorical with data following a multinomial distribution;
each category appears (or not) a number of times in each time period. The probability estimate
of appearance p; is reported in the table along with its standard error op; .

"In the time period 1998-2001, a relative increase of stimulating implants can also be ob-
served which causes monitoring implants to somewhat recede. As will be discussed in the
following sections, this shift is a small sampling “artifact” introduced due to a relatively large
number of reported ocular-restoration (i.e. stimulating) implants by a single or related research
groups in the particular time period.
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tion and measurement capabilities. That is, they offer closed-loop functional-
ity by automatically adjusting one property based on another. To exemplify,
implants by Harrigal et al. [S7] and Au-Yeung et al. [[/] induce so-called rate-
responsive cardiac pacing by utilizing in-vivo ECG measurements. Besides,
the implant designed by Smith et al. [[127] implemented restoration of hand
function (through muscle stimulation) for persons with tetraplegia at the C6
level (of the spinal column). It offers automatic control and sensing of a
joint angle-transducer implanted in the radio-carpal joint of the wrist, with
the wrist position used as the command control source. Another type of so-
phisticated implants that has appeared in the most recent study time-period is
drug-delivery implants. Such implants also operate in a closed-loop fashion
by releasing regulated amounts of stored drugs into the body based on real-
time, in-vivo measurements they perform. The single such case encountered
in this study is an implant by Cross et al. [25] which allows for automated
oestrus-cycle control and data telemetry in dairy cows.

Question 2.1 Do the relative percentages of implant-functionality categories change signifi-
cantly over time?

Figure 2.8b] has revealed a noticeable shift in implant functionalities over the years. Yet, it
is interesting to also know how “statistically certain” this observation of ours is. The above
question translates to the equivalent question whether there is a strong correlation between the
two categorical variables ‘functionality’ and ‘publication year’ (grouped per time period). We
test this hypothesis through a chi-square test (as introduced in Section 2.3.4.2). The value of
chi-squared is small (X> = 5.990) and the chi-square test is not significant (p = 0.4240),
meaning that the null hypothesis (implant functionality does not change over time) cannot be
rejected. Weak as the correlation is, we would still like to get a feeling of what it looks like.
We have plotted a CA plot, as shown in Figure The plot does indicate there is a relation
between the two variables: Measurement implants are more proximal to the first time period,
stimulation implants are closer to the second period while the more sophisticated, drug-delivery
implants are right on top of the most recent time period; thus, the CA plot hints in favor of our
initial observations. Last, based on the displayed distances, implants combining stimulation and
measurement capabilities are becoming more popular over time.

Increasingly more systems with impressive functionalities are appearing every
day, such as bioassay chips, DNA-diagnosis chips or the micropump (men-
tioned above), which is also used for controlled, in-vivo drug delivery. Yet,
the functionality and focus in such systems heavily relies on the design of suit-
able microstructures which are based on MEMS — more commonly known as
Thus, these devices depart from the definition of “system” as given
previously — Section[2.4]— and invite different disciplines such as chemical and
material sciences. As such, they are out of the scope of this survey.
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Figure 2.9: CA plot of functionality vs. publication year.

As a last remark, we should note that — with the exception of the pacemaker
and few other systems — most of the above discussed families of implantable
systems have not widely penetrated the biomedical market. Even devices that
are fully miniaturized and properly packaged for implantation seem to have
remained simple prototypes in a lab bench. The reasons for this situation are
varied — for instance, the unsatisfactory chronic in-vivo behavior of packaging
materials in the commercialized BIONTMimplants [138]]) — but are, too, outside
the scope of the current survey.

2.6.2 Electromechanical features

The survey reveals that implantable devices are most commonly built around
some sort of central-processing and/or -controlling unit — the above mentioned
PCC. As will be explained shortly, implemented PCCs most often are full-
custom (ASIC) designs incorporating mixed-signal circuitry. The dominance
of full-custom design can be readily justified by the fact that most stringent
design constraints need to be squeezed in as little circuit area as possible, thus,
not allowing the luxury of a design based on discrete components. Power and
area are attributes that readily benefit from full-custom design since imple-
mentations tend to display lower power requirements and take up less space
compared to ones based on COTS components.

Figure 2.10al indeed shows that, in an overall, 42 out of 59 (70%, one unspec-
ified) studied implants include some kind of PCC. The 'PCC design’ attribute
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Figure 2.10: Implant PCC design.

captures the PCC design practice employed for these 42 implants. As can
be seen from the pie chart, of the 42 devices: 13 are commercial (22%), 1 is
semi-custom (2%), 4 are structured-custom (7%) and 24 are full-custom (40%)
designs. Full-custom devices clearly dominate the field. However, should we
study the design styles used over different time periods, an interesting trend
emerges. Figure 2.10bl provides a distribution over the last 12 years. It reveals
an initial domination of full-custom designs which gradually makes way for
PCCs based on commercial components. This phenomenon is counterintuitive
since custom design in a field usually follows rapid prototyping (through use of
COTS components) as knowledge of the field grows. The primary reasons for
this inverse process in the case of implants are anticipated to be the following:

1. Development costs: Early implants had to be as small as possible to fit
inside the body. However, current technology miniaturization (CMOS, in
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particular) has led to such small form factors that modern implants can be
built more economically with discrete components, and still retain a size
suitable for implantation.

2. Development times: A large fraction of the studied implants is built as
prototypes, for proof-of-concept purposes or for initial in-vivo tests in ani-
mals. Thus, for the sake of rapid prototyping, COTS components have been
increasingly favored in many a case.

3. Testing/approval times: By using COTS components to build PCCs, there
exists the added benefit of working with pretested, pre-verified, proven
cores. System integration is faster and more relaxed in terms of medical
approva and testing.

4. Enhanced functionality: Implants built around commercial PCCs are —
generally speaking — more flexible designs than full-custom ones, allowing
for extra functionality (than the originally intended one). This allows more
trial and error, especially in experimental setups. The flexibility issue will
be further discussed in Section

While systems with a COTS core have been expanding at the expense of those
with a full-custom core or with no core whatsoever, nonetheless, the careful
observer can anticipate an increase in coreless systems in the middle period
1998-2001. As discussed in the previous section, this is a sort of biasing “arti-
fact” in the data: By closely studying the collected data for the particular time
period, we notice a lot of highly application-specific implants. Namely, a num-
ber of intracranial (e.g. ICP monitoring [45]]) and intraocular (blurred-cornea
treatment [[113]]) devices with extremely stringent power and size constraints
have been reported. As a result, extremely stripped-down implants have been
built, with hardwired control and, thus, lacking a PCC. A total of 8 such de-
vices are included in a sample size of 20 device cases for the given time period,
which affects statistical analysis significantly. Even so, it is interesting to note
that the bias (henceforth called “coreless bias”) disappears in the third time
period 2002—2005. This supports our initial analysis on the dominance of sys-
tems with commercial PCCs. It is also indicative of a potential shift in the
targeted implant applications.

8Unlike the general case, we are aware that, in this survey, implant medical approval may
have been a secondary goal since most studied systems are research prototypes rather than fully
commercialized products.
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Figure 2.11: CA plot of PCC design vs. publication year.

Question 2.2 Do the relative percentages of implant-PCC-design categories change signifi-
cantly over time?

This question translates to the equivalent question whether there is a significant relation be-
tween the two categorical variables ‘PCC design’ and ‘publication year’. The statistical test to
employ is chi-square. The value of chi-squared is X = 12.1385 and the test is not signifi-
cant (p = 0.0590), meaning that the null hypothesis is marginally not rejected. In order to
qualitatively explore the relation between the variables further, a CA plot has been plotted again
in this case, as shown in Figure 2.11] The plot does indicate there is a relation between the
two variables: Full-custom designs clearly dominate the earlier years 1994-1997 while COTS-
based designs are the most popular choice over the latest period 2002-2005. Coreless designs
dominate the middle period 1997-2001 but this is partly due to the coreless (sampling) bias in
the same period. What is also interesting is the appearance of semi-/structured-custom designs
over the last two periods. This observation further supports the arguments that: i) rapid pro-
totyping in (experimental) implants is becoming a serious driving factor for designers, and ii)
(re)design flexibility is at least as important a design parameter as ASIC miniature size and low
power consumption. It appears, thus, designers are willing to sacrifice some resources in order
to get results faster and to be able to modify a design multiple times for refinement, in-vivo
fine-tuning and other purposes.

For all (PCC-enabled) non-COTS-based implants shown in Figure the
‘fabrication technology’ used is almost with no exception either CMOS (27
out of 55, 49%, 5 unspecified) or BICMOS (11%). The reason is rather obvi-
ous: CMOS-technology features that are highly suited for biomedical-implant
applications; namely, very high integration, low power consumption and large
noise margins. Bipolar CMOS (BICMOS)) has been mostly used by researchers
to construct mixed-signal devices. In addition to the standard CMOS attributes,
BiCMOS technology further offers large current-driving capabilities (very im-
portant, for instance, for implantable stimulators) as well as intrinsic protection
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Figure 2.12: CA plot of PCC design vs. functionality.

Question 2.3 Does implant functionality have an effect on the PCC design employed?

The relation between the categorical variables ‘PCCdesign’ and ‘functionality’ is investigated
through a chi-square test (as introduced in Section Z.5.4.1). The relation is significant at the
.05 level (X = 14.6091, p = 0.0235), meaning that the intended implant functionality
does indeed affect the design of its PCC. To explore this relation further, a CA plot is plot-
ted, as shown in Figure 2121 The plot reveals that measurement implants are mostly based
on semi-/structured-custom PCC designs or completely coreless designs whereas stimulation
implant are most often based on full-custom PCCs and less often on commercial components.
Measurement implants are, generally speaking, more passive devices than stimulation ones,
meaning that some hardwired (thus, coreless) solution for collecting physiological data will in
many cases be sufficient. Stimulation implants, on the other hand, usually require more ac-
tive involvement such as decoding of externally received stimulation commands, generation or
reproduction of stimulation patterns etc.; thus the core-enabled solutions. Also, modern stimu-
lation implants include some measurement capabilities for performing closed-loop stimulation,
e.g. rate-responsive pacemakers. This need for more sophisticated control can further explain
the stimulation-implants’ affinity to high-performance (core-based) designs. However, given
the aforementioned trends of implant functionality over time (Research Question[2.]) and PCC
design over time (Research Question 2.2)), we cannot rule out the chance that the currently
observed correlation is coincidental, with both variables only dependent on time.

(e.g. integrated Zener diodes) of the implant electronics against high voltage
and current surges.

While the dynamic power consumption of CMOS IC’s is excellent, their static
power component starts dominating the overall power budget the further fabri-
cation technology (i.e. A factor) shrinks. This is, admittedly, a potential prob-
lem for future implant designs operating in low-power modes over prolonged
periods of time (thus, impacting static power). Nevertheless, it is expected to
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manifest more slowly as implantable systems follow mainstream market trends
(e.g. high-performance computers, portables etc.) with some delay, as the next
Research Question reveals.

Question 2.4 How does implant fabrication technology change over time?

We wish to explore how the scale variable ‘fabrication-technology miniaturization’ changes
over time. Time is represented by the scale variable ‘publication year’ and the question can
be answered by simple regression analysis, as introduced in Section 2543l Given (i) the
observation that the smoother line generally resembles a quadratic curve and (ii) the known fact
that transistor sizes are monotonously shrinking over time, a least-squares, quadratic regression
line has finally been fitted on the data, as shown in Figure[2.13] Confidence-Interval (CI) bands
of 95% have also been plotted. Also plotted, as a reference line, are the fabrication-technology
trends of the mainstream-market. This line has been calculated based on a typical 13% annual
drop, as extracted from the ITRS’04 [66].

Figure 2.13| verifies our expectation that employed fabrication technologies for
implants are lagging behind mainstream ones. We anticipate this lag to be
primarily due to three reasons:

1. Technology availability: The lack of access of the academic and research
community to the most recent fabrication processes at the time of design.

2. Robust designs: The need to develop reliable and safe devices targeted for
medical use while at the same time limiting implementation costs. Design-
ers have often preferred a stable (at the time) process technology, i.e. a
technology node one or more steps behind the then top node. Especially,
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these days that process variation is becoming a serious problem for transis-
tor devices, reliability is expected to play an even more important role.

3. Analog-design limitations: The limited usefulness of small-feature-size
fabrication processes in analog design may have been an inhibiting factor
for implant designers.

The above reasons are common phenomena in most academic/research envi-
ronments, yet we have no full-proof way of verifying any of them: Research-
group internal policies as well as their particular financial status and design
mentalities are involved. However, this technology delay appears to be nar-
rowing over time, as implant trends are converging fast towards mainstream
ones. The convergence is anticipated to be (partly) due to the following rea-
sons:

1. The previously observed shift from full-custom to COTS-based designs,
as shown in Section R.6.1L effectively, from systems designed from
scratch (thus, riskier) to ones designed from pre-verified components.

2. The gradual maturing and streamlining of design tools and processes in
the general microelectronics field which has significantly shrank design
and development times in all engineering fields, including implantable
systems.

Continuing on the issue of implant physical properties, it would also be in-
teresting to investigate the implant physical dimensions; that is chip(set) sur-
face area, packaging volume and weight. Reported data are even sparser in
this case, thus conclusions will be drawn very carefully. First off, the ’fotal
chip(set) area’ attribute has been divided in two subsets one including overall
chip-area figures and the other overall chipset-area figures. Overall media
chip size is 20.75 mm? and chipset size is 5.38 cm?2. Chip-, chipset-size and
package-volume trends have been estimated in Research Question and are
displayed in Figure 2.14 In all three plots, the sample size is too small to draw
robust conclusions. Yet, from the first plot we can deduce that, while chip size
has shrank considerably over the early years, it has reached a plateau and even
somewhat increased over the more recent years.

At first glance, this observation might be unexpected given the miniaturization
trends of fabrication technology, as illustrated in Figure 2.13l However, this

°To limit the influence of data skewness as well as outliers, median values are generally
reported as measures of central tendency.
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Question 2.5 How does implant chip area, chipset area and package volume change over time?

The relation of each of the scale variables ‘total chip area’, ‘total chipset area’ and ‘package
volume’ with time (scale variable ‘publication year’) is being explored. In a fashion similar to
‘fabrication-technology miniaturization’, a least-squares, quadratic curve has been fitted for the
first dependent variable and is plotted along with 95% CI’s in Figure 2.14al From the scarcity
of points in the scatterplot, the low availability of chip-area data (20 cases) is apparent. The
sample size of ‘total chipset area’ is even smaller (14 cases). Analysis indicates the best fit to be
the line illustrated in Figure 2.14bl Chipset-area samples are scarce but appear to have smaller
dispersion in this case, as can be seen in the same figure.

‘Package-volume’ data (28 cases) has been fitted with a least-squares, quadratic regression line
too, as shown in Figure 2.14cdl However, a Log-Likelihood-Ratio (G) test (G = 3.3464,
p = 0.1876) reveals that the fitted quadratic curve (in fact, all 1st-, 2nd- and 3rd-degree
curves) is not statistically different from the intercept-only line. This implies that the passage
of time has no (detected) appreciable effect on the implant package volume. This result can
actually be also visually verified from Figure 2.14ct The green, dashed line representing an
intercept-only model (equal to the mean of package sizes) never goes out of the CI band.

increase in chip size can be explained by the rise of COTS-based implants, as
shown in Research Question If this is indeed a strong driving factor'] for
the observed increase in chip size, one would not expect it to manifest also on
the general implant dimensions, that is, on the chipset size and on the pack-
age size. Surely enough, Figure 2.14b|reveals a monotonically dropping trend
over time. Even through sample size prohibits drawing definite conclusions,
the primary technical reason behind this trend is thought to be the ability to
integrate increasingly more discrete components (digital and analog) on single
chip dies. As a result, chipset real estate is shrinking with every improvement
in microelectronics and MEMS technologies.

A lot of previously bulky discrete components such as current drivers, ADCs/-
DACs, even hybrid capacitors and coils can these days be fully co-integrated
on chip and sensor/actuator structures can be fully micromachined on the same
die where the PCC lies, effectively building whole so-called Systems-on-Chip
(SoCTs). This signifies another driving factor of increasing chip sizes and a
relation with decreasing chipset sizes. Unfortunately, we can not explore this
quantitatively due the lack of sufficient information (i.e. cases where both fi-
gures are known).

Implant ‘package volume’ displays an overall median of 10.20 cm® and trends
over time are also depicted in Figure 214d']. The volume appears to be shrink-

10There are more suspected driving factors for this trend and will be discussed in the follow-
ing sections, as more survey data is analyzed.

By reflecting on the average implant package size (and the chipset size, above), one can
realize that these dimensions are very close.



40 CHAPTER 2. A SURVEY ON MICROELECTRONIC IMPLANTS

Quadratic regression fit and 95% ClI's

Linear regression fit and 95% Cl's

Total chip area (mm*2)

— Fitted regression line
-+ Confidence-interval (upper/iowe?) line

Total chipset area (mm*2)

— Fitted regression line
-+ Confidence-interval (upper/iower) line®

T LI —
1989 1994 1996

T T T T T °

1998 2000 2004

Publication year (-)

(a) Chip-area (mm?).

20000 30000 40000 50000

Total package volume (mm*3)

10000

T T T T T T > T T
1994 1996 1997 1998 2000 2001 2004 2005

Publication year (-)

(b) Chipset-area (mm?).

Quadratic regression fit and 95% ClI's

— Fitted regressiomline o
-+ Confidence-interval (upper/iower) line
~ = Horizontal (reference) line

o

g o
S

1994 1995 1996 1997 1998 1999 2000 2001 2003 2004 2005

Publication year (-)

(¢) Package volume (mm3).

Figure 2.14: Implant physical-dimensions trends over the years.

ing over the years but, as Research Question has revealed, the change is
not significant. In effect, implant package size has not shrank appreciably
over time. Given the fact that these are research-level implantable devices and
given the small average size of roughly 10 cm? they exhibit, even for non-
commercial devices, this stagnancy in packaging sizes is understandable.
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Figure 2.15: Schematic representation of RF-induction principle.

2.6.3 Power features

Power consumption is cardinal for the design of implantable systems and has,
therefore, been studied separately. The implant ‘power source’ comes in one
of two flavors: it is either an included miniature battery cell (55% of all cases)
or an[RElinductive link (45% of all cases) established by an external host trans-
mitter which transfers (induces) electromagnetic power wirelessly, in the form
of an RF carrier signal, to the implant (see Figure 2.13)). As roughly sketched in
the figure, a fraction (typically 10-20%) of this signal is captured and AC/DC-
converted (rectified and smoothened) by the implant for generating a stable
DC supply.

Rapid improvements in chemical technology have resulted in smaller form-
factor, larger-capacity batteries with none of the problems of older systems,
like the high-rate self-discharge or the hydrogen-gas emission of Mercury-Zinc
power cells. Lithium-Iodine power cells, the latest addition in a long list of
Lithium-based batteries, achieve nowadays high chemical stability, very long
shelf-life, high energy density and gradual (as opposed to abrupt) depletion
[118]]. What is more, the absence of gas emissions has seriously eased the task
of hermetic sealing of implants.
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Compared with induced power, cell-generated power has the extra benefits of
providing very stable output and requires no patient intervention. Conversely,
RF induction requires some (careful) intervention on the part of the patient.
More importantly, it is highly dependent on the material as well as the distance
and alignment between the coupled coils, with minor variations in any one of
the three seriously affecting the link quality and, thus, the delivered power. The
exposure of living tissue to RF waves is an additional consideration for power
induction, which places upper safety bounds to the amplitude and frequency
of allowable electromagnetic radiation.

For such reasons, most prominent commercial implantable systems, such as
pacemakers and ICDs, have exclusively utilized battery cells as their power
source. Further, the advances in battery technology in conjunction with a given
power budget for these systems has resulted nowadays in, for instance, pace-
makers with a lifetime of more than 7 or 8 years.

The limited power rate sustained by RF induction as well as the finite capacity
of battery cells makes employing techniques for low-power implant operation
crucial. The use of low-power commercial components in off-the-shelf-built
implants or the careful IC design for reducing power in custom-built ones are
the rule in almost all studied cases. Also, the use of low duty-cycle digital
signals moving around a device is a common practice for many a researcher
(e.g. McCreesh et al. [89,90]). For this reason, such provisions have not been
explicitly reported. Instead, the focus has been placed mainly on architecture-
level and even system-level techniques. Low-power mechanisms encountered
in this study appear mainly in the following flavors:

1. interrupt-triggered power-save modes (e.g. sleep, standby, off);

ii. controllable pulse-powering of implant subsystems depending on their
functionality; and

iii. firmware implementations of adjustable operational settings (e.g. sam-
pling rate) when there is no need for maximum performance.

In the crosstabs of Figure 2.16al low-power provisions have been grouped into
four major categories for analysis: (a) system-wide power-save modes, (b)
controllable subsystem powering, (c) both provisions, and (d) no provision
whatsoever. As expected, the bulk of such techniques has been encountered
in battery-powered systems where prolongation of operational lifetime is of
primary concern. Namely, out of 29 battery-powered devices (3 unspecified),
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Figure 2.16: Implant low-power provisions.

21 present some kind of low-power provisions, while only 5 out of 25 RF-
powered devices (3 unspecified) take some similar action. It is interesting
to notice also that, generally speaking, the most commonly encountered low-
power technique has been power-save modes for battery-based and RF-based

systems alike.

Figure [2.16blillustrates the percentage of implants equipped with such provi-
sions over the years. We have accounted for the coreless bias manifesting in



44 CHAPTER 2. A SURVEY ON MICROELECTRONIC IMPLANTS

-0.5 0.0 0.5 1.0 -0.2 -0.1 0.0 0.1 0.2 0.3
© S “
o 7] ~ S
N
€4 N
o S
0 <
s o © -
S
N
© o o
s 1A + Brs
SHA -+ cB DI g
- s
o~ S
[Sha 7
]
< A no D both A no 1998--2001 <
© | B system-wide power-save modes battery 0 o~ B lowpower 2002--2005
' C controllable subsystem powering RF induction < C.’ - 1 1994--1997
T T T T T T T T T T T T
-04 -02 0.0 0.2 0.4 0.6 0.8 -0.2 -0.1 0.0 0.1 0.2

(a) Low-power provisions vs. power(b) Low-power provisions vs. publica-
source. tion year.

Figure 2.17: CA plots of low-power provisions vs. power source and publica-
tion year.

Question 2.6 Do implant low-power provisions depend on the power source employed?

The strong correlation between implant low-power provisions and employed power source is
verified by a chi-square test which is significant at the .01 level (X? = 13.3176,p = 0.0034)
as well as a CA plot (Figure 2.17a).

the period 1998-2001 as a small rise in devices with no provisions. However,
the ratio of implants displaying low-power techniques does not appear to have
changed significantly albeit for a slow change in the type of provision em-
ployed (from power-save to both power-save and subsystem-powering). This
is also verified through Research Question 2.7l Given that battery-powered
implants do not appear to be increasing over the year, this would cause no
reason for concern. However, we will see, next, that overall implant power
consumption appears to be increasing over time, which may entail a potential,
future hazard for implant design.

Question 2.7 Does the percentage of implants with low-power provisions change over time?
We have run a chi-square test investigating the trends of implants with low-power provisions
over time. The test is not significant (X? = 2.6056, p = 0.2718); thus, there is no supporting
evidence that the number of implants with low-power techniques has changed over the years.

12Refer to the technical report [133]] for more details.



2.6. SURVEY RESULTS 45

-0.5 0.0 0.5 1.0

A no no
B commercial system-wide power-save modes
c powering

1.0

0.8

D full-custom both

C

0.6
!

0.4
0.5

0.0
|
>

+
oe]

0.0

-0.4
|
-0.5

T T T T T T T
-04 02 0.0 0.2 0.4 0.6 0.8

Figure 2.18: CA plot of implant low-power provisions vs. PCC design.

Question 2.8 Does implant PCC design have an effect on the low-power provisions employed?

We perform a chi-square test which shows significance at the .05 level (X> = 18.0109,
p = 0.0351). To explore this relation further, in Figure 2.18] we have drawn a CA plot.
We can see a strong affinity of subsystem-powering techniques for semi- or structured-custom
PCCs but since this relation is based on a single case, we do not analyze it further. We can also
observe a strong relation between power-save techniques and commercial PCCs. As will be
shown in Section[2.6.3] this is largely due to the increasing use of commercial pCs/uPs which
typically come with one or more low-power states built in. Lastly, custom-built PCCs are the
ones most obviously lacking any sort of low-power technique. This agrees with common sense:
custom designs are usually optimized ones with less needs for explicit power saving.

Having discussed power-source types and low-power techniques for implants,
it is now time to see what the actual power consumption of the studied devices
is. An attempt has been made to distinguish between the power consumption
of the digital and that of the analog part of each presented implant. However,
this has not been possible in most of the cases since researchers do not ex-
plicitly mention separate figures for those. Another sort of partitioning of the
power figures has also been attempted based on the functional state of the de-
vice, namely: standby, average and (peak active) power consumption. Even
though the sample size for the first two groups has been prohibitively low for
extracting robust trends over the years, the last group, peak active power con-
sumption has yielded some interesting results. Along with operating voltage,
analysis of power consumption is handled in Research Question
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Figure 2.19: Implant power-consumption and operating-voltage trends over
the years.

Question 2.9 How does implant power consumption (peak active) and operating voltage change
over time?

We wish to explore the relation of each of the scale variables ‘power consumption (peak ac-
tive)’ and ‘operating voltage’ with time (variable ‘publication year’). A least-squares, quadratic
curve has been fitted for the first dependent variable and is plotted along with 95% CI’s in Fi-
gure[2.19al While dropping in the middle period of the study, probably due to the coreless bias,
the curve rises in the latest period — an unexpected trend. For the variable ‘operating voltage’,
a linear regression model has been deemed most suitable and is plotted in Figure 2.198] This
trend is in agreement with shrinking fabrication technologies (see discussion in Section[2.6.2).

The Research Question, above, has produced an unexpected finding: As Fi-
gure illustrates, peak power consumption is actually increasing over the
years. The observed trend is counter-intuitive since implant designs are ex-
pected to display shrinking power profiles as technology matures. By closely
studying the survey study cases, we anticipate this upward power trend to be
the combined result of two opposing drivers. The first one, pulling power con-
sumption up, is thought to be caused by the following phenomena:

i. There is a tendency (common in other fields of microelectronics) to add
as many features to new implantable systems as possible, rendering them
multifunctional devices (to be revisited later). More features means more
transistors and, thus, more power. In favor of this argument consent the
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1i.

iii.

previous findings on ‘total transistor count’ and ‘chip area’.

As will be explained in Section implant designs are increasingly
using pC- and pP-based PCCs over FSM-based ones. While 4Cs and pPs
provide multiple benefits such as high flexibility to implantable systems,
they also come with a somewhat higher power requirement than ASIC
designs, in the general case.

The advances in chemical technology have led to higher-capacity, smaller-
volume batteries. As a result, designers have increasingly indulged to the
temptation of building newer systems with power needs exceeding those
of older ones since new battery technologies allow it.

The other driver, relaxing power consumption, is thought to originate from the
following phenomena:

1.

ii.

The lowering of the operating voltage (following technology miniaturiza-
tion) has led to reductions in power consumption.

The gradual refinement over the years of low-power techniques in all as-
pects of implantable devices (PCC, communication module, analog front-
ends, interfaces etc.) has contributed heavily in keeping power consump-
tion in check. To exemplify, the monitoring system designed by Wouters
et al. [[152]] consumes about 72 W while monitoring and a mere 13.85 ul
in standby mode. This constitutes an impressive 5-fold reduction in power
consumption.

Except for peak active power consumption, we also attempted to investigate
standby and average power figures but the collected data is prohibitively little.
Nevertheless, we have calculated cumulative power-consumption figures for
each different power state in order to appreciate the impact the previously dis-
cussed low-power modes of operation have on power expenditure. Peak active
power has a median value of 13.600, average power of 0.325 and standby
power of 0.045. It can be concluded that standby power is about an order of
magnitude lower than average and as much as three orders of magnitude lower
than peak power. Obviously, average power consumption in a device depends
largely on its duty cycle (i.e. standby-active ratio) which, in turn, depends
heavily on the application at hand.
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Figure 2.20: Power-consumption trends over the years for different implant
functionalities.

Question 2.10 How does power consumption (peak active) change over time for different im-
plant functionalities?

At this point in our analysis it would be interesting to investigate whether implants from the
two major functionalities (measurement and stimulation) exhibit different power-consumption
trends over time. The question can be addressed through use of a dummy-variable regression
model (as discussed in Section 2.3.4.4)). “functionality’ has been used as the dummy (indepen-
dent) variable for this model and the scale independent variable ‘publication year’.

We revisit Figure 2.19al and highlight with different colors the two categories of the dummy
variable. A new scatterplot is, thus, created; see Figure On the scatterplot, smoother
lines have been drawn to assist exploration. Quadratic lines have been fitted separately on
stimulation and measurement points and the result is illustrated in Figure The figure
reveals that — contrary to stimulation implants — measurement implants do not have a noticeable
dip in power consumption in the middle period 1998-2001. This supports our initial claim that
the coreless bias is mostly caused by a certain number of ocular stimulation implants in the
particular time period.

Visual inspection reveals that both implant types exhibit an eventual increase in their power
needs over the years. However, the rise of the two fitted curves is not identical and we wish to
test whether the difference between them is statistically significant. Therefore, we perform a
Log-Likelihood ratio test which yields non-significance (G = 1.0080, p = 0.7993). This
outcome means that the two implant functionalities do not differ significantly in their power-
consumption trends over time. This, in turn, implies that we have correctly selected the unified
regression line in Figure 2.19a] to cumulatively describe the implant power trends.
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Question 2.11 Does the chosen implant functionality, PCC design, PCC type and power source
have an impact on its power consumption (peak active)?

Having acquired detailed power figures from our analysis, it is also interesting to see whether
power consumption is generally affected by implant functionality (generally speaking, not over
time), PCC design as well as PCC type. Based on the discussion of Section[2.3.4.3] exploration
has been performed visually, through boxplots; see Figure 2211

Figure[2.2Talreveals that stimulation implants exhibit slightly higher power profiles when active.
However, the difference is insignificant, as has been verified by a Kruskal-Wallis (KW) rank
sums test (X> = 0.7964, p = 0.3722). This means that — in the absence of opposing data
— measurement and stimulation implants could be treated singularly in terms of their power
requirements at design time.

As far as PCC design is concerned, the boxplots in Figure 2.21b] follow common sense: the
further we depart from full-custom design towards COTS-based PCCs, the higher the power
consumption (at least, the peak active) is. Of course, implants with no PCC at all consume the
lowest power overall. PCCs originating from commercial components not only have the higher
power budget but also exhibit the wider dispersion of power profiles, making implant design
with such components not only power costly but also difficult to predict. Even though these
differences are easily visible in the figure, a KW test returns non-significance (X* = 3.9675,
p = 0.2650).

The last comparison to make here for power consumption is between the two possible power
sources for implants: batteries or RF induction (Figure 2Z.21c). It can be observed that battery-
powered devices consume, on average, more than RF-based ones. Based on a KW test, this
difference does also not appear to be statistically significant (X? = 1.7432, p = 0.1867).
Given the fact that all four boxplot-based observations tend to agree with common sense, we
are inclined to consider the large survey-data “noise” as the main culprit for the non-significant
test outcomes.

2.6.4 General implant features

Information about subsystems commonly met in all implantable devices is pre-
sented in this section. The first studied attribute is the I/O peripherals, that is,
any biosensors, bioactuators, stimulating/measurement electrodes or other in-
terface to the living tissue. Information on the number and specifics of the var-
ious peripherals has not been always available, therefore, some assumptions
have been made for allowing statistical analysi.

Question 2.12 How does the number of peripherals per implant change over time?

We wish to fit proper regression curves on the number of implant peripherals over the years
but we wish to do so separately for both primary categories (measurement, stimulation) of the
‘functionality’ variable. LS quadratic curves have been fitted for each category and results
have been plotted in Figure[2.22] Stimulation peripherals per implant exhibit a monotonously
dropping trend over time. On the other hand, measurement peripherals appear to roughly remain
unchanged in number. This has been verified by a G test (G = 0.7693, p = 0.6807) and
visually illustrated through an intercept-only (green dashed) line in Figure 2225

3See Technical Report [133] for more details on the subject.
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Figure 2.21: Boxplots of implant power consumption (peak active) with re-
spect to different device characteristics.

As Research Question reveals, implants have maintained a more or less
constant number of measurement peripherals over the surveyed time period.
On the other hand, the number of stimulation peripherals is slowly decreasing.
The reasons behind this drop are not clear, though they could be attributed to
the observations that more recent implants tend to focus on stimulating isolated
nerves or muscle bundles. In so doing, perhaps they can be placed in “tighter”
locations inside the body and stimulate at a finer granularity and accuracy.

There is another potential reason behind these trends: More recent implants
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Figure 2.22: Number of peripherals per implant over the years.

opt to include both sensory and actuating peripherals in them to achieve ap-
plications with autonomous, closed-loop control. This approach imposes more
stringent design constraints, and since the average number of measurement pe-
ripherals was already low to begin with — 2 to 3 per implant —, the resource that
could be limited is the number of stimulation peripherals — from about 8 down
to 2 per implant.

Besides, if we also take into account the previous analysis revealing rising
power-consumption trends, implant designers may have found themselves
(consciously or not) struggling not only for smaller implant sizes and more
complex processing but also for a tighter power budget. Reducing the num-
ber of actuating elements on the implant may have been a (partial) solution to
the latter problem, as well. The phenomenon on combined peripheral types in
recent implants is investigated in Research Question below.

Question 2.13 Do the relative percentages of implants with both sensory and actuating periph-
erals change significantly over time?

A chi-square test is run between the categorical variables ‘peripheralsboth’ and ‘publication
year’ (grouped). The test does not reveal a strong correlation (X? = 2.4352, p = 0.2959)
between the variables, which is understandable given the estimated sample standard errors (Fi-
gure 2.230). However, Figure 2.23alshows a slow but sure rising trend for implants combining
both types of peripherals. Therefore, we have also plotted a CA (Figure 2.23d) plot which vi-
sually confirms that such implants are more related to the latest survey period 2001-2005 than
the earlier periods.
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Figure 2.23: Implants including both actuating and sensory elements over the
years.



2.6. SURVEY RESULTS 53

It is telling of this shift towards implants with more sophisticated control also
that many monitoring or stimulating implants support independent sampling
or driving — respectively — of their peripherals as well as calibration, compen-
sation and power control. Along the same lines, our analysis of the data shows
that a large number of implantable systems is built with some degree of mod-
ularity for being able to accommodate a number of different peripherals over
the same sensing or actuating channels. Thus, to a limited extent, reusability
of designs has been pursued by various researchers like, for instance, Lerch et
al. [83]] and Valdastri et al. [140l]. Adjustability, modularity and other advanced
implant features will be revisited in detail in Section

We, next, move to study the internal-processing capabilities of implants. The
attribute ‘internal processing’ refers to those implants that actually perform
some kind of non-standard processing in their PCC (if present). As initially
defined, under the term “processing” we do not include signal-manipulation
tasks commonly encountered in implants such as data sampling, filtering, A/D-
conversion, multiplexing and the like. Rather, we wish to isolate any extra
processing tasks an implant core might bear like, for instance, the 2-D motion
detection algorithm based on readouts from two accelerometers, implemented
by Wouters et al. [152].

The survey reveals data-related and control-related tasks. Data-related tasks
mainly comprise sensor-data manipulation, namely data compression, reduc-
tion and encoding as well as implementation of various algorithms such as the
motion-detection scheme, mentioned above. Also, data-integrity operations
such as CRC-checksum calculation and parity checks. The latter category en-
tails in-system, on- or off-line control such as self-diagnostics, power-supply
monitoring and closed-loop control of peripherals. This observation seems to
support our previous analysis on reducing implant peripherals. Such an in-
stance is the case of a drug-delivery implant developed by Cross et al. [25]]
to adjust the oestrus cycle of cows. Another, popular instance of closed-loop
control actively performed by PCCs is the rate-responsive stimulation of the
cardiac or various skeletal muscles, i.e. stimulation dynamically adapted to
the heart or respiration rate, respectively. Heart-rate-responsive pacemakers
have been present in the market for more than two decades now. A third case
of encountered closed-loop control is the dynamic adjustment of the sensor
sampling rate, based on the monitored levels of biological quantities (e.g. sig-
nificant fluctuations in blood pressure trigger an increase in sampling rate).

Statistics show that, in an overall, only 20% (12 out of 59 devices, one un-
known) of all studied systems features some kind of non-standard processing.
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The obvious reason for this poor percentage is the extra power expenditure
that extra processing entails. So, even if an application could make good use
of some sort of data manipulation inside the implant, designers have generally
preferred to telemeter the data to an external host system and have it process
the data. At times, they have even transmitted results back to the implant for
closed-loop control, as in the case of Smith et al. [127].

However, studying the number of processing-enabled implants over the years
reveals an interesting trend (see Figure2.24)). Implants equipped with internal-
processing capabilities display a slow albeit steady increase. The figure also
indicates control-related tasks to be increasing faster than data-related ones.

Question 2.14 Do the relative percentages of implants supporting internal-processing tasks
change significantly over time?

Over the total number of studied systems, the ratio of implants performing processing tasks in-
vivo is small, as can also be seen from Figure[2.24al Statistical analysis reveals practically no
correlation (X? = 3.5585, p = 0.4690) between this ratio and the passage of time (see also
CA plot in Figure 2.24d). Perhaps the change is not significant enough to register, yet the fact
remains that from a single processing-enabled implant in the period 1994-1997, the number has
increased to 5 in the period 2001-2005.

As far as implant memory circuitry is concerned, results from the ‘internal
data-storage capability’ variable reveal that 27 out of 59 devices (46%) fea-
ture some kind of memory module either as a discrete chip or as part of the
PCC chip. Of these 27 devices, 15 are measurement while 12 are stimulation
implants (see crosstabs in Figure 2.23a)).

Question 2.15 Does the chosen implant functionality have an impact on its internal-data-
memory size?

The boxplots in Figure 2.230 reveal a twofold difference between the — otherwise small — data-
memory sizes of measurement (312 Bytes) and stimulation (176 Bytes) implants. They also
reveal a larger dispersion of memory sizes for measurement implants. We do not expect the
difference in size to be statistically significant and this is supported by a Kruskal-Wallis rank
sums test (X2 = 0.0722, p = 0.7881) which strongly rejects the null hypothesis. Therefore,
in the absence of further data, implant design should not be differentiated in its memory require-
ments based solely on its functional purpose. There is no opposing data to the fact that both
measurement and stimulation implants require similar amounts of memory, albeit for different
purposes.
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Figure 2.24: Internal-processing-enabled implants over the years.
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Figure 2.26: Internal-data-memory trends over the years.

Question 2.16 How does internal-data-memory size change over time for different implant func-
tionalities?

Research Question[Z.T3]has shown that implant data-memory sizes are, in an overall, similar for
both measurement and stimulation implants. However, we would further like to investigate how
these memory sizes change for each functionality category over time. Once more, a dummy-
variable regression model has been fitted to the data. Linear models have been fitted on both
stimulation and measurement data and are illustrated in Figure 2.226al We can immediately
make two observations: (a) both implant categories show increasing data-memory sizes with
time, and (b) measurement-implant memory sizes exhibit a bigger slope than stimulation ones,
which is expected given the formers’ strong data-collecting nature.

Besides, we wish to test whether the difference between them is statistically significant. Keep-
ing in mind that data is, as usual, scarce, we perform a G test which yields non-significance
(G = 1.8384,p = 0.6066). Therefore, a regression line (Figure 2.26B) for both implant
categories should suffice to describe data-memory trends over the years.

Although data-memory sizes are increasing over time, they are markedly low
compared to the mainstream-market size, even after accounting for the highly
constrained nature of implantable systems. The reluctance of researchers to
pack more data memory with their designs may be attributed to the rising
power and chip-area issues. Still, the latest achievements in high-density, low-
power memories [66] can lead to diminished penalties and, thus, implant im-
plementations with larger capacities in the future. This expectation is backed
by survey findings which indicate a steady increase of memory-enabled de-
vices every 4 years (see Figure 2.23¢).
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An increase in storage capacity shall allow implanted devices to become actual
in-vivo data-loggers with the ability to store and even process large quantities
of gathered biological data. It shall also untie the hands of ADC- and DAC-
unit designers, allowing them to implement higher-resolution converters that
run little risk of overflowing the larger implant memories. In short, memory-
capacity increase is anticipated to favor not only the autonomy but also the
processing capabilities of future implantable devices. This has already been
observed in commercial pacemakers which incorporate ever larger memories
to accommodate for increased functionality [118]].

Let us now discuss the supported sampling rates of implantable systems.
Most biologically-generated, electrical signals display low frequencies (up to
1 kHz), e.g. ECG and EEG signals range from 0.05 Hz to 100 Hz. Thus, im-
plants with sampling frequencies of 2 kHz (according to the Nyquist theorem)
are sufficient. This is the case in this survey, too, as captured in the attribute
‘sampling rate’. There are few exceptions in the range of tens of kHz and even
fewer ones in the range of hundreds of kHz. Most of these are maximal settings
of specific systems rather than nominal settings.

High sampling frequencies are also justified by the designers’ wish to extract
not only peaks in a physiological signal but also further, detailed values within
the spectrum, for high-fidelity visualization purposes. This is particularly the
case nowadays with EEG neural signals like, for instance, the neural-activity
recording implant proposed by Mohseni and Najafi [96] which supports sam-
pling rates of up to 8 kHz. As previously mentioned, such high sampling
frequencies can be adjustable either at design time or at run time. In the lat-
ter case, fast sampling intervals are triggered when activity above a specific
threshold is detected in the monitored biological quantity(-ies).

Question 2.17 How do supported measurement-implant sampling rates change over time?

Based on analysis of the collected data, a LS quadratic curve has been fitted (see Figure 2.27).
Supported sampling frequencies appear to grow over time, however, they seem to be reaching
a plateau over the more recent years. The figure shows some exceptionally high frequencies
(250—300 kHz) achieved recently, yet the bulk of devices lies at lower frequencies (< 10 kHz).
Still, these frequencies should be sufficiently high for most biomedical applications which might
explain the approaching plateau.

Lastly, the discussion in this section focuses on ADC and DAC units, both
commonly found inside implantable devices. In case an implant contains a
PCC, these components are usually built or chosen with a resolution equal
to the data-word size of the PCC, since the ADC output (or DAC input) is
typically fed to (or supplied by) the PCC. The designers’ wish to acquire (or
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Figure 2.27: Implant sampling-frequency trends over the years.

generate) as high-resolution signals as possible is limited by the processing
power and memory size they can fit in a single implant.

Reported figures on ADC/DAC resolution are very erratic with ADCs in the
range from 6 to 22 bits and DACs in the range from 3 to 8 bits. Respec-
tive median values are 10 bits and 5 bits. This large dispersion of values
once more underlines the largely customized design of many implants and
their PCCs which support various precision ranges depending on the medical
application at hand.

Question 2.18 How does ADC and DAC resolution change over time?
Quadratic curves have been fitted to the ADC- and DAC-resolution data points, over time.
Figure 2284l depicts a monotonously increasing trend in the number of implemented ADC bits.
On the contrary, Figure 2.28b] depicts a trend which — after conducting a G test — turns out to
be not significantly different from the intercept-only line (G = 2.4117, p = 0.2994); that s,
DAC resolution exhibits no notable change over the years of the study.

Having discussed ADC/DAC-resolution trends, it would be interesting to as-
sociate them with the trends we have discovered so far on the number of pe-
ripherals per implant (cf. Figure 2.26al) and on the data-memory sizes (cf. Fi-
gure 2.22bland Figure 2.22a)). We have combined these trends in a single table
(Table where we have used the following illustrative notation: ‘,* de-
notes an upward trend in time, “\,’ denotes a downward trend in time and ‘0’
denotes no appreciable change in time. According to the table, it appears that
current measurement implants have reached a sufficient range of monitored
physiological quantities and the designers’ primary goal these days is to pro-
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Figure 2.28: ADC and DAC resolution trends over the years.

vide higher-quality readouts. Such readouts will require considerable amounts
of memory to handle and store. Stimulation implants appear to follow a dif-
ferent trend. Stimulation-signal resolution is high enough these days but the
effort is placed on achieving more focused and fine-tuned stimulation (perhaps
of isolated nerves or muscle bundles). A concurrent increase in memory sizes
would help increase device autonomy and available stimulation patterns.

2.6.5 PCC features

Since the implant PCCs are of special interest in this study, the current section
is concerned with the PCC specifics. The ‘PCC architecture’ attribute queries
implants with respect to the style and complexity of the PCC architecture used;
that is, pController, pProcessor or FSM. As discussed in Section 42 out
of 58 (2 unknown) (70%) devices in this study feature some type of PCC. The
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Figure 2.29: Implant PCC architecture.

remaining 30% contain no PCC of any sort and their functionality is hardwired.
Some of these cases include implants which need to be extremely miniature in
size and are designed for a very specific task, e.g. ICP measurement with the
implant placed in the space between the cranium and the brain.

Going back to the PCC-enabled cases, half of them (35%) utilize FSMs as
cores. This fact alone further propagates our thesis that implants are highly
dedicated designs. The remaining half consists of custom-designed or com-
mercially available uC/uP-based PCC{'4. Overall distribution of PCC archi-
tectures is depicted in Figure 2.29al

Another observation is revealed through Figure illustrating the relative
percentage of encountered PCC architectures per time period of the study. The
bar chart reveals an increasing number for ;C/pP-based implants at the cost
of a receding number of FSM-based ones. Although Research Question

!4 Although not exactly the same, in this analysis, we have grouped pC and pP cases in a
single category due to the small number of pP cases in the survey.
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Figure 2.30: CA plots of PCC architecture vs. PCC design and publication
year.

Question 2.19 Do the relative percentages of implant PCC-architecture categories change sig-
nificantly over time?

We perform a chi-square test to verify the change of PCC-architecture trends over the years.
The test returns a non-significant p-value (X> = 3.4746, p = 0.4817) suggesting that the
observed shift in Figure 2.29B may be coincidental. Based on our analysis to this point, we do
not think this is the case. Unfortunately, the standard error is too high to draw solid conclusions.
Still, to further explore the evolution of PCC-architecture trends, we have also generated a
CA plot of the two variables (Figure 2.30a). The plot does indeed support, if visually, our
observations: pC/uP-based solutions are more akin to the latest time period 2001-2005 while
FSM-based ones to the earlier time periods.

has not proven a statistically significant shift in implant PCC architectures over
the years, our previous findings (e.g. increasing peak power consumption) and
some upcoming ones (e.g. high correlation between certain PCC architectures
and low-power provisions (Research Question 2.22))) hint otherwise.

In view of the above, the primary reason for the observed trend in Figure
is anticipated to be the following: As many researchers clearly state in their
published work, their preference towards uP or pCs stems from their desire
to build flexible, adaptable systems which allow online — that is, in-vivo —
adjustment or fine-tuning of their operation. Reasons for doing so typically are
post-operative, patient-specific implant adaptations, re-calibration of drifting
sensory/actuating peripherals after chronic implantation and so on. Leveraging
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such implant flexibility is considered important enough that drawbacks like
increased device size and reduced testability are gladly traded over it [117].
The flexibility issue will be revisited in more detail in Section

By combining the last observation with the trends on PCC designs observed in
Figure it is further suspected that these pC/uP-based PCCs are mostly
commercial, off-the-shelf ICs (by Microchip, Atmel, Motorola, Philips etc.).
The following Research Question verifies this claim.

Question 2.20 Does the implemented implant PCC architecture have an effect on the PCC
design selected?

To answer these questions, a chi-square test is run between the ‘PCC architecture’ variable and
‘PCC design’. The test returns a high X2 and significance at the .001 level (X? = 84.1921,
p = 4.853e —16). To investigate the exact nature of the correlation, a CA plot has been drawn
in Figure As the plot reveals, all used FSMs are semi-custom- or structured-custom —
and, to a smaller extent, full-custom — implementations. Employed p«C/uPs, on the other hand,
are mostly commercial components.

The above relation between the PCC architecture and the PCC design could be
explained by the fact that recent microelectronics-technology advances in tran-
sistor sizes and performance have gradually allowed for “coarser” than custom
(ASIC) approaches to be viable in implant design. This correlation may, in
fact, be signaling a general shift in the implant design paradigm altogether.
Implant designers appear nowadays more and more willing to trade some ex-
tra implant area, performance and/or power for introducing (a) higher device
properties, (b) simplifications in the design cycle, and (c) increased safety —
all provided through use of commercial ICs with established, mature design
cycles and preverified, pretested cores.

Besides, by carefully employing low-power techniques such as low-power
states and selective powering of subsystems (as discussed in Section [2.6.3)),
uC/uP-based PCCs can narrow the power gap from the more economic FSM-
based PCCs further. This has been rigorously exemplified in the work by
Salmons et al. [117] whereby two functionally equivalent instances of a single
stimulation implant have been built and compared, one as an FSM-based and
the other as a C-based device.

We, next, wish to explore whether a connection exists between the implant
functionality and the PCC architecture implementing it. In effect, Table 2.31al
has been generated. From the table it can be seen that pC/uP-based im-
plants have been employed equally for both kinds of functionalities, which
underlines their suitability for the whole range of (surveyed) implant appli-
cations. Conversely, implants incorporating no PCC have been almost exclu-



64 CHAPTER 2. A SURVEY ON MICROELECTRONIC IMPLANTS

-06 -04 -02 00 0.2 0.4 0.6 0.8

A measurement FsSM
B stimulation mP/mC
— 1 no

0.4
0.8

0.6

0.2
|
04

0.2

|meas. stim. TOTAL

24A —+ Bl 2
1C/uP 10 10 20 .
FSM 8 13 21 <
no PCC(s) 14 2 16 2 -
TOTAL | 32 25 57 o
(a) Crosstabs. -rJ.z o‘.o o.‘z 0.‘4
(b) CA plot.

Figure 2.31: Implant PCC architecture vs. functionality

sively employed for measurement purposes. This is justified mainly due to
the large number of minimalistic implementations designed to simply monitor
and telemeter one or two physiological parameters such as temperature and
glucose levels. More complex functionality than this is seldom implemented
in pure hardware.

On the other hand, FSM-based devices have been slightly more often preferred
for stimulation purposes, as the table reveals. There are two main reasons sus-
pected for this. First, their reduced size — compared to uC/uP-type PCCs —
is more suitable for the class of applications where the microstimulator needs
to occupy as little space as possible, e.g. inside the ocular cavity, interwoven
in the body of a muscle and so on. In short, custom design (shown to primar-
ily be used for FSMs) is favored in cases where size is the highest concern.
The second reason is related to the electrical properties of the system at hand.
FSM-based stimulators can be built with special process technologies to in-
herently support specific electrical properties e.g. high-voltage tolerance or
large-current generation, like BICMOS. In measurement systems where sen-
sors typically operate at small voltages and currents, such special processes
are unnecessary. However, that does not exclude pC/uP-based systems from
being realized in special process technologies.

To explore the relation between different PCC-architecture types and power
consumption, Figure 2.32] has been put together. In Table 2.32al is shown
the preference of designers towards a battery-based or an RF-induction-based
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Question 2.21 Does implant functionality have an effect on the PCC architecture implemented?

To back the discussion above and to also complement Research Question 23] we wish to in-
vestigate implant ‘functionality’ with respect to ‘PCC architecture’. We run a chi-square test
which shows significance at the .05 level (X> = 11.4179, p = 0.0223). A CA plot (Fi-
gure R3TB) confirms the test and our observations that stimulation implants mostly contain
FSM-based cores while measurement implants are either coreless designs (which agrees with
our earlier findings on PCC types) or contain uC/uP-based cores.

power source depending on the type of PCC architecture they are using for
their design. Given that batteries can usually provide more energy (per time
unit) than RF-induction methods, it is clearly seen that they are the common
choice for the more power-hungry pC/uP-based PCCs. For the more conser-
vative FSM-based PCCs, RF induction is a highly viable option resulting in
smaller-sized devices.

Question 2.22 Does implant PCC architecture have an effect on the power source and low-
power provisions employed?

We wish to find out whether the relation between the PCC architecture and the power source
as well as the low-power provisions chosen is significant. A relation between FSMs and RF-
induction as well as Cs/uPs and batteries has been established in Table 2.32a] and is also
manifested in Figure2.32b] Yet, the chi-square test returns a marginally non-significant p-value
(X? = 5.6411,p = 0.0596).

Conversely, when low-power provisions are concerned (see reported schemes in Table 2.16a),
the test is strongly significant at the .001 level (X*> = 32.1188, p = 1.548e — 05). The
associated CA plot in Figure 2.32dreveals that FSMs are most often encountered implementing
either subsystem-powering schemes or no schemes at all, whereas pCs/uPs usually implement
only power-save or both reported schemes. It should be noted that this affinity to the power-save
scheme stems chiefly from the fact that most utilized ©Cs/uPs are commercial components with
various low-power operational modes already built-in.

While on the power-consumption topic, we also explore the effect the various
PCC-architecture types have on the reported power consumption (peak active)
of the surveyed implants. To illustrate, we have drawn Figure The
boxplots reveal a visible difference in median values across coreless, FSM-
based and pCs/uP-based implants.

Question 2.23 Does the chosen implant PCC architecture have an impact on its power con-
sumption (peak active)?

Although the various PCC types rank as expected in their power requirements (i.e. pC/uP
> FSM > no PCC), the difference in medians is, once more, not supported by statistics — a
Kruskal-Wallis test returns a non-significant p-value (X? = 3.2052, p = 0.2014).
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Figure 2.32: Implant PCC architecture vs. power features.

Basic clock frequencies for the PCCs (attribute ‘PCC frequency’), commonly
range from 1 to 10 MHz with an overall median of 4 MHz. If a PCC is not
present in a design (e.g. the design is analog in nature), then overall-system
frequencies have been collected where available (‘non-PCC timing’). They
generally appear to be one order of magnitude lower than their digital counter-
parts with an overall median of 600 kHz. This is somewhat expected for analog
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or mixed-signal designs where timing is used only for driving sampling-related
sub-systems such as switched-capacitors, analog MUXes and simple counters.
Analog circuits are, after all, more susceptible to clock skews as frequencies
grow. PCC-enabled (thus, mainly digital) designs are - on the other hand -
more tolerant to noise and voltage drifts and allow easily higher clock rates.
There is, though, an additional, more subtle reason anticipated for this gap. In-
terestingly, designers are “forced” to go to higher clock rates due to the above
discussed tendency towards commercial ICs which typically run at a minimum
of a few MHz, e.g. the Atmel AVR datasheets indicate a 4 — MHz uC clock.

Question 2.24 How does implant PCC frequency change with different PCC architectures and
over time?

Except for median values, it would also be interesting to investigate whether PCC clock fre-
quencies exhibit any appreciable shift in values over the survey studied years. Please note that
the sample size of non-PCC-timing data is not large enough to allow analysis.

In Figure 2.33al we have fitted a LS line through the PCC-frequency data points. The standard
error of the available data is high, thus, reducing the certainty of our conclusions. With this in
mind, the observation can be made that PCC frequencies are — in fact — not picking up over the
years. This has been verified by a G test which shows no significant difference (G = 0.0951,
p = 0.9536) from an intercept-only line. It could be explained by the fact that operating fre-
quencies are already high enough for present implant applications to be served. Irrespectively
— or, perhaps, because — of this, designers may have chosen to hold operating frequencies more
or less stable in an effort to cut down on consumed power. In either case, frequencies do not ap-
pear to be changing appreciably with time which implies that provided processing throughputs
(and sampling rates) are sufficient for current applications. This conclusion is also supported
by Research Question[2.17] on stabilizing sampling frequencies over the years.

In order to appreciate also the range of operating frequencies across different PCC-architecture
types, we have plotted Figure2.33bl The boxplots reveal a higher median value but also a wider
dispersion of values for uCs/uP-based PCCs compared with FSM-based ones. The difference
in medians (approx. 2 MHz) does not appear to be significant (X? = 0.1471,p = 0.7014).

PCC instruction-set statistics have also been collected and presented in this
section; namely, the actually used and the fotal number of instructions as well
as the instruction-word and data-word sizes. Reported instruction sets vary
greatly and may consist of 1 up to 130 different instructions, with the median
around 25. 5. Outstanding cases with 100 or more instructions are commercial
PCCs of which the implant utilizes a rather small subset for performing its
functions. However, in a few cases, designers have also reported the actual
subset of total instructions available that they have used in their design. This
subset has a median value of 2.5 instructions. In effect, an overall ratio of
used to total instructions can be calculated, roughly equal to 11%. In Research
Question instruction-count trends over the years are also investigated.

The low instruction-utilization ratio (overall and across the years) underlines
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Figure 2.33: PCC-operating-frequency characteristics with respect to PCC
architecture and trends over the years.

Question 2.25 How does the number of total and used instructions of implant PCCs change
over time?

Except for overall median values, we have attempted to visualize how fotal and actually used
instruction-set sizes have evolved over the surveyed years. In Figure 2.34] linear regression
models have been fitted on the available data. The reader can observe that sample sizes for used
instructions over the two latest time periods are very small; thus, we should be very careful
when extracting conclusions.

Trends of the total number of instructions appear to be climbing over the years (Figure 2.34a)),
reflecting the introduction as PCCs of commercial, uCs/uPs PCCs featuring increasing
instruction-set sizes. Trends of the number of used instructions, on the other hand, appear
to be static (Figure 2.34b). We have performed a G test which returns an insignificant p-value
of almost one (X2 = 1.0632e — 05, p = 0.9999). There is, therefore, no evidence that
the number of used instructions is changing over the years. By combining information from the
two trend lines —i.e. a linearly increasing number of total instructions and a stagnating number
of used instructions —, we can conclude that the instruction utilization ratio is dropping linearly
over the studied period.

the price paid for employing commercial PCCs instead of custom-built ones.
It, further, suggests that introducing (off-the-shelf) implant PCCs with smaller
instruction sets could help to maintain, in the future, all the benefits of com-
mercial ICs while limiting unnecessary hardware complexity and, thus, power,
area and delay.

The last attributes discussed in this section are instruction-word and data-word
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Figure 2.34: Number of used and total instructions per implant PCC over the
years.

sizes. For the former, a median count of 14 bits and for the latter of 8 bits
has been found. Instruction words are relatively erratic in their sizes ranging
from as few as 4 bits to as many as 45 bits, being heavily dependent on the
application at hand as well as on the communication protocol implemented be-
tween the implant and the external host. This is because usually an instruction
word is a subset of one (or more) command frame(s) transmitted to the implant.
Data words are in most cases equal to 8 bits, which is nothing more than the
adherence to the “standardized”, popular memory-word sizes of 8 bits. This
is becoming more apparent by the fact that most implants make heavy use of
the on-chip data memory of their commercial PCCs (being mostly 8 — bit
architectures so far).

2.6.6 Miscellaneous implant features

Having reviewed general implant characteristics and the specifics of PCCs, a
discussion on more “qualitative” attributes of implantable systems is in order.
These attributes — adjustability, versatility, programmability, modularity and
reliability — are more difficult to detect in the description of the various designs,
let alone quantify their effects. This makes statistical analysis (so far limited
by low sample populations and large noise margins) even more difficult to
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perform. Even so, the present taxonomy and analysis would be incomplete
were such attributes to be disconsidered.

The first trait, termed ‘adjustability’, is related to the ability of an implant to
support diverse operational settings for its included peripherals. That is, mon-
itoring devices can poll their attached sensor(s) at different sampling rates for
data acquisition, stimulating devices can generate different current-amplitude
ranges for their stimulation channels and so on. The benefits of building ad-
justable systems are many:

1. Various instances of the same system can be produced with (slightly) dif-
ferent operational settings and at no extra development costs.

2. System operational settings can be altered after implantation for carefully
adapting the device functions to the special needs and comfort of each pa-
tient, e.g. the stimulating patterns of a microstimulator can be fine-tuned,
depending on the responses by the specific patient.

3. In many a case, physicians do not know a-priori what the “correct” settings
to a medical problem are and, thus, need to first implant the device and
then adjust its functionality by trial and error. Furthermore, dynamic, in-
system adjustment of functional parameters gives in-vivo medical studies
a great boost by allowing researchers and physicians to easily test various
parameter combinations (e.g. stimulation trains) in test subjects without
the need for repeated implantation and explantation surgeries which are
tedious, expensive, unpleasant and often dangerous ordeals.

4. Further, adjustability of peripherals allows for newer, more sophisticated
versions of implemented algorithms — which make use of these peripher-
als — to be seamlessly accommodated in a system. The result is enhanced
functionality, e.g. in the case of ICDs, for sensing and classifying arrhyth-
mias [[147].

5. Lastly, adjustable systems can compensate for readout-circuitry non-
linearities (due to transistor mismatches etc.), sensor drifts, biological-
tissue reactions and other phenomena which manifest only after device fab-
rication and packaging or, worse, after chronic implantation inside the body.
It has been shown that digital compensation can improve sensor accuracy
by at least an order of magnitude over the uncompensated device. Com-
pensation can be achieved algorithmically, in the PCC of an implant, e.g.
polynomial-coefficient generation can be set up and run automatically with
negligible delays during a testing phase [149].
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Figure 2.35: Relative distribution of implants featuring adjustable peripherals
over the years.

In effect, adjustable systems feature increased useful lifetimes, higher flexibil-
ity and sharper operation. It is stressed that most of the above benefits hold
for systems that provide dynamic, i.e. in-system, in-vivo tweaking of their
parameters rather than static, i.e. assembly- or packaging-time adjustments.

Analysis of the survey data reveals that researchers have indeed identified early
on the need to build adjustable devices and have, thus, incorporated various
features to support it. Overall, 42 out of the 60 surveyed implants have been
found to offer some kind of adjustability. This makes up for as high as 70%
of all cases and is indicative of the unfailing attention researchers have placed
on building adjustable systems. In many cases, these are second- or third-
generation systems, augmented with dynamic settings, instead of preset ones.

Figure 2.33al shows adjustability-enabled implant trends over the years. The
small drop in adjustable systems observed over the period 1998-2001 may be
attributed to the previously discussed coreless bias. Generally speaking, we
see a stable inclusion of features for adjustability over the years.
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Figure 2.36: CA plot of implant adjustability vs. publication year.

Question 2.26 Do the relative percentages of adjustable implants change significantly over
time?

Given the more or less constant presence of implants with adjustability features over the years,
we do not expect any noticeable change in the already high percentage of such systems over
the years. Indeed, we perform a chi-square test which gives no evidence of a changing trend
(X* = 2.4709, p = 0.2907). A CA plot of the same data is equally inconclusive, as seen in
Figure 236

A small percentage of the studied implants (17%) goes a bit further and fea-
tures designs that accept a limited gamut of interchangeable peripherals; we
have termed this property ‘versatility’. More specifically, these implants fea-
ture interfaces (channels) with adjustable characteristics, to which a number of
different sensor (or other) modules can be plugged in (at design, fabrication or
packaging time). They can, therefore, configure their readout electronics to the
sensitivity, the speed and, less commonly, the resolution of the ported sensors.
Of course, limitations exist in this approach since the ‘versatility’ feature de-
pends on various aspects such as the physical interface, the data encoding and
the powering scheme of a plugged-in peripheral. For example, if a sensor out-
puts PWM-modulated data but the implant “understands” only PCM signals,
direct interfacing between the two is not possible unless extra glue-circuitry is
included. It is stressed here that the versatility attribute refers to implants de-
signed to support interchangeable (pluggable) peripherals and not to support,
simultaneously, a number of statically connected peripherals, as was discussed
in Section

The gathered data shows that in the vast majority of cases, the interchangeable



2.6. SURVEY RESULTS 73

100% -
90% |
80% -
70% -
60% -
50% -
40% -
30% -
20% -
10% -
0% -

1994-1997 1998-2001 2002-2005

(a) Trends over the years.

| 1994-1997 1998-2001 2002-2005

Pi to Pi +o Pi +o
no | 0.813 0.098 0.850 0.080 0.824 0.092
yes | 0.188 0.098 0.150 0.080 0.176 0.092

#N | 16 20 17

(b) Probability estimates (p;) and their standard
errors[SH (o, ).

Figure 2.37: Relative distribution of implants featuring versatile (inter-
changeable) peripherals over the years.

peripherals are sensory units since they are the most easy to accommodate.
Actuators usually come with more diverse control and powering requirements,
making it more difficult to cover different types of them. An interesting case
has been presented by Fernald et al. [41]]: the implant is designed with a serial-
bus architecture able to interface to an arbitrarily large number of different
peripherals (sensors, actuators, memory blocks, transceiver units etc.), all in-
terconnected in a daisy-chain fashion.

Oddly enough, the “versatile” implant cases are not a proper subset of the ~ad-
justable” ones. Indeed, as the study indicates, there are three instances whereby
different peripherals are supported but their functionality does not appear to be
adjustable. The overall percentage of versatile implants is rather low (17%)
and this is also manifested in the percentage of implants with such provisions
over the years; see Figure 2.37al This is to be expected for one main rea-
son: Designing for various peripherals increases the complexity of a system
and introduces a certain amount of overhead due to the support circuitry re-
quired. What is more, there are — as of yet — no widespread industry standards
on sensor/actuator interfaces which can guarantee to researchers portability of
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their implant designs through a comprehensive, established pool of standard-
conforming peripherals to routinely select from.

However, this is not to say that work on standardizing sensor (and actuator)
interfaces for other technological niches has not been attempted in the past.
Industry-related bus standards focusing on reliable, high-performance com-
munication have been described and commercialized in the past ranging, for
instance, from the popular analog 4 — 20 mA current-loop interface to the
Profibus-DP, the CANbus (+, 2.0B etc.), the busWorldFIP Fieldbus and the less
exotic Ethernet IEEE802.3. Interesting comparisons between various such in-
terfaces can be found, for instance, in [98]] and [44]]. In the field of low-power,
wireless sensor networks (WSNE), agreeing on a specific bus interface has
been the topic of long discussions lately, as well. A prominent case is the work
done by Najafi, Wise et al. [87.99/149]] who have come up with various flavors
of standard bus interfaces. A full-duplex, parallel bus known as the Michigan
Parallel Standard (MPS) is implemented with 16 lines whereas a more sparing,
half-duplex serial bus, the Michigan Serial Standard (MSS) is implemented
with just 4 lines. Another featured “intramodule sensor bus” for environmen-
tal monitoring comes with 9 signal lines [155H157]] and is based on the MSS. It
is also very similar to the transducer-independent interface (TII), based on the
recently developed IEEE1451 standard for sensor systems [34,811[151]]. Zhang
et al. [159,1160] have come up with a general-purpose, low-noise, low-power
bus standard which is hardware-compatible with the TII standard but expands
on it supporting multi-node systems and plug-n-play capabilities.

While not all attributes of standardized interfaces such as the above can be
exploited for implantable systems, various items such as high reliability and
high accuracy can intuitively migrate to biomedical implants. In this context,
the versatility percentage, discussed previously, is rather encouraging and is
anticipated to increase in the years to come. Besides, the exact figure may in
fact be somewhat higher since for some study cases it was rather difficult to
discern whether the system was designed to support more peripherals or not.

Question 2.27 Do the relative percentages of versatile implants change significantly over time?

Contrary to adjustability, the available data does not support that versatility has not been
strongly pursued over the years. Percentages remain low throughout the surveyed years of
the study. This is verified by a chi-square test which returns a strongly non-significant p-value
(X2 = 0.0965, p = 0.9529). A CA plot (Figure[238) does not offer more information.

The ‘programmability’ field includes all those devices that realize their func-
tionality by executing source code stored in a program memory, i.e. (part of)
their control is software-based rather than hardwired or hard-coded. This is
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Figure 2.38: CA plot of implant versatility vs. publication year.

an interesting-to-know feature since it reveals implantable systems that can
potentially adapt their functionality to more than one application by (off-line)
reprogramming their control and processing behavior (and by plugging in the
proper peripherals).

Data analysis reveals 15% of all cases (14 unspecified) to be programmable,
which is exactly the same subset of those implants based on pC/uP PCCs (see
Figure [2.29a)). This translates to the conclusion that in cases where researchers
have wanted to design an implant with programmable functionality, they have
almost always opted for a (commercial) uC or uP as the implant PCC.

A prominent instance of a programmable system adapted to two completely
different applications is presented in literature by Lanmiiller et al. [[77]. The
first system is designed for cardiomyoplasty, aortomyoplasty, skeletal-muscle
ventricle (SMV) and other cardiac-assistance purposes and features ECG-
triggered, multichannel stimulation of maximally two skeletal muscles with
the goal of increasing muscle output. The second system is a nerve micros-
timulator developed for use in electrophrenic respiration (EPR) - applied in
diaphragm pacing - and for graciloplasty - applied for fecal continence - and
allows for activation of maximally two muscles, too. In this case, the ECG-
measurement hardware is not required and has, thus, been omitted while the
software running in the uC of the implant (as well as the software in the exter-
nal host computer) has been modified accordingly. Other than that, the system
setup remains principally the same. A Motorola pC has served as the PCC in
both applications.
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Figure 2.39: CA plot of implant programmability vs. publication year.

Over-the-years trends of implants with programmability capabilities are plot-
ted in Figure 2.40al The trends are not clear but, assuming the dip in the
middle period 1998-2001 is due to the coreless bias, programmability-enabled
implants appear to be increasing slowly.

Question 2.28 Do the relative percentages of programmability-enabled implants change sig-
nificantly over time?

We wish to investigate whether there is any appreciable change in the number of
programmability-enabled implants over the years. A chi-square test reveals no significance
(X? = 3.0923, p = 0.2131) which indeed indicates a slow (or totally absent) increase in
such devices. A CA plot provides similar visual cues (see Figure 2.39) showing a weak relation
between programmability-enabled implants and the latest study period 2002-2005.

Of the programmability-enabled cases, program-memory sizes range from
512 B to 256 KB with a median of 7.3 KB. Besides, to investigate program-
memory sizes with respect to different implant functionalities, boxplots for
stimulation and measurement implants have been plotted in Figure

Question 2.29 Does the implemented implant functionality have an impact on its program-
memory size?

The boxplots reveal that, as was also the case for data memories (see Figure [2.25b]), measure-
ment implants display a wider range of values for program memories than stimulation implants,
nonetheless with a slightly smaller median value. This underlines the data-intensive operation
of the former as opposed to the control-intensive behavior of the latter systems. A Kruskal-
Wallis test verifies that the difference in central tendencies is not significant by returning a large
p-value (X2 = 0.0067, p = 0.9347). This is an interesting finding: existing data does not
suggest that either type of implant has significantly larger needs in program-memory size.
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Question 2.30 How does implant program-memory size change over time?

A LS quadratic regression line has been considered the best fit for the available program-
memory-size data points; see Figure 2.40dl The regression model reveals a genuine increase of
program-memory sizes over the years.

It is interesting to observe that these trends agree with the data-memory-size
trends found in Figure From the two figures we can conclude that (a)
memory sizes appear to be generally increasing over the years and (b) program
memories feature large sizes than data memories. Both these conclusions agree
with mainstream memory trends, which supports the current analysis.

Another interesting property of implants is design ‘modularity’, i.e. it charac-
terizes devices that have been designed generically enough so that their core
can be reused in very diverse applications. By the term ‘modularity’ we don’t
simply imply those devices that can support a specific set of different peripher-
als — this was covered by the previously seen ‘versatility’. Instead, we consider
implants which are based on an architecture capable of supporting a (theoreti-
cally) infinite number of application setups, i.e. a general-purpose core which
can be used in various biomedical scenarios with no modifications whatsoever.

Only one of the studied implants has been consciously based on a generic (as
opposed to highly dedicated) design for the PCC part, introduced by Fernald
et al. [41]. As previously mentioned, the implant is designed with a flexible
architecture, communication protocol and bus interface for closure over a wide
range of peripherals and corresponding applications. The system proposed by
Smith et al. [127]], which has been also discussed in Section [2.6.1l though not
truly generic, comes closer than most other systems with provisions for a large
range of measurement and stimulation applications.

If we relax our initial definition of ‘modularity’ somewhat by including also
systems that have been built with sub-blocks intended to be reusable in other
scenarios, we come up with 5 more devices (bringing the total to 10% of all
studied cases). In these systems, specific circuit modules have been designed
to be suitable for a range of different applications. A typical instance is the mi-
crostimulator put together by Arabi and Sawan [5]] which comprises a voltage
regulator, a data/clock separator, a FEC-circuitry and stimulation channels all
designed to be reused for implementing other neuromuscular prostheses. Mod-
ularity comes also in the flavor of external data/address busses and CS (Chip-
Select) lines that allow for expanding a basic system with more, peripheral-to-
the-core subsystems if the application demands it. Such a case is presented by
Stotts et al. [131]]. Over-the-years modularity trends are plotted in Figure 2.41al
which indeed illustrates the altogether small number of modular devices.
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Figure 2.41: Relative distribution of implants based on a modular design over
the years.

Question 2.31 Do the relative percentages of modularity-enabled implants change significantly
over time?

We, again, perform a chi-square which returns a non-significant p-value (X* = 0.6579,
p = 0.7197). This is expected given the scarcity of the available modular devices. A CA
plot (Figure 2.42)), however, reveals a similar picture to the programmability attribute before:
modular implants are more prominent, if weakly, to the latest study period 2002-2005.

While the design approach sanctioning IP reusability has been tried and proven
in other, non-biomedical fields, the low percentage of modular implants re-
vealed by our study indicates that, until now, it has not been truly adopted
in microelectronic-implant design. However, we consider this to be an excel-
lent design recipe and well-suited for this field, too. It can potentially offer a
tremendous boost to implantable systems by allowing researchers to develop,
exchange and utilize IP cores which are guaranteed to work and are already
proven in some other implant design. Such reusable and modular designs will
reduce effort for clinical approval, will shorten development times and will
minimize testing and verification costs, which are non-trivial altogether es-
pecially in the biomedical domain where (inter)national regulations are most
stringent. Few generic implant designs have been proposed over the last 30
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Figure 2.42: CA plot of implant modularity vs. publication year.

years or so and, while their significance is not larger now than it was before,
recent advances in CMOS microtechnology make generic design more plausi-
ble now and allow for new approaches to the subject, previously turned away
as unrealistic.

The last parameter studied in this section is ‘reliability’. Under this term are
included all provisions and techniques employed for increasing the safety and
dependability of implantable devices. Design-, implementation-, fabrication-
and run-time techniques are considered, intentionally excluding mechanical
schemes and focusing on the electrical ones. The reliability parameter is a
crucial feature of implantable systems — perhaps the most crucial — given the
delicate nature of the biomedical field. Survey findings have revealed various
flavors of it which have been grouped in 7 distinct classes, as follows:

1. Duplication of circuits and structures (multiple threads of supply wiring,
backup circuitry etc.);

2. Self-test/diagnostic circuitry: battery voltage/temperature, output curren-
t/voltage, SW failure, system clock, RF-signal strength, HW breakpoints
and debugging etc. implemented through the use of Watch-Dog Timers
(WDT) etc.;

3. Safety circuitry: unintentional-stimulation prevention, reset on error etc.;

4. Test/interrogation modes (SW-based or HW-based, autonomous or
externally-controlled);
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Figure 2.43: Relative distribution of implants with reliability provisions over
the years.

5. Error-detecting/correcting instruction decode: parity-check, Hamming
codes, CRC etc.;

6. Design for structural testability (scan-based testing); and

7. Humidity detection in hermetically sealed implant packaging.

For such a mission-critical field as biomedical implants are, the overall per-
centage of devices incorporating reliability-enhancing schemes is surprisingly
low, only 35% (17 out of 49 cases, 11 unspecified). Even more surprisingly,
trends over the years in fact reveal a dropping ratio of implant devices explic-
itly designed with some kind of reliability provisions; see Figure 2.43al

For gaining further perspective on the reliability issue, figures 2.45aland
have been generated, associating reliability provisions with the PCC type and
PCC architecture of implants, respectively. Figure 2.43alindicates that systems
with full-custom and commercial PCCs are the most probable to appear with
reliability provisions. In both cases, roughly half of the designs are “reliable”.
By cross-correlating the figure results with data from the ‘reliability’ variable,
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Figure 2.44: CA plot of implant reliability vs. publication year.

Question 2.32 Do the relative percentages of reliability-enabled implants change significantly
over time?

Statistical analysis, once more, does not verify (X = 3.461, p = 0.1772) the visual
observations made from Figure 2.43al Although scoring a lower p-value than for the previous
attributes, p is still not significant. Still, a CA plot (Figure 2.44)) tells the same story as the bar
chart; i.e. implants with “no” reliability provisions are to be found in the locus of the more
recent years of the study.

Question 2.33 Does the chosen implant PCC design and PCC architecture have an impact on
its reliability provisions?

It is very interesting to see how reliability-enabled devices are distributed among the various
PCC-design and PCC-architecture types encountered so far. To do so, we first need to establish
that there is indeed a correlation between ‘reliability’ and each of these variables. We perform
chi-square tests and they both return significant p-values at the .05 level (X = 8.1867 and
p = 0.08497 for PCC design; X> = 9.1477 and p = 0.0103 for PCC architecture).
These correlations have been visually illustrated in the bar-charts of Figures [2.45al and 2430l
Respective CA plots are also provided in Figure .45 and 2.43d] to explore these correlations
also visually.

it is further extracted that more radical reliability provisions are assumed by
full-custom designs as compared to commercial ones. For the former, design-
ers have actively gone out of their way to incorporate testable devices (class 6),
with various diagnostic and testing circuits (classes 2 and 4) as well as safety
and duplicate circuits (classes 1 and 3). For the latter, designers have appeared
to rely mostly on built-in capabilities of the commercial PCCs they are using.
For instance, the otherwise unutilized on-chip ADC of a commercial pC is
employed as a feedback element which monitors the implant battery level and
temperature and informs the user or takes some other course of action.
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Figure 2.45: Distribution of reliability per PCC design and per PCC architec-
ture.

The general impression formed is that in commercial PCC-based systems, de-
signers have treated reliability more as a secondary design goal and less as a
primary issue and have, thus, supported it only through unutilized resources
of the commercial components at hand. The reason for such an attitude might
be sought in the fact that commercial components have more or less known
MTTF (mean time to failure) and pre-verified, proven functionality. Thus, in
such cases designers seem not to feel further design for reliability is needed.
There could be a more practical aspect to this attitude. Namely, “injecting”
reliability schemes into commercial cores is more difficult than into custom
ones (where one is in full control of the design), which also explains the less
radical approaches taken for the former.

For structured-custom and semi-custom designs, the number of available cases
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is not sufficient to extract safe results; still, in these cases one can anticipate
the low percentage of reliable designs, as well. Devices with the overall lowest
percentage (1 out of 14 cases, 7%) are those not including a PCC. This could be
justified by the fact that such systems are usually hardwired implementations
with highly predictable, straightforward behavior either due to their low design
complexity or due to their static behavior. Thus, their functionality is easier to
test and their failure rate easier to predict.

Figure reveals another aspect of the reliability results. The “no PCC”
column is the same as that in Figure 2.45al The other columns report on the
percentage of “reliable” implants based on FSM cores and on uC/uP cores.
pC- and pP-based systems present the highest percentage of reliability provi-
sions (60%) while FSM-based ones follow with roughly half that (32%). This
large gap between the two PCC architecture styles can be explained by the fact
that while FSM-based cores are hardware implementations of the implant con-
trol logic, uC/uP cores constitute software implementations of the control unit.
Contrary to a state machine, code execution offers more flexibility to a system
(see also previous discussion on programmability) but it also bears more com-
plex interactions and, in effect, more unpredictable behavior inside the system
and its sub-blocks. This also explains further the extremely low percentage of
reliability for implants with no PCC: a coreless design is certainly less complex
(thus, more predictable) than a FSM-based or a ©C/uP-based one.

There is a second reason why FSM cores score lower than pCs and pPs in
terms of reliability provisions and it has to do with system complexity as well.
1Cs and pPs are more complex and, thus, require higher reliability but at the
same time can provide this extra reliability at a lower cost than FSMs. Imagine
the above mentioned ADC which monitors the battery voltage level and tem-
perature and reports it back to the PCC. If the PCC is based on software execu-
tion, the overhead in design time and resources (CPU load and code/memory
size) is negligible. The expansion is as simple as adding a separate (diagnos-
tic) process to the executed code. If, on the other hand, such kind of control
needs to be implemented in a FSM, new (diagnostic) machine states are needed
which probably also need to run in parallel with the main FSM cycle. This in-
curs non-trivial costs in design time but also in system resources, €.g. more
transistors, higher power consumption, additional pins (connections between
the FSM and the battery) and so on.

Conclusively, uC/uP-based PCCs facilitate but also accommodate a higher de-
gree of reliability, in the general case. The vigilant reader will, of course,
realize that the above conclusion is nothing more than the comparison be-
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tween hardware-based and software-based implementations of reliability. It
is rather obvious that if hardware-based reliability is desired also for the cases
of pC/uP-based PCCs, that is, if reliability features are to be supported by
dedicated hardware instead of software modules running inside the core, ex-
tra effort and transistors are needed. Still, results indicate that software-based
techniques have been mostly preferred for ©C/uP-based implants, so far. As
a last remark, reliability provisions should be enhanced in future implant de-
signs, firstly, due to the mission-critical (medical) purpose they serve. Sec-
ondly, increasing design complexity under scaling technology makes hardware
components more amenable to faults, thus, demanding design for reliability.

2.7 Summary

In this chapter we have presented a taxonomy and in-depth analysis of a large
number of implantable systems covering mostly the 12-year-long period 1994—
2005. A large number of different device attributes have been investigated, re-
sulting in a rather detailed classification (although some implant aspects have
been consciously omitted or constrained). The data has been concentrated
in tables and, based on them, an involved commentary of the findings has
been presented. The survey has yielded interesting and, at times, counter-
intuitive results. The fact that modern microelectronic implants can be ef-
fectively grouped in only two main categories in terms of functionality, with
similar power and other requirements, the net increase in the dynamic power
consumption of implants and the drop in reliability provisions over the years
are only a few of these results. The lessons learned throughout this survey has
provided us with sufficient background knowledge and insights to confidently
take the next step which is the conceptualization of the SiMS project.

Note. The content of this chapter is based on the the following papers:

C. Strydis, Biomedical microelectronic implants, MSc Thesis, 2005.

C. Strydis, G.N. Gaydadjiev, S. Vassiliadis, Implantable Microelectronic De-
vices: A Comprehensive Review, Technical Report (CE-TR-2006-01), 2006.
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cal leaps has created an opportune environment for implantable sys-

tems to evolve into much more than applications of pure academic
interest. It has been an odd 50-year-long journey from the general-public
scepticism towards implants to their current status as undebatable solutions
against certain pathoses, such as heart arrhythmia, PD, deafness and more.
The fully implantable pacemaker, developed in 1958-59 by Wilson Greatbatch
and William M. Chardack, has been the first device to be implanted success-
fully into the human body and to operate seamlessly for long periods of time.
More importantly, this device has acted as the catalyst on the general public
closed-mindedness against biomedical implants. Indicative of the penetration
and impact pacemakers have achieved is the fact that, in the U.S. alone, a total
number of 180,000 implantable pacemakers have been registered for the year
2005 (source: American Heart Association [35]]).

T HE modern world of rapid socioeconomic changes and technologi-

Their becoming commodity products, implants are nowadays doing more than
simply follow societal trends. They are becoming an influential factor in
healthcare and — eventually, we believe — public-policy making. The phe-
nomenon has been witnessed before, with other life-altering technological ad-
vances such as mobile telephony. These complex (direct-inverse) socioeco-
nomic and technical (as discussed in the previous chapter) relations have been
the major incentive for the present thesis work and have led to our proposing of
anew paradigm for implantable devices known as SiMS — Smart implantable
Medical Systems. Building on the technological trends pinpointed in Chap-
ter 2l in the present chapter we will concisely discuss the socioeconomic drifts
necessitating the inception of SiMS. We will, then, describe the SiMS concept
in detail and present the background information needed to realize it.
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3.1 Motivating a new generation of implants

The research work included in this thesis work has initially been stimulated
by a number of observations in the socioeconomic as well as in the techno-
logical plane. By performing an in-depth survey of the implant field (seen in
Chapter 2)), and through the process of this research, we became increasingly
knowledgeable in the field. Hands-on lessons learned, along with the gener-
ally observed societal trends, have helped in conceiving and refining the SiMS
framework; that is, a new approach in designing microelectronic implants. In
the following section, we briefly review the observations motivating SiMS.

3.1.1 Socioeconomic trends

In the face of ongoing socioeconomic advances, healthcare in the 21st century
is changing rapidly. In advanced countries, in particular, healthcare is moving
from a public to a more personalized nature [3,26]. In advanced countries the
following cascading trends are currently being observed:

e Population is aging through a net reduction in birth rates combined with
an increase in life expectancy;

e Healthcare costs are growing out of proportion; and

o Higher demands for betterment of quality of life are placed (health, fit-
ness, convenience etc.).

The costs of healthcare worldwide are increasing every year. In the Nether-
lands, in particular, the government is trying to keep the health insurances af-
fordable for all citizens by periodically reorganizing the system. Since health-
care spending always increases at a much faster rate than the average income,
such practices work only for a limited period of time. The rising healthcare
costs, in combination with population aging (i.e. more potential customers for
the healthcare system), form a tough challenge for modern societies.

Presently observed cost overruns and inefficiencies are clear indications of sys-
temic failures in the existent healthcare construct. To cope with such phenom-
ena, many contemporary healthcare systems have set off implementing the
New-Public-Management (NPM)) paradigm. This paradigm, in the words of
Kickert, claims that:
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“Under conditions of heavy public demands but a severely con-
strained public budget, the only feasible alternative to cutting
public services or raising taxes, seems to be to reduce costs, in-
crease effectiveness and efficiency, and deliver ‘more value for

59

the money’.

The paradigm has already received strong criticism [22L[74], yet is it a reality
pushing the public sector to become more businesslike, ‘work better and cost
less’, and become more client-oriented. In the legal domain, governmental
parties in many countries are now attempting to preempt the coming change
by revising the standing legislation and passing new one in order to cope with
this new era [102].

Such socioeconomic trends have given birth to the notion of personalized
healthcare. The term introduces a new approach to effective healthcare — as far
as economics go, at least — whereby default hospitalization and generic treat-
ment of patients is discouraged and supplanted by patient-specific prognosis,
diagnosis and, mainly, treatment. It goes without saying that fechnology will
be the vehicle for enabling personalized healthcare; similar trends have already
been witnessed in the cell-phone and portable-computing revolutions.

Better use of technology — and, in our case, implants — can and should be
used to get control of healthcare costs. For example, continuous monitoring
of physiological parameters can be used instead of occasional meetings with
the doctor. Having an up-to-date and complete picture of the changes in a
patients condition will enable disease prognosis, which by definition is more
effective and less costly than disease treatment. It should be stressed that such
technology will be used not only for high-risk or chronic patients, but also for
general lower-risk patients over periods of normal activity in their home or
work environment.

3.1.2 Technological trends

A number of technological innovations is attempting to carry healthcare sys-
tems to the next level, such as wearable electronics, portable medical monitors,
body-area networks (BANk) and, last but not least, microelectronic implants.
Implants have been around for more than 50 years, yet over the last decade they
have being designed for an expanding range of applications ranging from im-
plantable microstimulators to pervasive, in-vivo monitoring and data-logging
devices, as detailed in Section
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Implants have clearly benefitted from the astounding recent fechnology-
miniaturization trends [66], boasting smaller sizes, lower power consumption
and increased performance of the transistor devices. Simply put, while the
human-body dimensions have not changed, microelectronics dimensions have
— by proportion — shrank to such an extent that modern implants are becoming
sufficiently sophisticated and small so as to treat various human pathoses, even
at the most constrained parts of the human body. It is this practical property
along with their wider acceptance in modern societies that is making them a
primary technological driver towards personalized healthcare.

3.1.3 Survey-based implant trends

The previous discussion gives indications that current socioeconomic and tech-
nological trends are in place to favor the wide deployment of microelectronic
implants. Yet, the survey performed in Chapter [2] has revealed a shift in the
implant-design paradigm: implant PCCs are gradually moving from custom-
designed (ASIC), application-specific (e.g. FSM-based) systems [50,196L/106]]
to more off-the-shelf and generic (e.g. pP/pC-based) ones [25,78,184]. Fur-
thermore, PCC design is becoming more streamlined and structured than it
used to be and that, in the near future, implant functionality will be based on
executed software (written in some high-level, established language like C)
rather than on hardwired circuits.

Such a transition has been previously witnessed in other computer-engineering
niches (a prominent example being the Personal Computer — PC) and is antic-
ipated to lead to a booming in implant designs and applications. As desirable
as such a turn of events is, alas, it does not come for free. An adverse effect
is that reported implant power budgets are increasing over time, even though
transistor dimensions are shrinking and implemented device functionality is
not overtly complex.

Another revealed pitfall is the serious absence of design for reliability (DFR])
in implants: software-based, ad-hoc reliability techniques have been replacing
inherently reliable implant designs over the years. For a field of highly-mission
critical embedded systems where human lives and high costs are involved, this
poses a significant problem.

Last but not least, even though implant designs are becoming more structured,
product development is still highly application-specific. Already established
product cases such as the family of pacemakers introduced by Medtronic,
Inc. [91]], where previous design expertise is (re)used to enhance the next de-
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vice version, are currently the exceptio. Reasons for this long-lasting atti-
tude are thought to be the high-risk and, thus, high-cost characteristics of the
implant market which, understandably, force companies to assume a highly
conservative (and often secretive) stance towards new product development.
Unfortunately, it is this particular attitude that (a) is keeping implant-device
costs prohibitively high for a large part of the population and (b) is limiting the
gamut of potential implant applications.

To sum up, currently witnessed implant-design trends weave a bright picture
for future implants which is only hindered by certain existing issues; namely,
rising power consumption, lack of DFR and recurring (re)design costs.

3.2 Smart implantable Medical Systems (SiMS)

As the previous sections have elucidated, microelectronic implants are one of
the primary vehicles for personalized healthcare in modern societies. Never-
theless, the current status-quo in the field suffers from certain problems which
have to be dealt with, for the first time, in a top-down fashion. Enter SiMS.

3.2.1 The SiMS concept

The main goal of this thesis is to deliver SiMﬂ; that is, a systematic approach
(thus, a framework) which provides biomedical researchers with a toolbox of
ready-to-use, highly reliable implant sub-systems and models in order to con-
struct (optimal) implants for various medical applications. The SiMS frame-
work has to guarantee the following essential attributes:

e high dependability (reliability, availability, maintainability and safety),
e modular, versatile design for design reuse,
e ultra-low power (ULP) consumption, and

e miniature size.

Devices built on the SiMS framework will be small, fine-tuned implantable
devices to the application at hand, yet built of generic components. Without

"Notice that, even in this case, we have a succession story of incremental pacemaker/defib-
rillator designs which still target a very narrow application field.
20fficial SiMS website: http://sims.et.tudelft.nl


http://sims.et.tudelft.nl
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Figure 3.1: Block diagram of the SiMS concept.

requiring redesign, they are able to measure and/or regulate one or multiple
biomedical parameters simultaneously and communicate with external (out-
of-body) computing equipment wirelessly. Given that such devices are directly
related to human life, they will be characterized by very high reliability and
some degree of autonomy and self-awareness (within extremely demanding
low power and size constraints). Within the SiMS context, performance does
not need to be particularly high. As the survey in Chapter 2 has revealed, high
PCC frequencies are not needed. Rough frequencies of 4 MHz are deemed more
than enough to execute the implant tasks within real-time deadlines set by the
applications. Of course, we expect slightly higher (maximal) frequencies for
the SiMS devices as a necessary side-effect of the generic nature we impose
on SiMS.

Our long-term goal is silicon, multi-sensor/-actuator, single-chip, wireless
medical systems. Such systems will be produced using fully integrated CMOS
processes. In addition, they will be capable of context-sensitive behavior
(thus, smart), due to their multi-parameter awareness and communication abil-
ities. The combination of the aforementioned issues with the envisioned mod-
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Figure 3.2: Reconfigurable hardware, replicated hardware and microcoded
units in the SiMS processor.

ular system approach, introduces new research challenges. A conceptual dia-
gram of the SiMS framework is depicted in Figure 3.1l In the next sections we
give a short description of the various SiMS subsystems.

3.2.2 SiMS digital processor

The digital processor (the so-called SiMS processor) forms the main process-
ing/controlling unit characterized by extremely low power consumption and
fault tolerance. The SiMS processor (essentially the PCC of a SiMS implant)
is responsible for:

e collecting and processing data from the sensors and/or regulating the
functionality of the actuators,

e forwarding data to the radio transceiver for telemetering information ex-
ternally and for accepting commands received from the external host
(e.g. the treating doctors computer),

e controlling the functionality of the various implant subsystems; for in-
stance, it is able to turn subsystems off when idling for long periods of
time and back on when their operation is required.

Implantable devices are liable to a set of strict (often extreme) specifications
due to the sensitive and demanding nature of their living “environment” and
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SiMS have to conform to them. In this context, the SiMS processor will be
crucial in delivering highly dependable implantable devices. In principle, it
will achieve this by displaying attributes of error detection and error correc-
tion as well as self-testing and self-repairing properties. Such features will
be achieved by redundant hardware structures (e.g. replicated modules) that
will continuously check, correct and/or isolate faulty modules. To this end,
reconfigurable standard cells are also considered, as shown in Figure[3.2] If re-
configurable hardware proves to be to expensive power-wise, incorporation of
microcoded units is also considered as a trade-off between power consumption
and chip size. Since performance is not a primary concern in SiMS, microcode
may turn out to be an interesting (and, perhaps, more reliable) alternative for
implants. In addition to the hardware, all SiMS software modules have to be
error-resistant and self-correcting, as well (e.g. unique checksums shall be as-
signed to the instructions for picking out soft errors). The above features will
give implantable systems the much-desired properties of robustness and safety,
which are rudimentary ones, given the medical nature of the applications.

The SiMS processor will be small (16-bit architecture or less) featuring only
a few thousand transistor devices at a maximum. The obvious reasons for this
choice are the small-size and the ULP constraints (100 — pW order of mag-
nitude or lower) that implantable devices have to adhere to. A slightly larger
size may deem a device unusable in the case of e.g. intra-cortical implanta-
tion whereas high power consumption: a) drains the battery of an implantable
device rapidly, and b) causes potential damage (e.g. burns) to its surrounding
tissue due to heat dissipation. A less obvious but equally important reason for
a small architecture is that it allows achieving and maintaining the reliability
of the system more easily.

Finally, the SiMS processor will define specific interfaces to all peripheral
modules (biosensor(s), bioactuator(s), communication module, power module)
and will, thus, standardize and simplify the way a large (infinite, for practical
applications) number of different modules are selected for different applica-
tions. In this way, SiMS devices will become multi-featured, multi-capable
systems easily built to the specifications of diverse applications by plugging-in
standardized, pre-verified, pretested peripheral cores to the implant PCC (i.e.
SiMS processor).

3.2.3 Typical SiMS workloads

With the exception, perhaps, of the implantable pacemaker and the cochlear
implant — the former expect[QRS|complexes from the heart, the second human-
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audible sounds — there has never been a commonly agreed upon list of “typical
implant” workloads (also known as benchmark). One reason is the pro-
hibitive diversity of the medical applications serviced by modern implants;
another could be the fact that, before now, there has never been proposed a
generic processor for implants (like the SiMS processor), thus creating the
need for an established list of processor workloads.

Our performed survey and experience so far indicates that there can indeed
be identified such a list of workloads which will be commonly encountered in
future implantable systems. This will serve a two goals: First, a common base
for comparisons among different implant designs can be established, similarly
to the benchmarks driving PC comparisons. Second, the benchmarks are in-
dispensable in drawing the specifications of the SiMS processor. In the next
chapter, we will take a closer look at what we consider a representative mix of
implant workloads, such as compression, encryption and data-integrity algo-
rithms.

3.2.4 SiMS HLL Compiler

The compiler will be responsible for generating the machine code to be exe-
cuted by the SiMS architecture. Application design will be straightforward: a
desired application behavior, defined by e.g. a doctor, will be properly encoded
in a high-level language (HLL) which will, then, be compiled to machine code
and directly mapped to the Instruction-Set Architecture (ISA) defined during
the first work package of this project.

Like all standard compilers, the compiler tied to the SiMS platform will be
able to perform code optimizations (instruction scheduling etc.). In so doing,
the instruction count (and, thus, execution time) of specific applications may be
reduced allowing for lower power consumption and, therefore, for prolonged
implantable device lifetime (i.e. autonomy). Other, advanced compiler issues
like reconfigurable- or replicated-resource allocation at static and/or dynamic
time will also be addressed. This, especially since optimizations have to be
performed not only for performance but also for small memory footprint, low
power consumption and fault tolerance.

The crucial issue of dependability will be indeed treated in the compiler
level, too. The compiler will actively handle this aspect by also accepting
application-specific constraint files along with the main application source

3Following the established computer-engineering jargon, the terms “workload” and “bench-
mark” are equivalent and will be used interchangeably in this thesis without further explanation.
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Figure 3.3: Overview of dependability guarantee through SiMS-compiler pro-
visions.

code. Such a file will include application-specific information regarding, for
instance, the nominal and maximal power consumption allowed, the area uti-
lization and the processing speed of the targeted application (see Figure [3.3)).
This set of constraints will - per case - reflect general specifications of the
application. For example, similar code transformations may lead to different
results in relation to the context — where, inside the human body, the targeted
system will be implanted. As an example, the same power dissipation that is
prohibitively large for usage inside the brain may be tolerated in some other
cases. Given the source code and the set of constraints, the compiler will then
determine if a realistic solution on the SiMS platform exists. It is an extra
safety precaution that, if such solution does not exist, the compiler will gen-
erate an error report and will not output any machine code for the device. In
case (some of) the constraints are not met, changes in the compilation switches
could also be suggested, e.g. decreasing the level of software-based fault tol-
erance will result in smaller fault coverage but perhaps also less power, less
memory utilization etc..

The interplay between the SiMS compiler and architecture can be the design
spot where ample research and interesting ideas can be generated. Except
for safe compilation and fault tolerance at the software-only or hardware-only
levels, solutions that require both the participation of the compiler and the ar-
chitecture are also considered. An example of such a collaborative approach
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to fault tolerance can be the following: (a) develop a set of test instructions for
the critical parts of the architecture, and (b) have the compiler schedule such
instructions efficiently (e.g. replace some NOP instructions with test instruc-
tions) for execution while respecting performance, power and program-size
constraints given by the application addressed. This is illustrated in Figure 3.41

3.2.5 SiMS peripherals

Biosensors and bioactuators attached to and under direct control of the SiMS
implants are considered in this part. Investigation of new sensor and actu-
ator peripheral modules or improving of mature ones, all well-suited for the
biomedical domain, is needed. A typical improvement example is an im-
plantable glucose detector. Such modules have commonly been based on trans-
ducing elements that unfortunately age (i.e. their performance deteriorates
with time). To make matters worse, the body reacts to the exposed sensor/ac-
tuator front-ends dulling their accuracy and sensitivity. Potential work could be
done on a glucose detector based on optical technology, so as to avoid chemical
interaction with the living medium and, in effect, performance degradation.

The endmost goal for SiMS peripherals is proving the modularity benefits of
the SiMS-platform approach through designing new sensing and actuating el-
ements with a standard, common interface to the SiMS processor (see also
discussion below on “SiMS chip interconnects”). Furthermore, much effort
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will be put on the transducing system of those sensory and actuating elements
in an attempt to boost sensitivity and performance. By improving peripheral-
module design, size and power consumption will directly benefit.

To a further extent, limited yet built-in self-tests will be supported (in an au-
tonomous or processor-assisted fashion) by these modules offering increased
reliability and safety. On another level, the micromachining implementation
method to be used will mainly affect size issues (micron and submicron tech-
nology) but also power issues. Lastly, an important topic is that, unlike the
processor which is isolated from the environment, sensors and actuators may
be in direct physical contact with the living tissue. Therefore, additional issues
of biocompatibility of the materials used are raised and are to be resolved in
this part.

3.2.6 SiMS wireless transceiver

The wireless transceiver module is the communication unit of the SiMS device.
It is responsible for: transmitting and receiving various types of information,
viz. (medical) sensory information, control information, status information,
and providing wireless connectivity on demand and with a guaranteed
even in radio-harsh environments.

The design of the SiMS wireless transceiver module is accompanied by sig-
nificant challenges at the system, circuit and technology level: being part of
an implantable device, the wireless transceiver module, including its antenna,
must have a small form factor. Being part of an implantable device with a small
form factor, reliable wireless connectivity needs to be established and main-
tained with low power consumption to ensure long battery life and/or to allow
the use of alternative power supplies that convert electromagnetic, chemical,
thermal or other type of energy into electrical energy. Reliable wireless con-
nectivity, even in radio-harsh environments, requires the use of multiple fre-
quency bands, multiple standards, possibly including ultra-wideband (UWB])
techniques. Main circuit design challenges for the full integration of multi-
band, multi-standard and UWB devices include on-chip image rejection, car-
rier/pulse detection and generation and provision of sufficient dynamic range.

Whereas the transceiver circuitry determines the instantaneous power con-
sumption of the transceiver module, the average consumption depends on the
power management of the complete SiMS system. This implies that not only
local, but also global (at all layers and at all time) power optimization and
awareness are important for extending the lifetime of the implantable device.
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Power management for mobile devices has already become one of the fastest
growing segments in wireless IC revenue. Setting the performance by means
of adaptive circuitry is a way to manage power consumption in the RF and
baseband parts of the transceiver, while at the same time satisfying the various
functional requirements outlined above.

The UWB technique@ is one of the prime candidates for implementing into the
wireless transceiver due to its natural robustness to noise and support for high
data transfer rates. For instance, UWB with high-low frequencies of 5 GHz —
400 MHz can sustain a nominal rate of 1 Gbps. Even though a range of kbps
shall be sufficient for SiMS applications, this nominal rate can be reduced,
i.e. traded off for higher communication robustness and/or lower power con-
sumption. To exemplify, through careful use of UWB techniques, data transfer
could be achieved at 5 to 10 mW per Mbit of information.

Designing the wireless transceiver shall also include an extensive study of the
attenuation the information signal undergoes when cross varying medium com-
positions (e.g. soft/hard tissue, body fluids etc.). The idea is to build a module
which is adjustable to different application scenarios by, for instance, changing
its resonant frequencies or the throughput, depending on the setup.

3.2.7 SiMS chip interfaces

In order to deliver the desired SiMS modularity, interoperability and re-
usability of the SiMS components, standard interfaces have to be researched
and developed. All sub-blocks of the SiMS framework have to adhere to the
same interfaces so that donning and doffing of different components at design
time is possible. These standard interfaces have to be compact, low-power
consuming, reliable and — within specific margins — fast. Some work on the
field of interfaces has already been laid out in the field of implants [41] as well
as wireless sensor-networks (WSNs) [149], yet to serve the purposes of SiMS,
account of all above attributes have to be taken into account when designing a
new interface protocol and architecture.

“The UWB approach and all related design and implementation concepts discussed here
originate from interactions with SiMS partner Prof. Wouter A. Serdijn, ELCA Laboratory,
EEMCS Department, TU Delft.
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3.2.8 Miscellaneous SiMS components

In order for a completely functional SiMS device to be produced, there is a
plethora of aspects to be resolved first. So far, we have mentioned the promi-
nent aspects (with respect to our expertise and available time frame). However,
there is a number of other, equally significant issues which need to be dealt
with before a complete, commercial system can be delivered to the market.
We mention these aspects only briefly:

e Antenna: On-chip, miniature-size, high-gain antennas;

e Power source: New chemical batteries with significantly reduced ge-
ometries, longer lifespan and predictable, safe behavior need to be de-
veloped for powering the SiMS systems. Power scavenging is another
explored alternative for SIMS;

e Standardized interfaces between the various subsystems;
e Design for Electro-Magnetic Compliance (EMC);

o Heat dissipation;

e Device packaging;

¢ Information security.

3.2.9 SiMS relevance

After going through the various SiMS building blocks, one point must be made
clear. Within the SiMS project, it is not our express goal to propose novel
implant applications but, rather, to specify a sound framework upon which
many existent (but certainly not all) and new implant applications can be built.
Outright, envisioned benefits of our approach are mainly threefold:

e radical shrinking of development times and costs;

e clear separation of the expertise for building the various SiMS sub-
systems and the final SiMS implants; and

e drastic increase of overall device reliability.
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SiMS shall guarantee a reduction of development times by providing a solid
substrate onto which prior art will be brought together, combined and inte-
grated in the final product. Such prior art will be in the form of Intellectual-
Property ([P) hardware and software components, all proven, pre-verified and
pre-tested according to (inter)national medical-safety regulations. This shall,
in turn, guarantee an increase in component- and device-level reliability.

By being fully aware that implantable devices are fruits of a multidisciplinary,
combined effort, we also work within the SiMS framework towards a clear
separation of partner expertices. That is, we aim at a framework where various
types of engineers provide the system architecture, the sensors and actuators,
the power source, the wireless transceiver etc. while medical experts are ac-
tively involved in composing, testing and fine-tuning the final system to the
particular patient needs.

3.2.10 Minimizing risks and costs

The proposed SiMS modular approach will decrease the time between idea
and product and balance the risks involved in the development process. In
addition, due to the multidisciplinary nature of such systems, there are still
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many unresolved integration issues, e.g. not always the combination of the in-
dividual best practices will lead to the best system. By addressing these issues
and proposing pre-tested solutions, we provide the industrial partners with an
operational platform that they can use for subsequent commercial exploitation.

Even though highest priority in medical and, specifically, implantable devices
is not usually attributed to the device cost, it is still a boundary condition that
can make the difference in the market. As graphically depicted in Figure
the currently existing approach (A) entails high risks for the development of
every new device family, whereas the proposed approach (B) involves a one-
time high-risk and -effort step during the platform design and considerably
lower risks for the products deployed on it thereafter. The term “risk”, in-
cludes various risk parameters and challenges appearing during the design, the
development and also during the normal operation phase of an implantable
system. A platform-based approach for system synthesis (such as SiMS is)
will allow for dramatically lower development times and costs of implantable
systems. Also importantly, it will provide a more standardized way of building
new medical devices. In so doing, it will further underpin the reliability issue.

3.2.11 Prior art on generic implant designs

In the past, a few attempts have been made to design generic implants with
a certain degree of modularity in order to make them capable of adapting to
different application scenarios. These cases have already been incorporated in
the implant-survey findings presented in Chapter[2l Since they are considered
to the closest cases to the SIMS approach, they are briefly described below.

Fernald et al. [41}42] have proposed a modular microprocessor architec-
ture which accepts various peripheral modules such as sensors, actuators and
transceivers. Application flexibility is underpinned by a dual ring-bus inter-
connect linking an arbitrary number of modules to the processing core which
is a fully featured 16-bit uP (PERC), based on Hector [93]. Command and
data packets, traveling across each bus, have predefined, consistent structures
and plugged modules are built to interface to them.

Contrary to the additive nature of the above design, Smith et al. [112l[127] have
addressed the problem of flexibility from a subtractive angle. An implantable
stimulator device with provisions for a large set of peripherals was designed.
Given a specific application, unutilized components of the initial, baseline de-
sign can be removed, resulting in a reduced system, tailored to the application
needs and with lower power/area requirements than those of the base design.
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Valdastri et al. [140] have presented a versatile implantable platform that pro-
vides multi-channel telemetry of measured biosignals. Its versatility resides
in its ability to support different types of sensors and to allow for easy re-
programming so as to fulfill different application requirements. To demon-
strate the correctness of the concept, a specific case study is implemented for
gastric-pressure monitoring which is a PCB-mounted assembly, supporting up
to 3 sensor channels. This implant can transmit digitally modulated data to an
external receiver over a wireless link with robust error control.

Furthermore, Salmons et al. [117] perform a design and comparative study
between an ASIC-based and a microcontroller-based microstimulator device
for restoring functionality to paralyzed muscles. Analysis has shown that, if
carefully designed with low-power modes and checked for software bugs, the
latter version is beneficial to the ASIC with respect to development and testing
costs.

Perhaps the closest work to SiMS is that conducted by Fernald et al. SiMS is
original in that it attempts to specify (among other components) a truly generic,
low-power and fault-tolerant processor architecture while at the same time pro-
viding the performance needed by current and future applications in the field.
The effort in this document henceforth is to detail the steps taken to explore
the specifications of such a processor architecture.

3.3 Technical background

The SiMS concept, as outlined in the previous sections, requires (re)touching
all aspects of implant design — from the application source code all the way
down to the gate level (or even lower for the peripherals). While this pro-
vides a wide scope of potential research themes to pursue, our particular ex-
pertise within the Computer Engineering laboratory as well as our available
time frame forces us to focus on a a few aspects of SiMS, for the purposes of
this thesis work.

We believe that most serious (and original) groundwork needs to be laid in
the PCC of SiMS; that is, in the digital processor (and assorted HLL com-
piler). Since the processor has to be designed before its matching compiler,
the primary focus in this thesis and the topic of discussion henceforth is the
SiMS processo. We advocate the design of an ULP and generic processor

>Concurrently, PhD research work on the SiMS compiler is being conducted within the
Computer Engineering Laboratory by Ghazaleh Nazarian, Ir..
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for implants with explicit provisions for fault-tolerant operation and suit-
able for covering a large subset of current and, most importantly, future
implant applications. Although fault tolerance has been one of our primary
goals for this thesis work, it proved to be rather difficult to utilize existing tools
or build our own ones to model and explore it within the SIMS processor; at
least, as a first step. We will revisit this issue in Chapter |6l when we focus on
processor DSE tools.

In order to specify and design such a processor we, first, had to set up a suit-
able evaluation environment along with representative implantworkloads for
conducting our profiling studies. Figuring out what “representative” is in the
context of biomedical implants and selecting the right evaluation environment
has proven to be a significant challenge in itself since prior art (literature and
tools) in the field is seriously absent. We have, therefore, made our choices
based on: (a) availability/accessibility of resources (source code, simulators,
tools etc.), (b) educated hints taken from the implant survey we have already
performed in Chapter 2| and (c) our intuition, running experience with im-
plantable devices and past experience with embedded systems, in general.

3.3.1 Work organization

The first step was picking a suitable simulator for our SiMS processor. We,
then, selected a list of benchmark categories (e.g. compression benchmarks,
encryption benchmarks) that we considered representative of workloads to be
executed in actual, future implants. For each category, we identified the best-
performing candidates under strict performance, power, size and other restric-
tions. The next step was to group these and some additional benchmarks into
a novel benchmark suite for implant processor. With all the above pieces in
place, we were able to explore optimal configurations for some of the mi-
croarchitectural features of the SiMS processor, as allowed by the available
simulation environment. Finally, with all tools in place, lessons learned in the
process and some enhancements to the existing benchmark suite, we expanded
our tools and proceeded in building an automated Design-Space Exploration
(DSE) tool for optimal SiMS processors.

For each of the above outlined steps, the current state of the art — that is, the
technical background — has been studied. Following the above task organiza-
tion, the upcoming sections aggregate and present the existing prior art.
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3.3.2 Processor simulators

In order to explore features of the SiMS processor, we have taken the approach
of, first, modeling the processor and profiling its behavior in a suitable simula-
tion environment and, then, transferring this information to a hardware design
tool. We would ideally want a processor simulation environment with the fol-
lowing features:

e a flexible simulation environment where different processor modules
could be tweaked, added or completely removed;

e accurate modeling of various architectural (e.g. cycle-accurate instruc-
tion execution) and microarchitectural (e.g. cache geometries) parame-
ters;

e the ability to run workloads written in some popular HLL language (e.g.
C), meaning the processor simulator should come with compiler sup-
port — and complete binary utilities, for that matter;

e support for error injection and hardware fault models;

o the ability to output — except for the correct program output — additional
metadata for its various subsystems; that is, performance, power, area
and failure-rate figures, to name a few.

Coming up with a processor simulator supporting the above features is a non-
trivial exercise in simulation tools in its own accord and a topic of serious re-
search for many years now. Accurate modeling of power consumption within
a simulation environment is already extremely complex. Modeling of faulty
behavior is even less mature in simulation and environments at the mo-
ment. To make matters worse, some of the features in the above “wish list”
represent conflicting simulator-design requirements: For instance, the more
flexible a simulator is in its parameters, the wider the exploration capabilities
it offers but, also, the less accurate the modeled processor can be. This is easily
observable in the power models of existing simulators. The more generic the
modeled system is, the less precise (and deterministic) the power estimation
can be.

Last but not least, in all the above we should also add the obvious requirement
that the simulator should be modeling devices in the same or similar appli-
cation field as the targeted systems — in this case, implantable devices. For
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instance, simulators of processors with complex features such as wide instruc-
tion issue, out-of-order execution, multithreading, multicore implementations
and so on would be completely overshooting our desired ULP, miniature SiMS
processor concept.

We have investigated suitable and, more importantly, publicly available sim-
ulators and — to verify our previous claims — we have come up with an al-
most empty list. Eventually, through our contact®d we have come across
XTREM [24], a modified version of SimpleScalar/ARM [8.[18]. The XTREM
simulator is a cycle-accurate, microarchitectural, performance- and power-
simulator for the high-performance, low-power Intel XScale core [65]. It
models the effective switching-node capacitance of various functional units
inside the core, following a similar modeling methodology to the one found
in Wattch [17]. XTREM has been selected for its straight-forward functional-
ity but mostly for its high precision in modeling the performance and power
of the Intel XScale core [65]. More precisely, it exhibits an average perfor-
mance error of 6.5% and an even smaller average power error of 4% [23]] com-
pared to real hardware. XTREM allows monitoring of 14 different functional
units of the Intel XScale core: Instruction Decoder (DEC), Branch-Target
Buffer (BTB), Fill Buffer (FB), Write Buffer (WB), Pend Buffer (PB), Reg-
ister File (REG), Instruction Cache (I$), Data Cache (D$), Arithmetic-Logic
Unit (ALU), Shift Unit (SHF), Multiplier Accumulator (MAC), Internal Mem-
ory Bus (MEM), Memory Manager (MM) and Clock (CLK).

The known topic on whether we should base our profiling study on a
SimpleScalar-derivative with all its known bugs and modeling inaccuracies
arose also in this case. Except for the obvious issue of availability that we
discussed before, the XTREM authors and we, of our own accord, have veri-
fied that XTREM has been debugged from SimpleScalar issues and has been
largely rewritten to reflect the exact architecture of the XScale processor. Its
accuracy has been validated by directly comparing its behavior to that of an ac-
tual XScale-based development board. Unfortunately, as it turns out, XTREM
suffers from its own bugs and implementation problems — complete errata
given at a later chapter of this thesis. Nevertheless, there is no completely
bug-free tool out there, especially when non-commercial, research-level tools
are considered. Besides, we have tried utilizing — at least partly — a number of
SimpleScalar flavors (e.g., Sim-bpred, Sim-fast) while compensating for the
simulator errors. Eventually, we chose to abandon them altogether for reasons
of modeling accuracy, tool-flow complications and/or simulation accuracy.

®Prof. Stefanos Kaxiras, Uppsala University, has referred us to XTREM, developed by
Gilberto Contreras, PhD, from the group of Prof. Margaret Martonosi, Princeton University.
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The only suitable alternative to XTREM we have come across is called
XEEMU [60]. It is, in fact, a largely updated version of XTREM. The authors
have fixed a large number of bugs in XTREM, have updated the performance
and power models and have made all necessary modifications to better match
the XScale pipeline. The reasons we have not replaced XTREM with XEEMU
for our experiments are that: (a) XEEMU was not made available until much
later than XTREM, and (b) in order to more accurately model the targeted
XScale processor, the authors have drastically limited the simulator parame-
ters and their ranges to the ones also encountered in XScale; for instance, no
alternative branch-prediction schemes are supported in XEEMU. Apparently,
using XEEMU would lead to serious limiting of the SiMS-processor design
space under exploration. This conflicts with the first item in our simulator
“wish list”. Since, at this early point, we are more interested in traversing as
broad a design space as possible than achieving maximal simulation accuracy,
we have chosen to keep XTREM for our experiments. In the next chapter, the
specifics of the simulator will be discussed in more detail.

3.3.3 Evaluation of suitable implant benchmarks

For identifying a suitable benchmark collection for the SiMS processor, a study
was, first, required on the best-performing algorithms per category. To this end,
prior comparative studies have been investigated. None of them has been on
the field of biomedical implants. Neighboring fields of resource-constrained
systems such as WSNs have been looked into, however implants present dis-
tinct traits. To exemplify, although various compression algorithms have been
considered, the energy efficiency of data decompression in particular is not our
priority in this work since the largest fraction of wirelessly transmitted data in
implants is outbound traffic, i.e. telemetry of biomedical data to an ex-vivo
monitoring system. Further issues applying to WSNs such as total energy cost
for data hopping through a network of nodes do not apply in our case, too.

The particular related work found so far could not be directly transferred to
the biomedical-implant field. Nevertheless, in the next sections we chose to
summarize the various findings for completeness. We may not have been able
to use most of these findings but they have certainly given us good pointers on,
for instance, which algorithm aspects to pay attention to during our profiling
studies, what metrics to use to evaluate them fairly and so on. In some cases,
we have also been able to find algorithm source code which we have directly
included in our own studies.
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3.3.3.1 Compression algorithms

Barr and Asanovic [11]] have worked extensively towards the power trade-off
between compression and Tx/Rx power of data on a testbed functionally simi-
lar to the popular Compaq iPAQ handheld. Their analysis reveals that with sev-
eral typical compression algorithms, there actually is a net increase in energy.
They propose the use of asymmetric compression, that is, use of a low-energy
compression algorithm on the transmit side and a different algorithm for the
receive side to cope with the problem.

In the area of WSNs, Maniezzo et al. [86]] have worked on surveillance sensor
networks and sought to define an online energy trade-off mechanism between
compressing image data in a sensor or forwarding (i.e. transmitting) them to
the next sensor closer to the base station.

Ferrigno et al. [43] have attempted to balance between local and central data
processing in an effort to minimize sensor energy consumption. They have
investigated various lossy image-compression algorithms and have made an
educated selection based on its performance and energy needs.

Kimura and Latifi [76] have performed a survey on data compression for
WSNs and have profiled four compression algorithms specifically designed
for WSNs.

3.3.3.2 Encryption algorithms

Much effort has already been spent on the profiling of encryption algorithms in
the field of wireless sensor networks (WSNs). Law et al. [[/9] have evaluated
various block ciphers on a MSP430F149 core by Texas Instruments. Their fo-
cus has been WSN applications and they have evaluated their included ciphers
in terms of security level, operation mode, computational effort and memory
requirements. Energy figures have been drawn indirectly from the number of
execution cycles needed by each cipher. The authors have proposed best cipher
candidates for different combinations of available system memory and desired
security level.

Luo et al. [85] have evaluated block and stream ciphers for WSN-nodes in
terms of memory requirements and execution time. Chang et al. [20] have
attempted energy measurements on RC5, DES and AES running on both the
Ember and the CrossBow sensor nodes. Testing various plaintext sizes, they
have measured the energy costs of encryption, hashing and wireless transmis-
sion of data and assess the reduction in the lifetime of sensor nodes employing
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encryption.

Venugopalan et al. [143]] evaluate the computational requirements of various
stream/block ciphers and hash functions across a wide range of platforms.
Based on their findings on the chosen platforms, they attempt to derive a multi-
variant model which allows the interpolation of performance for other, uneval-
uated architectures.

Grossschadl et al. [54] have used Sim-Panalyzer [[139] to evaluate lightweight
versions of RC6, RIINDAEL, SERPENT, TWOFISH and XTEA in terms of
performance, power and memory requirements. Their results indicate that
carefully optimized versions of RC6 and RIJNDAEL can preserve their high
performance while meeting tight code-size constraints. They have also dis-
cussed the impact of key expansion and different modes of operation on the
overall performance and energy consumption.

3.3.4 Investigating benchmark suites for implants

After investigating most suitable benchmarks for the SiMS processor, the log-
ical step has been to put a benchmark suite for implant processors together. As
will be explained in the next chapter, out of this effort the ImpBench bench-
mark suite was created. In order to validate the uniqueness and usefulness
of this new suite, a large number of existing benchmark suites proposed for
various application areas has been investigated.

The SPEC benchmark suite with its latest version, the CPU2006 [128]], targets
general-purpose computers by providing programs and data divided into sepa-
rate integer (INT) and floating-point (EP) categories. In particular, the design
of server- and desktop-class microprocessors has been heavily influenced by
the popular SPEC benchmarks as a measure of performance.

MediaBench [80], now in version II, is oriented towards multimedia- and
communications-oriented embedded systems. The authors identify that most
advances in compiler technology for instruction-level parallelism (ILP) have
focused on general-purpose computing, driven by SPEC-characterized work-
loads. With the introduction and establishment of a plethora of multimedia-
targeted embedded processors provisioned for increased ILP, new workloads
needed to be introduced, as well. MediaBench has been put together to address
that need.

The Embedded Microprocessor Benchmark Consortium (EEMBC) [1] is
a non-profit organization aiming at the development of embedded-systems
benchmarks for hardware and software performance evaluation. The con-
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sortium licenses “algorithms™ and “applications” organized into benchmark
suites targeting telecommunications, networking, digital entertainment, Java,
automotive/industrial, consumer and office equipment products. It has also
provided a suite capable of energy monitoring in the processor. Of late,
EEMBC has introduced a collection of benchmarks targeting multicore pro-
cessors (MultiBench v1.0). However, subject to the consortium licensing reg-
ulations, only EEMBC members are entitled to publish their benchmark test
results and they can do so by previously submitting these to a certification lab.

MiBench [55] is another proposed collection of benchmarks aimed at the
embedded-processor market. It features six distinct categories of bench-
marks ranging from automotive and industrial control to consumer devices and
telecommunications. According to the authors, MiBench has many similarities
with the EEMBC benchmark suite, however it is composed of freely available
source code. The diversity and usefulness of MiBench has been evaluated
against the SPEC2000 benchmarks.

NetBench [92] has been introduced as a benchmark suite for network proces-
sors. It contains programs representing all levels of packet processing; from
micro-level (close to the link layer), to IP-level (close to the routing layer)
and to application-level programs. The authors show that although they aim
architectures similar to ones MediaBench does, their workloads have signifi-
cantly different characteristics. Hence, a separate benchmark suite for network
processors has been considered a necessity.

Network processors are also targeted by CommBench [150], focused on the
telecommunications aspect. It contains eight, computationally intensive ker-
nels, four oriented towards packet-header processing and four towards data-
stream processing. The suite is evaluated against SPEC95 and its usefulness is
shown in a usage case of designing a single-chip, network multiprocessor.

3.3.5 Processor microarchitecture exploration

Having secured a suitable processor-simulation environment and a working
set of benchmarks, exploring various aspects of the SIMS processor was made
possible. This effort has, nevertheless, been severely limited by the flexibility
allowed by the simulator itself. As it were, a couple of micro-architectural fea-
tures of the processor (cache geometries and branch-prediction schemes) could
be sufficiently explored in a systematic way, as will be discussed in Chapter [l
Modifying the processor-simulator ISA has proven to be an unsurmountable
task; thus, we have limited our ISA-exploration efforts to a detailed profiling
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of the various executed instruction mixes. This has, in fact, been implemented
as part of the aforementioned studies on implant benchmarks. Prior art on the
explored microarchitecture features is reported next.

3.3.5.1 Evaluation of L1 I-/D-cache organizations

A significant body of prior work has been published on cache behavior with
respect to traditional metrics (e.g. cache misses) as well as recent ones (e.g.
power or energy).

Fornaciari et al. [46]] have proposed a design framework for fast exploration
of energy and performance constraints (ED metric) at the system level. Their
framework, among others, supports the investigation of I- and D-cache config-
urations of different cache sizes, block sizes and associativity. Its applicability
is limited by the fact that a complete specification of the processor core is
needed, which is not available in our case, yet.

Hicks et al. [61] present an exhaustive analysis of power consumption in caches
when varying all cache configuration parameters. Unfortunately, their working
dataset has been a subset of SPECint92 benchmarks which does not apply in
our case of biomedical implants.

Kamble and Ghose [71]], on the other hand, have taken a different approach and
proposed analytical energy models for caches but their work is not applicable
in our case for the same reason as that of Hicks et al..

Givargis et al. [52] have evaluated the power consumption of various cache
and bus architectures with parameterizable characteristics.

Su and Despain [[136] have performed a case study on power-performance
trade-offs for various conventional and new cache designs targeted for low
power.

Shiue and Chakrabarti [122] have investigated suitable cache configurations
for low-power, embedded systems. They correct and improve on the Kamble-
Ghose and Hicks analytical models and propose algorithms for finding optimal
configurations.

A problem with the above works is that caches are studied in isolation from
the rest of the system and, thus, no overall performance behavior is attached
to the various power figures, while information about the interplay between
different cache configurations and other components of a processor core cannot
be acquired. Further, most of the above studies fail to report area as well as
energy figures along with the performance results which, as we will see in
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Chapter [5] may fail to give the complete picture.

3.3.5.2 Evaluation of branch-prediction schemes

As in the case of cache geometries, a significant body of work has been previ-
ously published on branch-prediction behavior with respect to traditional met-
rics (e.g. accuracy, performance) as well as recent ones (e.g. power, energy,
delay).

Skadron et al. [124] have presented an exhaustive analysis of the interaction
between branch prediction, instruction-window size and cache size. They have
utilized as workloads the SPECint95 benchmarks. Their main focus was in the
interplay between the three structures in terms of processor performance.

Youssif et al. [158]] have compiled a comprehensive list of currently existing
prediction schemes and have evaluated them in terms of performance. Tests
have utilized the SPEC2000 benchmarks and a superscalar-processor simula-
tion environment.

Parikh et al. [105] have investigated power repercussions of three advanced
branch predictors on a Alpha 21264 simulator under SPEC2000-selected
benchmarks. They have, then, proposed three interesting techniques for re-
ducing power consumption in the branch-prediction unit.

Jimenez et al. [69] have approached the branch-prediction issue from the view-
point of delay as well as, typically, of accuracy and area. To this end, they have
proposed three techniques for accommodating delay since they indicate its in-
creasingly dominating impact on performance in future processors with large
prediction structures.

All above works fail in either one of two respects: i) they do not study the
whole processor when different prediction schemes are utilized and particu-
larly their reaction to different I/D-cache sizes, and ii) they are concerned only
with performance as a metric of efficiency. Last but not least, none of these
works reports efficient branch-prediction techniques for the particular field of
implant processors.

3.3.6 Automated, multiobjective DSE for implant processors

The design space for a processor is huge, and while we would like to cover as
much of it as possible, evaluating the space for every single processor config-
uration possible is virtually impossible. Many general techniques have been
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proposed in literature that explore the design space and search for optimal
points. Dave [28] provides a concise review of the possible generic optimiza-
tion techniques and the reasons for selecting a multi-objective genetic algo-
rithm (as has been the case in this work). For an more general, in-depth anal-
ysis of designing processors from DSE to synthesis, the interested reader can
also refer to Gries [53]. In this section, we shall briefly list some tools and
techniques developed specifically for DSE of processors.

Hekstra et al. [S8]] explored the TriMedia CPU64 design using pruning — they
first probe the design space in order to identify the architectural parameters that
affect overall performance the most. The extreme values of these parameters
provide “corner cases” and help in bounding the space to be explored in detail.

DESERT [10] (DEsign-Space ExploRation Tool) is a meta-programmable tool
for pruning large design spaces using constraints. It represents the design space
as a generic structure based on alternatives and parameters and, therefore, can
be used for diverse applications. Mohanty et all [95] have used the MILAN
(Model-based Integrated simulLAtioN) tool, based on DESERT, for pruning
design spaces of heterogeneous multi-core systems. Pimentel et al. [L10], who
have come up with Artemis (Architectures and Methods for Embedded Media
Systems), also work on exploration of heterogenous multi-core environments,
but focus more on modeling and simulation than techniques for DSE.

Cho et. al [21] contend that microarchitecture design is better done by con-
sidering dynamic behavior of workloads rather than designing for worst-case
workload behavior. They use wavelet-based multi-resolution decomposition
and neural network based non-linear regression modeling to reason about
workload dynamics (in terms of performance, power, and reliability) across
the microarchitecture design space.

The PICO [72]] framework designed at HP Labs, given C code, outputs
application-specific, embedded computer systems optimized for cost vs. per-
formance, where the ‘computer system’ consists of an [EPICIVLIW] and an
It uses a space walker — which may be a heuristic, or brute-force algo-
rithm, depending on the search space — to search the design space. A ‘com-
ponent assembler’ outputs code for the processors specified by the space
walker by assembling low-level components from their component library.

Xie et. al [154] provide an in-depth discussion on DSE for 3D-Integrated
circuits, including CAD and design tools and simulators. They use simulated
annealing to automatically find floorplans for the ICs.

Stijn et. al [40] evaluate various automated, single- and multi-objective opti-
mizations for exploring high-performance, embedded, out-of-order processor
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designs. They found that a genetic local search algorithm outperforms all other
techniques for their application.

Ascia, Catania and Palesi [6] propose using genetic algorithms to perform DSE
in processors. They apply a genetic algorithm to optimize the memory hier-
archy in terms of area, power and mean access time. However, they use a
single-objective genetic algorithm and model the fitness function as a product
of the three objectives. Unfortunately, such techniques face drawbacks that
reduce their suitability for use with design spaces whose shapes are not known
in advanc, as in our case.

Thiele et. al. [137] present domain-specific DSE for network-processor ar-
chitectures. They specify models for packet-specific tasks and network traffic
(“encoding”), methods to estimate delays and queuing memory (‘“‘simulation”)
and use an evolutionary algorithm to perform multi-objective DSE (“optimiza-
tion”).

This last work is perhaps the closest to our work, as it targets domain-specific
processors — they focus on networking, we focus on implants — and employs
true multi-objective optimizations for the DSE. For this reason, the proposed
evolutionary algorithm by Thiele et. al. has indeed been used as the base for
designing our own DSE tool, as will be discussed in Chapter [l However, to
the best of our knowledge, DSE with respect to implantable systems has — in
the general case — not been previously studied.

3.4 Summary

In this chapter we have primarily introduced the novel SiMS concept. We have
outlined, to some extent, the various aspects of the SiMS framework and of-
fered some interesting ideas worth investigating under the SiMS umbrella. We
have, then, moved on presenting the organization of the work on the SiMS pro-
cessor, as performed through the course of this research. We have concluded
the chapter with a rather extensive list of related works on each of the topics
dealt with in our work. Through the sheer number and diversity of these works,
one can readily observe the wide range of topics needed to cover in order to
have a first take on the envisioned SiMS processor.

"For instance, the design space may well be non-convex, in which case this method does not
work.
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Note. The content of this chapter is based on the the following papers:

C. Strydis, G. N. Gaydadjiev, S. Vassiliadis, A New Digital Architecture for
Reliable, Ultra-Low-Power Systems, ProRISC 2006, pp. 350-355, Veld-
hoven, The Netherlands, November 2006.

C. Strydis, G. N. Gaydadjiev, S. Vassiliadis, A Generic Digital Architecture
& Compiler for Implantable Devices, Architectures and Compilers for Em-
bedded Systems (ACES 2005), Ter Elst, Edegem, Belgium, September 2005.






SiMS-processor simulation environment

EFORE any processor specification and design phase can com-

mence, a proper simulation and evaluation environment needs to be

established, first. The environment may consist of one or more suit-
able simulators which need to be fed realistic workloads to execute, if any
meaningful results are to be obtained. The effort is considered successful if
the profiling results lead to the design of a processor which — when fed the
same workloads as the simulator(s) — will produce identical or similar results.
This, however, is a typical chicken-and-egg problem: we wish to design a new
processor and require an accurate simulation environment to do so, however,
we cannot a priori know the accuracy of the environment before we actually
build the envisioned processor, and so on.

Selecting (and designing, for that matter) accurate simulation tools is, on its
own, a considerable problem. Experience in a particular design field is in-
valuable for making better selections. Unfortunately, in the field of biomedical
implants — as seen from the standpoint of SiMS — there is no such experience or
prior art available or, at least, documented. The only insights to be drawn upon
have come from the implant survey we have performed in Chapter [2land from
our standing experience on the broader fields of computer architectures and
embedded systems. As will be revealed in this and following chapters, setting
up a consistent simulation/evaluation environment has taken up a considerable
amount of our time which is comparable to the actual exploration process of
the SiMS processor. We have consciously made this choice so as to lay a solid
groundwork upon which our own, limited by necessity, as well as other, more
extended, future SiMS-processor, exploration efforts can be based.

In line with these considerations, this chapter is occupied with defining the sim-
ulation environment — simulator, benchmarks, input datasets — for our further
experiments. The simulator employed (as introduced in the previous chapter)
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is detailed and practical issues are discussed. Since no reference work exists
for an established benchmark base, original benchmark programs (able to run
in the simulator) are being investigated and the most suitable ones (in terms
of multiple metrics) are grouped in a novel benchmark suite for implant pro-
cessors, called ImpBench. Proper input datasets to these benchmarks are also
discussed. With all pieces of the simulation environment finally in place, we
conclude the chapter with the case study of an instance SiMS-processor appli-
cation.

4.1 XTREM processor simulator

4.1.1 Hardware-modeling details

As mentioned in the previous chapter, for our experiments we have used
XTREM [24], a modified version of SimpleScalar/ARM [8./18]]. The XTREM
simulator is a cycle-accurate, microarchitectural, performance- and power-
simulator for the high-performance, low-power Intel XScale core [65]. It
models the effective switching-node capacitance of various functional units
inside the core, following a similar modeling methodology to the one found in
Wattch [17]. XTREM boasts high precision in performance and power mod-
eling; more precisely, it exhibits an average performance error of 6.5% and an
even smaller average power error of 47 [23] compared to real hardware.

The main XScale (and XTREM) characteristics are summarized in Table
Many of its (micro)architectural features have been integrated into XTREM.
Thumb instructions and special memory-page attributes are not supported but
they do not affect simulation results since they are not used by our bench-
marked applications. XTREM allows monitoring of 14 different functional
units of the Intel XScale core: Instruction Decoder (DEC), Branch-Target
Buffer (BTB), Fill Buffer (FB), Write Buffer (WB), Pend Buffer (PB), Reg-
ister File (REG), Instruction Cache (I$), Data Cache (D$), Arithmetic-Logic
Unit (ALU), Shift Unit (SHF), Multiplier Accumulator (MAC), Internal Mem-
ory Bus (MEM), Memory Manager (MM) and Clock (CLK).

Since XScale (and, thus, XTREM) is a low-power processor with aggressive
power-management features, we are well-aware that it is not perfectly suit-
able for biomedical implants in terms of power consumption. However, our
selection has been based on availability and on the crucial fact that XTREM
models actual hardware with very high accuracy using hardware performance
counters (HPCk). Particularly for the cache(-like) structures incorporated in
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feature

value

ISA

Pipeline depth
Datapath width
RF size

Issue policy
Instruction window
I-Cache

D-Cache

TLB

BTB

Branch Prediction
Write Buffer

Fill Buffer
Memory bus width
INT/FP ALUs
DSP co-processor
Clock frequency
Operating voltage

32-bit ARMVSTE-compatibility, 8 DSP instructions
7/8-stage (depending on instruction), super-pipelined
32-bit

16 registers

in-order

single-instruction

32KB 32-way set-associative (1-cc hit/170-cc miss lat.)
32KB 32-way set-associative (1-cc hit/170-cc miss lat.)
32-entry fully-associative

128-entry direct-mapped

2-bit Bimodal

8-entry

8-entry

4-byte

4/4

40-bit, low-power, variable-lat. MAC

2 MHz (typically 200 MHz)

1.5 Volt

Implementation technology  0.18 um
10,000 cc’s (typically 200,000 cc’s)

Sampling period

Table 4.1: XScale architecture details.

the simulator, analytic power models have been developed and their accuracy
has been verified [23]. In order to match our application field better, we have
— through the process of our research — limited or disabled many of XTREM’s
architectural parameters. As can be seen in Table clock frequency has
readily been reduced from 200 MHz which is the preset frequency in XTREM,
to 2 MHz to closer resemble realistic implantable systems. Throughout our
analysis, we have iteratively tuned the XTREM parameters to optimal set-
tings, subject to our ongoing findings. We will take the time to mention the
exact settings used in every phase of our exploration study. Even with such
adjustments, power and performance results should not be taken as absolute
figures but as relative measures of processor behavior across different input
datasets, workloads and microarchitectural configurations.

4.1.2 Program-execution details

Since XScale supports the ARM ISA and XTREM has, subsequently, been
based on a modified version of SimpleScalar/ARM, XTREM (ELF) binaries
should be built 