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Thermal Cone Penetration Test (T-CPT)

P.J. Vardon
Geo-Engineering Section, Delft University of Technology, The Netherlands

D. Baltoukas & J. Peuchen
Fugro, The Netherlands

ABSTRACT: The Thermal Cone Penetration Test (T-CPT) records temperature dissipation during an 
interruption of the Cone Penetration Test (CPT) to determine the thermal properties of the ground, 
taking advantage of heat generated in the cone penetrometer during normal operation. This paper com-
pares two interpretation models for thermal conductivity. It is found that the thermal conductivity can 
be accurately determined. Care must be taken of the initial heat distribution and sensor location within 
the temperature cone to achieve accurate results. Furthermore, laboratory test data are presented that 
show that the full-displacement push of a penetrometer into sandy strata has limited influence on thermal 
conductivity values.

1 INTRODUCTION

Heat flow through the ground is of importance 
for applications from power cables, (shallow) geo-
thermal energy and the storage of certain types of 
waste. There are currently few methods of deter-
mining the in-situ thermal properties, and those 
which exist either take a considerable amount of 
time or suffer from poor reliability or robustness. 

The Thermal Cone Penetration Test (T-CPT) 
records temperature dissipation during an inter-
ruption of the Cone Penetration Test (CPT) to 
determine the thermal properties of the ground, 
taking advantage of heat generated in the cone pen-
etrometer during normal operation. The T-CPT 
can be used over a large range of depths, unlike 
a needle probe, and can be taken during a CPT, 
thereby greatly reducing operation time. T-CPT 
measurements can be interpreted according to 
an empirically determined interpretation method 
(Akrouch et al., 2016) and a physics-based inter-
pretation method (Vardon et al. 2017; the authors 
of this paper). This paper compares these methods.

2 THERMAL CONE PENETRATION TEST

The T-CPT uses a standard cone penetrometer 
with the addition of a temperature sensor, for 
example in the centre of the cone tip, as shown in 
Figure 1.

The T-CPT protocol is the same as for a CPT 
where cone tip resistance, sleeve friction and some-
times pore-pressures at various locations in the Figure 1. T-CPT cone penetrometer.
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cone are measured (e.g. ISO, 2012). At the location 
where the thermal conductivity is required, the test 
is interrupted (stopped) and the temperature decay 
is recorded. The test is continued until the thermal 
conductivity converges to a good solution or until 
no further thermal decay is observed.

No heat source is required in the cone pen-
etrometer and a minimum temperature difference 
between the ground and the cone penetrometer is 
required of approximately 3°C.

3 INTERPRETATION METHODS

3.1 Physics-based interpretation method

3.1.1 Principles
This method uses a 1D axisymmetric heat conduc-
tion equation. Therefore, this method should be 
used in situations which are dominated by con-
duction, as is typical in soils. Vardon et al. (2017) 
gave three different approximate solutions all of 
which gave the same final solution to determine 
the thermal conductivity. The simplest of these is 
a solution for an instantaneous heat release along 
a line inside a finite medium, which is given by 
Carslaw and Jaeger (1959) as:
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where T is the temperature, r is the radial coordi-
nate, t is time, T0 is the initial temperature, H0/L 
is the heat release per unit length, k is the thermal 
conductivity, cp is the specific heat capacity and ρ 
is the density.

Taking the natural logarithm and rearranging 
gives:
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and recognising that the last term is insignificant 
at small r and large t, leads to an expression for the 
thermal conductivity:
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where fTC is a factor included for calibration of the 
T-CPT cone, mainly relating to the location of the 
temperature sensor.

The heat content per length, H0/L, can be cal-
culated by:

H T T c Ax pc steel steel coneA0 0HH T TTmaTT x TT/ (LL ) ,TT( ρ  (4)

where Acone is the cross sectional area of the 
T-CPT cone and Tmax is the maximum recorded 
temperature.

It can be observed that the gradient of Equa-
tion 2 with respect to ln (t) is -1, and exploiting this 
leads to an expression for the initial in-situ tem-
perature as:

T
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where the subscript 1 relates to the earlier time and 
2 the later.

For all of these equations, sufficient time is 
required to yield a converged answer. For a typical 
soil this time has been seen to be between 500 and 
1000 seconds. For very early times in the test the 
assumption of an infinite line does not hold.

Alternatively a graphical method can be used, 
based on Equation 2. Again recognising that at 
long times the last term is insignificant and that 
the gradient of ln (T − T0) − ln (t) is −1 allows 
the intercept of a linear extrapolation of a 
ln (T − T0) −  ln (t) from the linear portion to the 
y-axis to be used in the following:

k f
S
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where iT is the intercept. An example is shown in 
Figure  2, where the recorded data is shown as a 
curved line and the linear extrapolation is shown 
by the straight line.

Figure  2. Example graphical method (Vardon et al. 
2017).
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3.1.2 Calibration factor
A numerical modelling study was carried out to 
determine the fTC calibration factor. The factor 
corrects for two aspects: (i) the cavities in the cone 
penetrometer; and (ii) the location of the sensor. 
1D modelling was carried out to test the working 
of the method, eliminating the above two effects 
(see Vardon et al., 2017 for details).

The model was simulated using COMSOL v5.2 
using heat conduction. The geometry was 2D 
axisymmetric and includes a realistic geometry 
moderately simplified to reduce the complexity of 
the mesh and interior air-filled voids of the cone 
were removed. The mesh is presented in Figure 3.

The simulations were run in two stages, (i) a 
heat generation phase to represent pushing the 
cone through soil, and (ii) a heat dissipation stage 
to simulate the T-CPT. In the first stage, only the 
cone penetrometer was modelled (not the soil), with 
a heat flux boundary on the cone tip (500 W/m2). In 
the second stage, the soil is included in the simula-
tion and the model had a fixed temperature bound-
ary condition of T0 at the far field and zero flux 
conditions at all other boundaries. Both stages sim-
ulated 1000 seconds. The initial temperature for all 
materials was 20°C. A range of thermal conductivi-
ties of the soil were simulated. The other material 
properties of the soil were: specific heat capacity, 
cp  =  800 J/kgK and density, ρ = 2000 kg/m3. For the 
steel of the cone penetrometer they were: specific 
heat capacity cp = 475 J/kgK, density, ρ = 7850 kg/
m3 and the thermal conductivity, k = 44.5 W/mK.

The results of a typical simulation are shown 
in Figure 4. The temperature dissipation after 500 
seconds of the heat dissipation part of the test is 
shown. The temperature distribution is uneven, 
with higher temperatures close to the cone tip. 
The heat flow can be observed to be largely radial, 
albeit with some strong 2D effects.

The calibration factor, calculated considering 
only the average area of steel in the cross section 

of the cone penetrometer, is 0.66. For the simula-
tion presented here, with the temperature sensor in 
the cone tip, the calibration factor ranged from 0.3 
to 0.38 with the thermal conductivity ranging from 
1 to 3.5  W/mK, as shown in Figure  5. Between 
thermal conductivities of 2 to 3.5 W/mK the cali-
bration factor is seen to be virtually constant. As 
shown, if  the temperature sensor was moved to 
the mid-height of the cone, the calibration factor Figure 3. Domain and mesh details (Vardon et al., 2017).

Figure 4. Contour plot of temperature (in °C) at 500 
seconds, after the dissipation part of the test has begun 
(Vardon et al., 2017). Axes are in mm.

Figure 5. Calibration factor for the cone with sensor at 
the cone tip and mid-height (Vardon et al., 2017).
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would be close to the value correcting only for the 
cross sectional area.

3.2 Empirical interpretation method

Akrouch et al. (2016) recognised that the heat con-
duction and hydraulic flow equations are math-
ematically equivalent. They therefore proposed 
adopting the form of an empirical equation used 
to estimate the hydraulic conductivity for pore 
water pressure dissipation in CPTs to estimate the 
thermal conductivity from T-CPTs.

A numerical parametric study was carried out 
to calibrate the empirical equation leading to the 
following equation:

k =
( )t

77
0 968.

 (7)

where t50 is the time (s) for dissipation of half  the 
initial increase in temperature and k is expressed 
in W/mK.

After comparing Equation 7 to experimental 
results the equation was modified to:

k
t

=
125

50

 (8)

It is noted that both Equation 3 and 8 are 
inversely proportional to time, and both require 
knowledge of a maximum and minimum tem-
perature. However, the empirical method requires 
a fictional maximum temperature, derived from 
a post data collection hyperbolic fit whereas the 
physics-based method requires simply the maxi-
mum recorded temperature.

4 COMPARISON OF INTERPRETATION 
METHODS

The two methods have been tested against the field 
(T-CPT) and comparative laboratory data pro-
vided by Akrouch et al. (2016) with a cone diam-
eter of 44 mm, Data Set 1, and Vardon et al. (2017) 
with a cone diameter of 36 mm, Data Set 2.

4.1 Data set 1

Figure 6 compares the interpretation methods for 
the 3 sites of Data Set 1: Fugro, NGES and LA. 
The data was used for the calibration of the empir-
ical method, therefore this method was expected to 
perform well. It is noted that the cone is a different 
cone than used to calculate the calibration factor 
for the physics-based method (Section 3.1.2), but 
this factor has also been used here.

It is seen that both methods can show the trends 
in the thermal conductivity behaviour. However, 
the physics-based method (shown with the solid 
data points) more accurately determines the dif-
ference between the Fugro and NGES sites. In 
general, the physics-based method slightly over-
predicts the values (they are above the black line), 
which suggests that this cone has a marginally 
lower calibration factor, although it is thought 
likely that sampled material may have slightly 
desaturated.

The observed inability of the empirical method 
to demonstrate the difference between the Fugro 
and NGES sites is attributed to a higher heat 
capacity of the soil at the Fugro site, of about 
10 to15%. The empirical method utilises a t50 value 
(the time taken for the elevated cone temperature 
to dissipate to half  its value) and, as illustrated in 
Equation 2, the heat capacity plays an important 
role early in the test. The heat capacity was consid-
ered in the empirical model, but only in the calcu-
lation of the constants in Equations 7 and 8, and 
therefore does not distinguish between soils with 
different heat capacities.

Further differences between the two methods 
are that the empirical method requires a hyper-
bolic curve fitting procedure to determine Tmax and 

Figure 6. Comparison of interpretation methods.
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T0. Tmax in this case is not the maximum recorded 
temperature as defined in Section  3.1.1, but a 
fictional maximum from the hyperbolic fit. The 
hyperbolic fit utilises all of  the data taken in this 
test to gain a good fit, i.e. 1800 seconds, whereas 
Equation 5 is seen to determine this same value 
in around 600 seconds (25.90°C), as shown in 
Figure 7, in contrast to the recorded temperature 
which does not reach this in-situ temperature even 
at 1800 seconds.

The calculated value of thermal conductivity for 
the physics-based method is also seen to converge 
in the same time as T0 (around 600 seconds), as 
shown in Figure  8, indicating that the test could 

be reduced in time, by up to a factor of 3 for both 
methods.

4.2 Data Set 2

Data Set 2 covers four different methods: (i) T-CPT, 
(ii) in-situ thermal needle probe, (iii) thermal nee-
dle probe on sampled material, tested immediately 
after sampling, and (iv) thermal needle probe 
on sampled material in the laboratory, includ-
ing undisturbed, reconstituted and multiple den-
sity tests. The T-CPTs were undertaken as CPTU 
according to ISO (2012), stopped at the selected 
test depths, and the temperatures recorded. The 
thermal needle probe tests were performed accord-
ing to the ASTM (2014) D 5334-14 standard. The 
soil profiles at the test locations were mainly sand, 
but at some locations clay is located close to the 
ground surface. The calibration factor fTC  =  0.35 
was used in all cases, matching a thermal conduc-
tivity of 2 W/mK, as an a priori best estimate of 
thermal conductivity.

Only select results from in-situ tests are presented 
here for clarity and brevity. Four different locations 
are shown in Figures 8 to 10 with a range of depths 
from 5 m to 35 m. The thermal needle probe tests 
and the T-CPTs were generally a few metres apart 
horizontally at each location, and in Figure 10 the 
sub-locations were up to 10  m apart. It was not 
always possible to do tests at the same depth, as 
in deeper locations where the T-CPT could easily 
take tests the in-situ needle probe proved fragile 
and in shallower depths a sufficient temperature 
increase in the cone was not always achieved. At 
location 4a, to compensate for the lack of compa-
rable results at depth, a borehole was drilled and an 
in-situ needle probe was taken below the bottom of 
the borehole at about 34 m depth.

Figure 7. T0 determination for Fugro site, 8.6 m depth.

Figure 8. k determination for Fugro site, 8.6 m depth.

Figure 8. Thermal conductivity results at location 1.
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All figures show excellent agreement between 
the physics-based method and the in-situ needle 
probe tests, with a range of depths and thermal 
conductivities. The empirical method generally 
significantly overestimates the thermal conductivi-
ties, with the exception of location 3. However, it 
is observed that between tests at the same location 
a reasonable comparative trend is observed, see 
Figure 10 (location 4). It is thought that the over-
estimates are due to a number of factors, including 
the reduced cone radius (a lower initial heat con-
tent) and the wider range of thermal conductivi-
ties. In all cases the t50 values for Data Set 2 were 
significantly lower than for Data Set 1, due mainly 
to lower amount of heat contained in the smaller 
diameter cone. It is thought that while the empiri-
cal method proposed a single equation, each cone 
would have different parameters.

In all cases the thermal conductivity changes 
over the soil depth profile. This is consistent with 
changes in density (generally increasing, due to 
increasing overburden stresses), and with a vari-
ation due to soil material changes. In particular, 
CPTU interpretation shows clay near surface and 
sand at greater depths for locations 1, 2 and 4, and 
in location 3 a small clay layer was observed at 
13 m giving a lower thermal conductivity.

5 INFLUENCE OF SAND DENSITY

In comparison to a needle probe, a cone penetrom-
eter has a large diameter, therefore increased soil 
disturbance applies. The rate of penetrometer 
insertion is typically 20 mm/s (ISO, 2012), which, 
in fine grained soils, results in undrained deforma-
tions, i.e. largely without volume change. However, 
for sandy soils, drained conditions may apply. It is 
noted that heat moves through both the fluid and 
solid parts of soil and therefore the structure is of 
a lesser importance.

The zone of influence of a CPT in sandy soil 
depends on particle size distribution, in-situ stress 
conditions and drainage. It has been estimated to 
be up to 8 cone diameters horizontally (Mel’nikov 
& Boldyrev, 2015). Even in dry sand volumetric 
strains are small, with both contractive and expan-
sive strains being less than 2% outside ∼0.2 cone 
diameters (Mel’nikov & Boldyrev, 2015).

The thermal zone of influence (Figure  5) 
is approximately 2 cone diameters within the 
part of the test needed to calculate the thermal 
conductivity.

Figure  11 presents example results of labora-
tory tests undertaken to investigate the sand den-
sity aspect. The thermal conductivity tests were 

Figure  9. Thermal conductivity results at locations 2 
and 3.

Figure 10. Thermal conductivity results at location 4.
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performed using a KD2 Pro Thermal Properties 
Analyzer (Decagon Devices, Inc.) with a TR-1 
thermal needle probe (100 mm length, 2.4 mm 
diameter), according to ASTM (2014). The sam-
ples had dry densities from ∼1.3 to ∼1.6 Mg/m3, so 
representing about a ± 10% volumetric strain from 
the mean. The initially moist samples were flooded 
with water and subjected to increasing densifica-
tion by means of a vibrating table. The thermal 
conductivities for each sample have an average 
range of 0.24 W/mK and therefore for a 2% volu-
metric strain the approximate difference would be 
approximately 0.02  W/mK, which is within the 
measurement error.

While using a cone penetrometer to take in-
situ measurements may have a limited error due 
to density changes, this is thought to be signifi-
cantly less than that of taking samples, which were 
found, in general, to exhibit slightly lower thermal 
conductivity values than the field tests, attributed 
mainly to total stress relief  upon sampling and 
de-saturation.

6 CONCLUSIONS

This paper compares two interpretation methods 
for deriving in-situ thermal conductivity of soil 
from a cone penetrometer equipped with a tem-
perature sensor. The test method (T-CPT) relies 
on a temperature rise in the steel of the penetrom-
eter during a cone penetration test and subsequent 
measurement of temperature decay during a pause 
in penetration. The test equipment is more robust 
than needle probe type tests and therefore allows 
thermal conductivity to be measured at depth, 
without tools being swapped. The physics-based 
method is shown to reliably measure the ther-
mal conductivity over a wide range of conditions 
and requires only spreadsheet-type analysis to be 
undertaken. A method of predicting the initial in-
situ temperature is also shown allowing the test to 
be undertaken in a significantly reduced time.
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