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To those who felt powerless when contesting an unjust situation.
To those who made a conscious decision not to speak up.
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Summary

Artificial Intelligence systems (AI) are increasingly being used for decision-making due
to their capacity to process large amounts of data. While efficiency and lower decision-
making costs make AI systems attractive tools for augmenting human decision-makers’
capacities, many have highlighted that biases and inscrutability inherent to such sys-
tems could lead to harmful consequences for decision subjects. Contestability, i.e., a
property that makes AI systems open to human intervention throughout their lifecycles,
has been claimed to be essential for counteracting algorithmic harms. By enabling deci-
sion subjects to influence algorithmic outputs, contestable AI systems aim to safeguard
decision subjects’ rights to autonomy and dignity. Despite the interest and relevance of
contestability in HCI, little is known about whether and how elements of contestable AI
systems can empower decision subjects in algorithmic decision-making.

In this dissertation, we aim to generate empirical insights into decision subjects’
needs for and fairness perceptions towards contestable AI systems in decision-making.
By focusing on decision subjects, this dissertation leads to a set of recommendations for
organizations setting up algorithmic decision-making processes. These recommenda-
tions encourage organizations to account for the interests of those impacted by algo-
rithmic decisions from the early stages of the design process. To this end, we rely on
a combination of qualitative and quantitative studies. We ground these studies in two
high-risk decision-making contexts, one in the public sector –an illegal holiday rental
identification scenario– and the other one in the private sector –a loan approval scenario.
We conduct this dissertation in the context of the DCODE Marie Skłodowska-Curie In-
novative Training Network (ITN).

In chapter 2, we review principles for Trustworthy AI and we locate contestabil-
ity within the Trustworthy AI discourse. We synthesize the most prominent Trustwor-
thy AI principles in a framework and operationalize such principles by breaking them
down into criteria and manifestations. We advocate for opening up spaces for multi-
stakeholder deliberation in AI design and assessment processes. The insights we gener-
ate as part of chapter 2 motivate the need to further look into contestability as a relevant
trustworthy AI principle.

In chapter 3, we focus on contestability and look into decision subjects’ informa-
tion and procedural needs for meaningful contestability. We do not limit contestabil-
ity to one-to-one appeal or recourse processes. This chapter presents an interview-
based qualitative study. The findings in this chapter highlight the cooperative work
behind contestability. Instead of conceiving the right to autonomy as individual self-
determination, decision subjects’ capacity for contestation is shaped by their interac-
tions with actors (e.g., street-level buraucrats, third parties) involved in decision-making.

xi



xii Summary

In chapter 4, we narrow contestability down into the right to contest automated deci-
sions as interpreted from Article 22(3) of the European Union’s General Data Protection
Regulation. The elements that contribute to the right to contest automated decisions
include explanations, human intervention and appeal mechanisms. Through a crowd-
sourced quantitative study, we examine the interplay between explanations, human in-
tervention (operationalized as human oversight) and appeal mechanisms, and evaluate
their effect on decision subjects’ fairness perceptions. The findings in this chapter show
the positive effect of explanations and appeal mechanisms on informational and pro-
cedural fairness perceptions. The findings in this chapter also point towards the need
to rethink traditional appeal mechanisms to capture the unique nature of AI systems in
decision-making. The lack of empirical evidence of the effect of human intervention
on decision subjects’ fairness perceptions motivates the need to further investigate this
element.

In chapter 5, we further look into the effect of human intervention on decision sub-
jects’ fairness perceptions. This chapter is motivated by the findings in chapter 4 and
the relevance of human intervention within Article 22(3) of the GDPR. Through a mixed-
methods study, we identify decision-makers’ profile, model type and data provenance as
three key properties that affect decision subjects’ fairness perceptions towards human
intervention. We also identify the Ability, Benevolence, and Integrity model as a useful
tool for capturing perceptions towards decision-maker configurations that include vary-
ing levels of human intervention. The findings in this chapter confirm the positive effect
of human intervention on decision subjects’ fairness perceptions, but encourage an in-
terpretation of human intervention that is not limited to human controllers making the
final decision.

In chapter 6, we provide an overview of the research conducted as part of this disser-
tation. We discuss the implications of the research, provide a set of recommendations
for organizations developing and deploying AI systems, for policy makers and for HCI re-
searchers. We also reflect on our approach and highlight the limitations of this research.



Samenvatting

Kunstmatige intelligentiesystemen (AI) worden steeds vaker gebruikt voor besluitvor-
ming vanwege hun capaciteit om grote hoeveelheden data te verwerken. Hoewel effici-
ëntie en lagere kosten AI-systemen aantrekkelijke hulpmiddelen maken om de capaci-
teiten van menselijke besluitvormers te vergroten, hebben velen benadrukt dat de voor-
oordelen en ondoorzichtigheid die inherent zijn aan dergelijke systemen schadelijke ge-
volgen kunnen hebben voor beslissingssubjecten. Betwistbaarheid, dat wil zeggen het
openstellen van AI-systemen voor menselijke tussenkomst gedurende hun gehele le-
venscyclus, is mogelijk één van de sleutels om algoritmische schade tegen te gaan. Door
beslissingssubjecten in staat te stellen algoritmische uitkomsten te beïnvloeden, streeft
betwistbaarheid ernaar de rechten van beslissingssubjecten op autonomie en waardig-
heid te beschermen. Ondanks de interesse en relevantie van betwistbaarheid binnen
HCI, is er weinig bekend over of en hoe betwistbare AI-systemen de invloed van beslis-
singssubjecten in algoritmische besluitvorming kunnen versterken.

In dit proefschrift streven we ernaar empirische inzichten te genereren over de
behoeften van beslissingssubjecten aan betwistbare AI-systemen in besluitvorming,
en hun eerlijkheidspercepties van diezelfde systemen. Door ons te richten op beslis-
singssubjecten, leidt dit proefschrift tot een reeks aanbevelingen voor organisaties die
algoritmische besluitvormingsprocessen opzetten. Deze aanbevelingen moedigen or-
ganisaties aan om rekening te houden met de belangen van degenen die worden geraakt
door algoritmische beslissingen vanaf de vroege stadia van het ontwerpproces. Hiervoor
maken we gebruik van een combinatie van kwalitatieve en kwantitatieve studies. We ba-
seren deze studies op twee contexten van besluitvorming met een hoog risico, één in de
publieke sector - een scenario betreffende identificatie van illegale vakantieverhuur - en
de andere in de private sector - een scenario betreffende beoordeling van leningen. We
voeren dit proefschrift uit in de context van het DCODE Marie Skłodowska-Curie Inno-
vative Training Network (ITN).

In hoofdstuk 2 bespreken we principes voor betrouwbare AI en plaatsen we be-
twistbaarheid binnen het discours van betrouwbare AI. We maken een kader met een
synthese van de meest prominente principes van betrouwbare AI en operationaliseren
principes door ze op te splitsen in criteria en manifestaties. We pleiten voor het creëren
van ruimte voor overleg tussen meerdere belanghebbenden in AI-ontwerp- en evalua-
tieprocessen. De inzichten die we genereren als onderdeel van hoofdstuk 2 motiveren
de noodzaak om betwistbaarheid verder te onderzoeken als een relevant principe voor
betrouwbare AI.

In hoofdstuk 3 richten we ons op betwistbaarheid en kijken we naar de informatie-
en procesbehoeften van beslissingssubjecten voor betekenisvolle betwistbaarheid. We
beperken betwistbaarheid niet tot een-op-een beroeps- of bezwaarprocessen. Dit hoofd-
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xiv Samenvatting

stuk presenteert op interviews gebaseerd kwalitatief onderzoek. De bevindingen in dit
hoofdstuk benadrukken het coöperatieve karakter van betwistbaarheid. In plaats van
het recht op autonomie op te vatten als individuele zelfbeschikking, wordt het vermo-
gen van beslissingssubjecten om te betwisten gevormd door hun interacties met andere
actoren (bijvoorbeeld bureaucraten op straatniveau, of derden) die betrokken zijn bij
besluitvorming.

In hoofdstuk 4 beperken we betwistbaarheid tot het recht om geautomatiseerde be-
slissingen te betwisten, zoals geïnterpreteerd vanuit artikel 22(3) van de Algemene Ver-
ordening Gegevensbescherming van de Europese Unie. De elementen die bijdragen aan
het recht om geautomatiseerde beslissingen te betwisten, omvatten uitleg, menselijke
tussenkomst en beroepsmechanismen. Door middel van een gecrowdsourcet kwanti-
tatieve studie onderzoeken we de wisselwerking tussen uitleg, menselijke tussenkomst
(geoperationaliseerd als menselijk toezicht) en beroepsmechanismen, en evalueren we
hun effect op de percepties van eerlijkheid van beslissingssubjecten. De bevindingen
in dit hoofdstuk tonen het positieve effect van uitleg en beroepsmechanismen op per-
cepties van informationele en procedurele eerlijkheid. De bevindingen in dit hoofdstuk
wijzen ook op de noodzaak om traditionele beroepsmechanismen te heroverwegen om
de unieke aard van AI-systemen in besluitvorming vast te leggen. Het gebrek aan empi-
risch bewijs voor het effect van menselijke tussenkomst op de percepties van eerlijkheid
van beslissingssubjecten motiveert de noodzaak om dit element verder te onderzoeken.

In hoofdstuk 5 kijken we verder naar het effect van menselijke tussenkomst op de
percepties van eerlijkheid van beslissingssubjecten. Dit hoofdstuk wordt gemotiveerd
door de bevindingen in hoofdstuk 4 en de relevantie van menselijke tussenkomst bin-
nen artikel 22(3) van de AVG. Door middel van een mixed-methods studie identifice-
ren we het profiel van besluitvormers, het modeltype en de herkomst van gegevens als
drie belangrijke eigenschappen die de percepties van eerlijkheid van beslissingssubjec-
ten ten opzichte van menselijke tussenkomst beïnvloeden. We identificeren ook het Abi-
lity, Benevolence, and Integrity-model als een nuttig hulpmiddel voor het vastleggen van
percepties ten opzichte van configuraties van besluitvormers die verschillende niveaus
van menselijke tussenkomst omvatten. De bevindingen in dit hoofdstuk bevestigen het
positieve effect van menselijke interventie op de perceptie van eerlijkheid van beslis-
singssubjecten, maar moedigen een interpretatie van menselijke interventie aan die niet
beperkt is tot menselijke uitvoerders die de uiteindelijke beslissing nemen.

In hoofdstuk 6 geven we een overzicht van het onderzoek dat is uitgevoerd als on-
derdeel van dit proefschrift. We bespreken de implicaties van het onderzoek, bieden
een reeks aanbevelingen voor organisaties die betwistbare AI-systemen ontwikkelen en
implementeren, voor beleidsmakers en voor HCI-onderzoekers. We reflecteren ook op
onze aanpak en benadrukken de beperkingen van dit onderzoek.
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Terminology

Term Definition

Algorithmic decision-making Decision-making processes that are driven or augmented by algorithmic sys-
tems.

Algorithmic systems Systems that are driven by a set of instructions (models) that are used to solve
a problem. I adopt a sociotechnical perspective to this definition and, there-
fore, account for both human and machine actors involved in the functioning
of algorithmic systems.

Artificial Intelligence systems Computational systems that are designed for interpreting external data, pro-
cessing that data, and using those results for performing specific tasks [212].
AI systems can be stochastic, deterministic, or a combination of both. I
adopt a sociotechnical perspective to this definition and, therefore, account
for both human and machine actors involved in the functioning of AI systems.

Appeal process Act of opposing an algorithmic decision because it is considered to be faulty,
incorrect or incomplete [412]. The scope is limited to the output of the sys-
tem.

Contestability (by design) Quality that makes an algorithmic system open and responsive to human in-
tervention throughout its lifecycle [9]. The scope is not limited to the output
of the system. It allows to contest design choices early in the development
process [14].

Decision subject Individual affected by an algorithmic decision [386].

Distributive justice Dimension of justice related to the outcome resulting from a decision-making
process [95].

Fairness perceptions Measurements of appropriateness that evoke different dimensions of jus-
tice [94].

Human controller Domain expert interacting with the algorithmic system so as to ensure the
quality of the algorithmic decision (i.e., algorithmic decision overseen by a
human [416]) or to make a decision themselves (i.e., human decision-making
with algorithmic elements [416]) [9].

Human intervention Mediation by a human being who has the competence and authority to pos-
sibly change the decision made by an AI system [131].

Human oversight Feature of a hybrid decision-making configuration that indicates a level of
intervention where a human identifies and corrects potential mistakes made
by an algorithmic system [14].

Human reviewer Actor responsible for evaluating the correctness of the algorithmic decision
during the contestation process [271].

Hybrid decision-making Decision-making processes led by algorithmic systems where a human in-
tervenes to identify and correct potential mistakes made by the algorithmic
system [14].

Informational justice Dimension of justice related to the information provided to decision subjects
about a decision-making process [95].

xvii
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Interactional justice Dimension of justice related to the treatment received by decision subjects as
part of a decision-making process [95].

Justice Multi-dimensional construct that studies criteria for determining what is ap-
propriate or correct [94].

Machine Learning driven systems Subdivision of Artificial Intelligence systems. Machine Learning driven sys-
tems are stochastic in nature.

Practitioner Professionals involved in the development, deployment or governance of Ar-
tificial Intelligence systems

Procedural justice Dimension of justice related to the nature of the process that leads to deci-
sions [95].

Recourse Act of modifying the input variables of an algorithm or Artificial Intelligence
model to change the output [404].

Trustworthy Artificial Intelli-
gence

Artificial Intelligence systems that are lawful, ethical, and robust [140].

Table 1: Summary of key terms and corresponding definitions.
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2 1. Introduction

1.1. Context and Motivation
In recent years, the usage of algorithmic systems based on Artificial Intelligence (AI) in
general, and more specifically, on Machine Learning (ML) have become ubiquitous in
several different domains. In the public sector, for example, AI systems are pervasive
in the detection of fraud [200, 445], in public employment and medical services [367,
385, 428], or in policing [69, 265, 285]. In Europe, some initial analyses indicate that the
Netherlands represents the country with the highest number of public initiatives where
AI technologies are introduced [293, 309]. Artificial Intelligence has even been desig-
nated the status of “key technology” [338] for its prospects to bring individual, social,

and environmental benefits1[140]. The rapid adoption of this technology is justified un-
der its potential to increase efficiency, lower decision-making costs [230], and provide
individual citizens with better outcomes [339]. This is due to AI’s capacity to consistently
process big amounts of data [230].

While many have highlighted the potential benefits of incorporating artificial skills
to transform existing workflows [39], the application areas in which these systems are
introduced is an important factor to consider. Most of the aforementioned application
areas directly impact citizens’ safety and fundamental rights and are considered high-
risk areas by recent regulatory efforts such as the European Union’s Artificial Intelligence
Act (EU AI Act) [133]. Concerns about vulnerability [199], bias [74], and inscrutability [25]
of AI systems in such applications, hence, become especially problematic. The childcare

benefits scandal in the Netherlands ( colored box below) is an illustration of it.2

The childcare benefits scandal of 2018 in the Netherlands [19] is an illustration of
the harmful consequences of adopting biased AI systems with a black-box con-
figuration for high-risk public decision-making. A few years earlier, the Dutch
government had introduced a self-learning risk classification model to create risk
profiles of childcare benefits applicants for a rapid identification of individuals
who were likely to commit fraud. Due to the opacity of the system, affected ap-
plicants were deprived of meaningful information to understand their individual
situation. This led to thousands of benefits applicants being falsely accused of
fraud, while making it impossible for such applicants to oppose, correct or rem-
edy their situation.

In an effort to mitigate the potentially harmful consequences of adopting AI systems
for high-risk decision-making, several actors, such as the European High-Level Expert
Group, have emphasized the need to support the design, deployment, and governance

1While the negative environmental impact of AI models has been much debated [266], AI is also believed to be
a powerful tool that can help reduce greenhouse gas emissions by e.g., optimizing central heating systems to
minimize their environmental impacts [342]

2Information concerning the Dutch Childcare Benefits Scandal included in this dissertation is based on the
2021 report Xenophobic Machines: Discrimination Through Unregulated Use of Algorithms in the Dutch Child-
care Benefits Scandal by Amnesty International [19] https://www.amnesty.nl/content/uploads/2021/10/202
11014_FINAL_Xenophobic-Machines.pdf?x25337. At the time of writing this dissertation (September 2024)
the legal procedures dealing with the scandal are still ongoing. We encourage the interested reader to follow
the latest events through reliable sources.

https://www.amnesty.nl/content/uploads/2021/10/20211014_FINAL_Xenophobic-Machines.pdf?x25337.
https://www.amnesty.nl/content/uploads/2021/10/20211014_FINAL_Xenophobic-Machines.pdf?x25337.
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of AI systems through socio-political deliberation [140]. To ensure AI systems are trust-
worthy, several ethical principles have been defined (e.g., privacy, fairness, explainabil-
ity, contestability) [138]. In this dissertation, we focus on the principle of contestability.

Contestability has a multifaceted nature and fits different definitions. In the field
of AI ethics, contestability has been defined as a core principle for trustworthy AI, which
contributes to addressing the politics and power imbalances behind the implementation
of AI systems [269, 406]. In the legal realm, contestability has been claimed to be a funda-
mental democratic right [269]: a means for empowering decision subjects to influence
decisions that can impact their lives. By enabling influence over algorithmic outputs,
contestability safeguards decision subjects’ rights to autonomy and dignity, and repre-
sents a way to counteract harmful algorithmic decisions [9, 14, 269]. Contestability, has
been, therefore, claimed to foster procedural justice and to positively contribute to de-
cision subjects’ fairness perceptions in algorithmic decision-making [9]. Scholars in the
field of human-computer interaction (HCI), instead, define contestability as a system
property that makes AI systems open and responsive to human intervention through-
out their lifecycles [9]. AI systems that embed contestability as a “deep system property”
[405] (i.e., contestability by design [14]), are identified as contestable AI systems [9]. When
designing for contestability, values that go into the design of AI systems (e.g., values that
condition decisions about which data to include, which data to exclude, or what “good”
data is) are surfaced [9, 405]. Surfacing those values, in turn, contributes to holding orga-
nizations developing, deploying, and adopting algorithmic decision-making processes
accountable.

In the case of the Dutch childcare benefits scandal, making the AI system con-
testable, would have meant e.g., questioning the appropriateness of using a risk
classification model at the early stages of its design, implementing mechanisms
to explain the decisions to affected applicants, or providing information about
the workings of the model to enable scrutiny by oversight bodies.

Even if the field of contestable AI has generated considerable interest in HCI in the
last years, this research area is still nascent. Many of the guidelines on how to design for
contestability are conceptual [9, 179, 269] and there is little empirical insight into how
contestable AI can empower decision subjects in algorithmic decision-making. The rel-
evance and scarcity of empirical evidence on how to design and deploy contestable AI
systems demonstrates the need for more research in this area. In this dissertation, we
address this need. The goal of this dissertation is to generate recommendations for con-
testable AI design and deployment so that organizations setting up algorithmic decision-
making processes shape these systems in a way that effectively empowers decision sub-
jects to influence algorithmic outputs. We do so, by generating empirical insights into de-
cision subjects’ needs for and fairness perceptions towards contestability in algorithmic
decision-making configurations. This dissertation, therefore, answers to the following
overarching research question: how can decision subjects’ needs and fairness percep-
tions be considered to inform the development and deployment of contestable Artifi-
cial Intelligence systems for algorithmic decision-making?

Our focus on decision subjects’ needs and fairness perceptions to inform contestable
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AI design and deployment is motivated by the fact that algorithmic decision-making pro-
cesses may have both economic and socio-emotional consequences for decision sub-
jects [96]. By capturing the concerns and needs of individuals and communities that
are (or will most likely be) impacted by the use of AI systems, we make sure that their
interests are considered from the very early stages of the AI design process [251]. This
is a first step towards avoiding many of the harmful effects of implementing AI systems
in decision-making processes [377] and ensuring algorithmic decision-making is per-
ceived as an acceptable and legitimate alternative to human-led decision-making [95,
162, 253, 259, 393, 400]. Our research questions and methodological choices are framed
so as to capture the needs for and perceptions towards contestable AI of those subject to
algorithmic decisions. We study these needs and perceptions in two different high-risk
decision-making contexts; one in the private sector (i.e., a loan approval scenario) and
one in the public sector (i.e., an illegal holiday rental identification scenario).

This dissertation has been developed as part of a broader European project, the
DCODE Network [306], where we aim to reconcile human values and algorithmic logic.
Within the objectives of the DCODE Network [306], this dissertation focuses on antici-
pating desired interactions between humans and AI systems for supporting sustainable
digital futures. In line with the aims of the project, we adopted a human-centered ap-
proach for the principled design of contestable AI.

This dissertation is structured as follows. We first locate contestability within the cur-
rent trustworthy AI discourse and motivate the need to further look into contestability
as a prominent ethical principle. Through a combination of qualitative and quantitative
approaches, we then explore decision subjects’ broader needs for contestability. We next
study decision subjects’ fairness perceptions towards the right to contest automated de-
cisions as interpreted from Article 22(3) of the European Union’s General Data Protection
Regulation (GDPR) [131]. We finally further dive into the role of human intervention in
shaping decision subjects’ fairness perceptions. Human intervention is defined by the
GDPR [131] as a safeguard against automated decision-making that conditions the right
to contest automated decisions [416]. We, therefore, contribute to the current litera-
ture on contestable AI with a series of empirical insights into decision subjects’ needs
for and fairness perceptions towards contestability in algorithmic decision-making. We
inform the development and deployment of contestable AI by discussing the implica-
tions for practice and for research of the generated empirical insights and by providing
stakeholder-specific recommendations to meaningfully empower decision subjects in
algorithmic decision-making.

1.2. Research Landscape and Knowledge Gaps

In this section, we provide an overview of the research landscape where this dissertation
is located. The research landscape includes topics on (1) trustworthy AI principles, (2)
design of contestable AI systems, (3) the right to contest automated decisions, and (4)
human intervention in algorithmic decision-making. In each section, we highlight the
four knowledge gaps that this dissertation addresses within that research landscape (see
Figure 1.1).
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1.2.1. Principles for Trustworthy Artificial Intelligence
In view of the potentially harmful consequences that Artificial Intelligence systems could
perpetuate if not adopted responsibly, there has been a proliferation of guidelines to en-
sure that AI systems are trustworthy. Since 2016, tens of organizations both in the pub-
lic (e.g., European Commission, U.S. National Science and Technology Council, Stan-
dards Administration of China) and private (e.g., Microsoft, Google, IBM, Telefonica)
sphere have defined high-level ethical principles that aim at guiding the design, de-
ployment, and governance of AI systems [296, 298]. Public institutions like the Euro-
pean Commission, through their High-Level Expert Group (HLEG) [140], for example,
defined Trustworthy Artificial Intelligence as an approach to developing AI that ensures
that such systems are (1) lawful (i.e., they respect policies and regulations that are in
place), (2) ethical (i.e., they are aligned with societal values and ethical principles), and
(3) robust (i.e, the models that compose these systems are technically insensitive to mis-
performance or miscalculations [395]). The EU’s HLEG additionally defined seven key
requirements that trustworthy AI should respect: (1) human agency and oversight, (2)
robustness and safety, (3) privacy and data governance, (4) transparency, (5) diversity,
non-discrimination and fairness, (6) societal and environmental well-being, and (7) ac-
countability [140]. Private companies like Microsoft, instead, defined six principles as
part of their responsible AI standard: (1) accountability, (2) transparency, (3) fairness, (4)
reliability and safety, (5) privacy and security, and (6) inclusiveness.

Even if standards suggested by public and private organizations slightly differ in pri-
oritizing certain principles over others, approaches to trustworthy AI have seemingly
converged into a set of principles [296]. Such convergence is visible in an analysis con-
ducted by Fjeld et al. [138]. Fjeld et al. [138] studied thirty-six AI ethics documents
collected through a purposive sampling method and identified eight common themes.
These themes include (1) privacy, (2) accountability, (3) safety and security, (4) trans-
parency and explainability, (5) fairness and non-discrimination, (6) human control of
technology, (7) professional responsibility, and (8) promotion of human values. Accord-
ing to the authors, the most recent documents cover all main themes identified through
their analysis. The convergence of AI ethical documents into these eight themes opens
up the possibility to the emergence of a “normative core” that could guide a principle-
based approach to the design, deployment, and governance of Artificial Intelligence sys-
tems [138].
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Knowledge Gap 1: Need to Identify and Operationalize Trustworthy AI Principles
To address the overarching research question of the present dissertation, we start by
looking into trustworthy AI principles and their operationalization. The ultimate goal
of this first step is to locate contestability within the current discourse of trustworthy AI
and identify guidelines for operationalizing it.

Initiatives to define trustworthy AI are seemingly converging into a set of common
principles [296]. However, these principles have been criticized for being too high-level,
and limited to vague value statements [296]. Even if these trustworthy AI initiatives claim
to be action-guiding, they provide few practical and actionable recommendations that
those desigining, deploying, and governing AI systems can put into practice [169]. For
example, Fjeld et al. [138] found that the principle of human control was present in 69%
of the reviewed standards. However, the way in which meaningful human control can
be operationalized to address responsibility gaps when interacting with AI systems [81]
is not straightforward. Documents dealing with principles for trustworthy AI seldom
unpack and operationalize those principles.

Furthermore, fundamental tensions inherent in principles such as fairness are not
discussed in depth in trustworthy AI standards [169]. If we define fairness as “equal-
ized odds”, for a classification task driven by an AI system, a fair model would mean that
both the true and false positive rates should be equal for the protected and unprotected
groups [284]. Instead, if we define fairness as “equal opportunity”, only the true positive
rates should be equal for the protected and unprotected groups [284]. Work in fairness
in Machine Learning have characterized fairness through up to ten different definitions,
some of which are mutually exclusive. Documents dealing with principles for trustwor-
thy AI, nonetheless, do normally not dive into such tensions. These documents provide
little insight into how discussions around the tensions arising from the design of socio-
technical systems can take place in practice.

There is, therefore, a need to operationalize high-level ethical principles for trustwor-
thy Artificial Intelligence, while opening up spaces for multi-stakeholder deliberation in
the design and assessment of socio-technical systems.

1.2.2. Contestable Artificial Intelligence
Contestability has been described as a prominent ethical principle by many trustworthy
AI standards (e.g., [10, 31, 132, 138, 209, 248, 269, 391]), key to ensuring trustworthy AI. In
this dissertation, we use the term contestable AI [9] to refer to AI systems that uphold the
principle of contestability by design. We use the term contestable algorithmic decision-
making to refer to algorithmic decision-making processes that rely on contestable AI
systems. Contestability has been defined as the ability to oppose an action, either be-
cause the action is perceived as mistaken or simply wrong [10]. Contestability aims
to safeguard decision subjects’ rights to dignity and autonomy [9]. Contestability has
been conceptualized in various ways [269]. Recourse refers to the ability of a person to
“change the decision of the model through actionable input variables” [404]. In order for
a decision subject to be able to exercise recourse, they need an actionable set of factors
or counterfactual scenarios to obtain a desired outcome [206, 410]. When contestabil-
ity is characterized as the act of incorporating appeal mechanisms in decision-making,
there is no assumption that the original decision was correct in the very first place [412].
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Appeal mechanisms give decision subjects the ability to correct faulty decisions [412].
Some authors consider that contestability is not limited to recourse and appeal mecha-
nisms [269] and define the concept of contestability by design [9, 14, 355]. Contestability
by design complements the ability to contest an outcome with the ability to iterate on
the decision-making process [407]. Contestability by design has also been defined as a
mechanism that enables AI systems to be “open and responsive to human intervention
throughout the system lifecycle” [9].

The nature and purpose of contestability are open to dispute [269]. On the one hand,
some claim that contestability is an end in itself; a fundamental principle to democracy.
On the other hand, contestability has also been defined as a means to supporting prin-
ciples such as fairness or accountability. Legal psychology scholars [253, 393] have tra-
ditionally framed contestability as a form of procedural justice; an instrument to ensure
that decision subjects are empowered to express their views during a decision-making
process. Contestability is claimed to increase decision subjects’ fairness perceptions to-
wards decision-making processes [9]. Vaccaro et al. [405], instead, described designing
for contestability as a mechanism to surface values embedded in the design of AI sys-
tems; a way to ensure AI systems are fair, accountable and trustworthy.

A Multi-Stakeholder Conceptualization of Contestability. The field of contestable AI is
nascent but is rapidly growing in the last years. Prior research (e.g., [9, 14, 269, 355]) has
set the theoretical foundations for conceptualizing contestability. In a prominent recent
work, Alfrink et al. [9] suggested a framework to characterize contestable AI. This frame-
work consists of five socio-technical features and six practices that contribute to con-
testable AI. Features towards contestable AI include built-in safeguards against harmful
behavior (e.g., adversarial secondary systems for decision-making), interactive controls
to influence automated decisions, explanations about algorithmic behavior, human re-
view and intervention requests, and tools for third parties and decision subjects to scru-
tinize AI systems. Practices contributing to contestable AI include ex-ante safeguards
(e.g., early-stage assessments to prevent harms), agonistic approaches to AI develop-
ment, quality assurance during development and after deployment of AI systems, risk
mitigation strategies, and third party oversight.

Alfrink et al.’s [9] conceptualization of contestability is multi-stakeholder in nature,
i.e., features and practices contributing to contestability involve a number of different
stakeholders (see Figure 1.2). For example, interactive controls over automated deci-
sions are mainly directed at domain experts interacting with AI systems to make deci-
sions (i.e., human controllers). Instead, explanations of how the system behaves can be
directed at both human controllers —to identify potentially erroneous outputs from the
system— or at decision subjects —to exercise their right to contest automated decisions.
Practices that contribute to contestability, such as quality assurance during AI system
development, fall under the responsibility of organizations developing or deploying AI
systems.

Knowledge Gap 2: Need to Identify Decision Subjects’ Needs for Contestability
Despite the importance of contestability for trustworthy AI, most work in contestable AI
is conceptual in nature (e.g., [9, 269]) and its operationalization has received compara-
tively little attention. For ensuring AI systems are trustworthy in practice, recent work
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Figure 1.2: Overview of the actors and processes involved in contestable AI (adapted from [7, 9]). Contestable
AI systems are open and responsive to human intervention throughout their lifecycles, i.e., throughout the
development process, decision-making workflow and contestation loop. The focus of this dissertation is on
characterizing decision subjects’ needs for and perceptions towards contestability.

in the field of human-computer interaction (e.g., [12, 70]) has advocated for adopting
a human-centered approach; by capturing the concerns and needs of individuals and
communities that are most likely to be impacted by algorithmic decisions. The objec-
tive of such an approach is to generate AI design and deployment guidelines that en-
sure organizations responsible for algorithmic decision-making shape these processes
in a way that effectively empowers impacted decision subjects and avoids unwanted
effects for them. This is necessary for aligning algorithmic decision-making processes
with decision subjects’ perspectives and standards of justice. In the field of contestable
AI, few studies have focused on operationalizing contestability as exercised by decision
subjects.

One of the few studies focusing on decision subjects’ needs for contestability was
conducted by Vaccaro et al. [407]. Vaccaro et al. [407] conducted several participatory
workshops with communities impacted by content moderation mechanisms and iden-
tified their procedural needs for appeal mechanisms. Through these workshops Vac-
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caro et al. [407] identified three major needs: (1) the need for direct or indirect forms
of representation, (2) the need for support mechanisms for users to communicate with
the platforms, and (3) the need for treating decision subjects in a compassionate way.
Whether these procedural needs are applicable to contestability (beyond one-to-one ap-
peal mechanisms) in high-risk decision-making contexts (beyond content moderation)
is still unclear.

Additional to procedural needs for contestability, it should be noted that informa-
tion about the decision-making is an essential step for decision subjects to be able to
contest algorithmic decisions [269]. Hénin and Le Metayer [179] argue that this informa-
tion should be given in the form of justifications, i.e., information that demonstrates the
appropriateness of the algorithmic decisions. To date, most of the work dealing with de-
cision subjects’ information needs for contestability has been limited to recourse. Infor-
mation for recourse normally concerns counterfactual explanations that decision sub-
jects can act upon to change the output of the AI system (e.g., [206, 410]). Decision sub-
jects’ information needs for meaningful contestability (beyond recourse) are still to be
explored.

In view of the above, guidelines on how to develop and deploy contestable AI sys-
tems, might not be aligned with decision subjects’ needs for meaningful contestability.
This might lead to contestability not effectively empowering decision subjects who are
faced with decisions that have both economic and socio-emotional consequences for
them [95]. There is, therefore, a need to identify decision subjects’ procedural and infor-
mational needs for meaningful contestability beyond recourse or appeal.

1.2.3. The Right to Contest Automated Decisions
Beyond the fields of (1) fairness, accountability, and transparency in AI and (2) human-
computer interaction, recent policy efforts, such as the European Union’s General Data
Protection Regulation (GDPR) [131], have also acknowledged the need for contestability
in algorithmic decision-making. Article 22 of the GDPR deals with algorithmic decisions
that are based exclusively on automated decision-making, i.e., without any human inter-
vention with competence and authority to change the outcome of the system, if needed.

Article 22(1) acknowledges the right of the data subject 3 not to be subject to fully au-
tomated decision-making when it produces legal effects or similarly significant effects
on him or her. Article 22(2), however, enumerates three exceptions to the rule. Deci-
sions based exclusively on automated decision-making are allowed if (a) it is necessary
for entering into a contract between the data subject and the data controller, (b) it is
authorized by the laws of the Member State that the controller is subject to, or (c) the
data subject gives explicit consent to it. For cases where automated decision-making is
permitted, Article 22(3) states that:

“In the cases referred to in points (a) and (c) of paragraph 2, the data controller
shall implement suitable measures to safeguard the data subject’s rights and free-
doms and legitimate interests, at least the right to obtain human intervention on
the part of the controller, to express his or her point of view and to contest the deci-

3When referring to the GDPR [131], we will mimic their terminology and use data subject and data controller
to refer to decision subject and human controller, respectively.
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sion.”

There is an open debate among legal scholars around the interpretation of Article 224

(e.g., [287, 355]). Some of the points raised in such debates are of interest for this disser-
tation. As summarized by Sarra [355], there are four points concerning the nature of a
contestation and the existence of the right to contest that are implicit in Article 22(3) and
that are worth mentioning.

First, Article 22(3) shall not be interpreted as the right of the data subject to an effec-
tive remedy before a tribunal. This is already acknowledged as a fundamental right in the
European Union, which would make the provision in Article 22(3) redundant. Instead,
Article 22(3) shall be interpreted as the requirement for controllers and their organiza-
tions to create specific contestation structures within the organization. This shall allow
data subjects to engage in a dialectical exchange within the framework of that organiza-
tion [354].

Second, a contestation is not the mere expression of a personal opinion. A contesta-
tion is a defensive act that requires an argumentative effort from the data subject in order
to challenge the automated decision [355]. For engaging in such an argumentative effort,
data subjects need arguments. To build arguments, functional and meaningful explana-
tions [368] are required. This interpretation, therefore, frames the much-debated right
to explanation as a pre-condition for the right to contest an automated decision. The
level of detail of explanations should be such that enables data subjects to engage in a
meaningful contestation [355].

Third, the safeguard of human intervention conditions the existence of decision-
subjects’ right to contest. Article 22(3) is only applicable in cases where the decision-
making is fully automated. The act of asking for human intervention, therefore, exhausts
the right to contest such decision (i.e., human intervention makes the decision-making
not fully automated) [355]. In other words, human intervention shapes the very exis-
tence of the right to contest automated decisions.

Fourth, human intervention might be interpreted as the only safeguard that could
prevent a chain of automatisms from being triggered when data subjects exercise their
right to contest automated decisions. Article 22(3) does not limit the mechanisms that
data controllers could use to deal with a contestation. Data controllers (or their organi-
zations) could, therefore, set up another automated procedure for dealing with disputes
[354]. In such a case, Article 22(3) would still apply for the contestation process. Re-
questing human intervention would, therefore, be the only way of interrupting the chain
of automatisms. This would, in turn, exhaust decision subjects’ right to contest such au-
tomated decision.

4Discussing and comparing different legal interpretations of Article 22 of the GDPR is out of the scope of this
dissertation. We briefly point to some of the aspects discussed in such legal interpretations as a way to jus-
tify the theoretical and design choices made in the remaining of this dissertation. Even if inspired by legal
interpretations, this dissertation mostly contributes to the field of human-computer interaction.
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Knowledge Gap 3: Need to Characterize Decision Subjects’ Fairness Perceptions To-
wards the Right to Contest
Despite claims about the potential of contestability to safeguard decision subjects’ le-
gitimate interests [131] and improve their fairness perceptions in algorithmic decision-
making [9], to the best of our knowledge, there is no empirical evidence that supports
such claim. To characterize the effect of contestability on decision subjects’ fairness per-
ceptions, some studies have systematically evaluated different (existing) approaches to
contestability. Vaccaro et al. [406], for instance, looked into the effect of different appeal
processes on decision subjects’ fairness perceptions in a content moderation scenario.
Participants were assigned one of the following types of appeal: (1) no option to appeal
the decision, (2) option to appeal the decision in written format to a human, (3) option
to appeal the decision in a written format to an algorithm, or (4) option to appeal the de-
cision to an algorithm through behavioral change. Vaccaro et al. [406] found that none
of the appeal designs presented to participants improved their perceptions of fairness,
accountability and trustworthiness.

From the design of their study, it can be seen that Vaccaro et al. [406] studied the
effect of appeal mechanisms on decision subjects’ fairness perceptions in a vacuum.
However, to evaluate and validate approaches to contestability as suggested by policy
efforts like the GDPR [131], it is necessary to account for the intricate entanglements
among the elements that constitute contestation processes. As mentioned in section
1.2.3, when interpreting the right to contest automated decisions from Article 22(3) of
the GDPR [131], it becomes evident that appeal mechanisms are shaped by the exis-
tence of explanations and human intervention [355]. Explanations, human intervention,
and appeal mechanisms, therefore, co-shape decision subjects’ procedural rights in the
decision-making process [355]. Explanations, human intervention, and appeal mecha-
nisms might, similarly, also co-mediate decision subjects’ fairness perceptions. When
evaluating approaches to contestability, like the right to contest automated decisions as
interpreted from the GDPR [131], it is, therefore, necessary to capture the individual and
combined effects of those three elements (i.e., explanations, human intervention, appeal
mechanisms) on fairness perceptions.

1.2.4. Human Intervention in Algorithmic Decision-Making
The European Union’s General Data Protection Regulation [131] refers to human inter-
vention as the intervention by a human being who has the competence and authority to
possibly change the decision made by an AI system in a decision-making process [354].
Based on the previous definition, it could be argued that only the intervention of the
human controller involved at the end of the decision-making qualifies as “human in-
tervention” according to the GDPR [131]. Human intervention is one of the three safe-
guards defined by Article 22(3) of the GDPR [131] to ensure that the “data subject’s rights
and freedoms and legitimate interests” [131] are preserved when decisions are made by
exclusively relying on automated decision-making. There are, however, some limitations
that might hinder human controllers’ capacity to consider decision subjects’ rights, free-
doms and interests.

First, in an era where several of the AI systems used for decision-making are opaque
and non-interpretable [346], the capacity of the human controller to effectively identify
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the cases in which the output of the system needs to be changed is highly questionable.
In the field of human-computer interaction, it is well known that human controllers of-
ten suffer from cognitive biases and might end up overrelying on AI systems [72, 174,
198]. Such phenomenon might lead to human intervention boiling down to a simple
confirmation mechanism of automated decisions [354]. This would directly affect the
capacity of human intervention to provide decision subjects with any meaningful pro-
tection.

Second, even if the human controller were in a position to intervene and change the
output of the system, this does not necessarily mean that they would do it to attend the
needs of the decision subject that requested such intervention. The human controller
might change the output of the system, e.g., following the interests of the company where
they are embedded. No restrictions in Article 22(3) would prevent this from happening
[354]. Since Article 22(3) is applicable only in the cases where the decision-making is
fully automated, calling for a human intervention —without necessarily attending to the
decision subject’s needs— would, in turn, condition the very existence of decision sub-
jects’ right to contest an automated decision [355] (see section 1.2.3).

From the above reasoning, it can be concluded that (1) human intervention might
exhaust the right to contest automated decisions and, at the same time, (2) is no guaran-
tee that decision subjects’ needs will be considered [354].

Knowledge Gap 4: Need to Characterize Decision Subjects’ Fairness Perceptions To-
wards Human Intervention
From the interpretation of Article 22(3) of the GDPR [131], it can be inferred that hu-
man intervention conditions decision subjects’. It is, therefore, important to understand
how human intervention affects decision subjects’ fairness perceptions. However, stud-
ies looking into the effect of human intervention on decision subjects’ fairness percep-
tions have led to ambiguous and oftentimes contradictory results [382]. The effect of
human intervention has been mostly studied by comparing decision subjects’ fairness
perceptions towards human-led decision-making vs. algorithmic decision-making. In
most cases, humans are perceived to be fairer than algorithms [80, 247, 264]. However,
the lack of consistency across empirical studies suggests that fairness perceptions to-
wards different decision-making configurations are highly context-dependent [382]. Lee
et al. [247], for instance, compared perceptions of fairness towards human-led vs. algo-
rithmic decision-makers in tasks requiring human and mechanical skills. The authors
found that for tasks requiring human skills, algorithmic decision-making processes were
perceived as less fair than human-led processes. In tasks requiring mechanical skills, in-
stead, both algorithmic and human-led decision-making processes were perceived as
equally fair. For healthcare, Longoni et al. [264] found resistance towards automated
healthcare providers. The reason for this was mainly the incapacity of Artificial Intelli-
gence systems to account for the uniqueness of each consumer. Wang [417] conducted
a study to capture fairness perceptions in bail hearings and found that participants were
more willing to accept discriminatory decisions when the decision-making was led by AI
systems rather than humans.

While most literature in the research area of human-computer interaction has fo-
cused on comparing fully human-led to fully algorithmic decision-making processes —
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in binary terms—, a comparatively smaller research effort has been devoted to addition-
ally studying hybrid decision-making configurations (i.e., algorithmic decision-making
where there is some level of human intervention) [382]. Even if combining human and
artificial skills has been claimed to bring the best of both worlds, results on the effect
of hybrid decision-makers on decision subjects’ fairness perceptions are to date incon-
clusive. Wang et al. [419], for instance, compared hybrid vs. fully algorithmic decision-
makers and found no significant effect of the hybrid configuration on fairness percep-
tions.

While the importance of human intervention has been repeatedly claimed, there is
still little clarity on the causes that, counterintuitively, lead to a lack of effect of human
intervention on decision subjects’ fairness perceptions. There is, therefore, a need to
characterize decision subjects’ fairness perceptions towards human intervention.

1.3. Research Questions and Original Contributions
In this section, we formulate the research questions that we address in this dissertation
and we summarize our original contributions. These research questions contribute to
answering the overarching research question defined in section 1.1. Each research ques-
tion (RQ) addresses a knowledge gap identified in section 1.2, i.e., RQ1 addresses knowl-
edge gap 1, RQ2 addresses knowledge gap 2 and so on.

RQ1: What are the main trustworthy Artificial Intelligence principles and how are
these principles operationalized so as to enable a multi-stakeholder deliberation in AI
design and assessment? By answering to Research Question 1, contribute an overview
of the current status of the trustworthy AI discourse and locate contestability within that
discourse. Through research question 1, we also address the need to systematically op-
erationalize trustworthy AI principles for these to be applicable by organizations devel-
oping and deploying AI systems. We also highlight the need to open up spaces for multi-
stakeholder deliberation in AI design and assessment. The insights we generate when
answering to research question 1 motivate the need to further look into the operational-
ization of contestability as a key ethical principle to ensure trustworthy AI systems.

We address research question 1 in chapter 2. Chapter 2 contributes to the multidis-
ciplinary field of fairness, accountability, and transparency in AI. Specifically, we make
the following contributions:

• We conduct a meta-review and design a framework for AI design and assessment
that visualizes the main principles discussed in trustworthy AI standards. The geo-
metrical arrangement of principles helps to identify potential similarities and ten-
sions between principles.

• Following Value Sensitive Design approaches [147], we operationalize the identi-
fied main trustworthy AI principles into criteria and manifestations.

• We compile a collection of stakeholder-specific means to enable multi-stakeholder
deliberation around trustworthy AI principles. The scarcity or lack of means illus-
trates future research opportunities in the field.
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RQ2: What are decision subjects’ needs for meaningful contestability in algorithmic
decision-making? In research question 2, we focus on contestability as a key ethical
principle for trustworthy AI. We adopt the broadest definition of contestability (see sec-
tion 1.2.2); we do not limit contestability to one-to-one appeal or recourse processes
where decision subjects can only contest their own individual decision. Contestability
can be exercised by different stakeholders. Among the different stakeholders that can
exercise contestability, we follow recent work in human-computer interaction (e.g., [12,
70]) and focus on individuals that are likely to be impacted by algorithmic decisions,
i.e., decision subjects. Through research question 2, we generate empirical insights into
decision subjects’ needs for meaningfully contesting algorithmic decisions in high-risk
contexts. These needs include both procedural and information needs.

We address research question 2 in chapter 3. Chapter 3 contributes to the field of
human-computer interaction; specifically, to the subfield of computer-supported coop-
erative work. Since research question 2 does not limit contestability to one-to-one ap-
peal and recourse processes, the cooperative aspects of contestability emerge. We make
the following original contributions:

• We identify decision subjects’ information and procedural needs for contestabil-
ity, along with factors that might affect these needs. Information needs include
actionable explanations with varying levels of detail. Procedural needs include
mechanisms to effectively engage in contestation processes, and support struc-
tures that enable decision subjects to deal with organizational constraints. Factors
that affect decision subjects’ needs for contestability include AI literacy and expe-
rience with AI fairness.

• We provide a visual representation of a generic development, decision and con-
testation process in algorithmic decision-making. We locate the identified needs
and factors in that visual representation. Such visual representation highlights the
multi-stakeholder nature of contestability at a system level. It also encourages fu-
ture research into contestability to account for different stakeholders’ needs and
interests.

RQ3: How do elements related to “the right to contest” automated decisions as inter-
preted from the European Union’s General Data Protection Regulation (i.e., explana-
tions, human intervention, appeal mechanisms) affect decision subjects’ fairness per-
ceptions? With research question 3, we complement the discourse on contestability in
the field of human-computer interaction with interpretations provided by legal scholars
on recent policy efforts. We, therefore, operationalize contestability as interpreted from
Article 22(3) of the European Union’s General Data Protection Regulation [131]. This in-
volves operationalizing contestability as the right to contest automated decisions and
related factors (i.e., explanations, human intervention). Through research question 3,
we generate empirical insights into decision subjects’ fairness perceptions towards dif-
ferent contestable algorithmic decision-making configurations.

We address research question 3 in chapter 4. Chapter 4 contributes to the field of
human-computer interaction. We make the following original contributions:
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• We identify explanations that combine counterfactual scenarios and the influence
of input features to be the most effective type of explanations in ensuring that the
information provided to decision subjects is understandable, actionable, and that
it supports contestability.

• We show that the presence of explanations positively contribute to informational
fairness perceptions, and that the presence of appeal mechanisms positively con-
tribute to procedural fairness perceptions.

• We show that informational and procedural fairness perceptions predict overall
fairness perceptions and demonstrate the utility of adopting a multi-dimensional
approach to capturing fairness perceptions in algorithmic decision-making.

• We publish a dataset of crowdsourced perceptions of informational, procedural,
and overall fairness towards algorithmic decision-making configurations with the
presence of (or lack thereof) explanations, human oversight, and appeal mecha-
nisms. The scientific community can use this data set to further investigate per-
ceptions towards each of the elements that compose such fairness perceptions in
this context and inform efforts of data collection in similar studies.

RQ4: How do varying levels of human intervention affect decision subjects’ fairness
perceptions in algorithmic decision-making? With research question 4, we further
look into human intervention as a key factor that conditions the existence of the right to
contest automated decisions as interpreted from Article 22(3) of the General Data Pro-
tection Regulation [131]. Since Article 22(3) only applies to fully automated decisions,
the presence of human intervention affects the application of Article 22(3) and, there-
fore, the existence of a right to contest the automated decision by decision subjects.
Effective human intervention is necessary to design algorithmic decision-making pro-
cesses that attend decision subjects’ rights, freedoms, and interests in the absence of a
right to contest automated decisions. Through research question 4, we generate empir-
ical insights into decision subjects’ fairness perceptions towards algorithmic decision-
making configurations with varying levels of human intervention. To this end, we first
explore appropriate models to capture decision subjects’ perceptions towards decision-
makers, and evaluate how these perceptions relate to fairness perceptions.

We address research question 4 in chapter 5. Chapter 5 contributes to the field of
human-computer interaction. We make the following original contributions:

• We identify decision-maker profile, model type, and data provenance as promi-
nent decision-maker-related characteristics that decision subjects consider when
developing perceptions towards decision-makers (study 1).

• We identify the Ability, Benevolence, and Integrity model as a useful methodolog-
ical approach for capturing perceptions towards decision-makers (study 1).

• We generate empirical insights that show that (1) the decision-maker’s profile af-
fects perceived ability, benevolence, and integrity; (2) perceived ability, and in-
tegrity positively relate to decision subjects’ fairness perceptions; (3) the effect of
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the decision-maker’s profile on decision subjects’ fairness perceptions is mediated
by perceived ability and integrity (study 2).

• We publish a dataset of crowdsourced perceptions of ability, benevolence, integrity,
and fairness towards different decision-making configurations. The scientific com-
munity can use this data set to further investigate perceptions towards algorithmic
decision-making in this context and inform efforts of data collection in similar
studies.

1.4. Research Approach
In this section, we outline the research approach taken to conduct the research we present
in this dissertation. We discuss (1) how we capture decision subjects’ needs and per-
ceptions to inform the development and deployment of contestable AI, (2) the mixed-
methods approach we adopt, (3) how we ground the conducted studies in decision-
making contexts both in the public and private sectors, as well as (4) how we follow open
science principles.

1.4.1. Capturing Decision Subjects’ Needs and Fairness Perceptions to
Inform the Development and Deployment of Contestable AI

In this dissertation, we capture decision subjects’ needs for and fairness perceptions
towards contestability as an approach to create knowledge for informing the develop-
ment and deployment of contestable AI. Our approach is part of a broader effort to
ensure a human-centered development and deployment of AI systems [374]. Recent
human-centered studies account for decision subjects’ needs and perceptions in AI de-
sign processes, and have become popular in the field of human-computer interaction
(e.g., [70, 407]). The objective of considering decision subjects’ needs and perceptions in
the design of AI (either by directly involving these decision subjects in participatory ap-
proaches or by indirectly capturing those needs and perceptions through user studies) is
to better support their interests and goals from the very early stages of the design process
[251]. By accounting for decision subjects’ interests and goals, in turn, we aim to avoid
many of the harmful and unwanted effects that AI systems might produce [377]. While
this might slow down the deployment of AI systems, it should be successful in ensuring
a fair and effective development of such systems.

Two distinct stages can be identified in our approach: a generative stage and an eval-
uative stage. We use the term generative to refer to the stage where we do not limit con-
testable AI to any existing approach. We generate ideas for the design of contestable AI
systems by addressing decision-subjects’ needs and desires. We use the term evaluative
to refer to the stage where we assess solutions for contestable AI (by capturing decision-
subjects’ fairness perceptions) suggested in policy efforts such as the GDPR [131]. Chap-
ter 3 is part of the generative stage. In chapter 3, we run interviews with decision subjects
and capture their needs for contestability. While we prompt participants with an exist-
ing AI system, we do not limit the contestation process to any pre-existing workflow.
The objective of this generative stage is to learn from our participants’ lived experiences
and map decision subjects’ most prominent needs for contestability throughout the AI
lifecycle.
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Instead, chapters 4 and 5 are part of an evaluative stage. In chapters 4 and 5 we
interpret the right to contest automated decisions and the safeguard of human inter-
vention from Article 22(3) of the General Data Protection Regulation [131]. The objec-
tive of this stage is to evaluate the adequacy of contestation mechanisms suggested by
current policy efforts. To this end, we draw from literature in organizational psychol-
ogy and we capture decision subjects’ fairness perceptions towards different algorithmic
decision-making configurations. Literature in organizational psychology has shown that
capturing employees’ fairness perceptions is an effective way of predicting employees’
attitudes and behaviors [96]. Employees are more willing to accept negative decisions
if they perceive that the process and treatment leading to a decision are fair [95]. For
policy enforcement, it has also been shown that fairness perceptions positively relate
to perceived legitimacy and long-term compliance with decisions that legal authorities
make [399]. In organizational psychology, fairness perceptions are captured along up to
four justice dimensions. Distributive justice deals with the equity in decision outcomes
distribution. Procedural justice deals with the processes that lead to those outcomes. In-
formational justice deals with the information provided to decision subjects about the
decision-making process. Interpersonal justice deals with the treatment received by de-
cision subjects as part of the decision-making process. Capturing decision subjects’ fair-
ness perceptions represents a first step towards crafting algorithmic decision-making
processes that represent legitimate and acceptable alternatives to human-led decision-
making.

1.4.2. A Mixed-Methods Approach
This dissertation relies on a combination of qualitative and quantitative approaches to
generate empirical insights into decision subjects’ needs for contestable Artificial Intelli-
gence systems and to capture decision subjects’ fairness perceptions. A mixed-methods
approach allows us to build a comprehensive understanding of decision subjects’ per-
spectives on contestability. On the one hand, thanks to the open-ended nature of qual-
itative approaches, we generate nuanced insights that help us decide the way in which
we should move forward with the interpretation of the phenomenon at hand, generate
new research questions and formulate hypotheses [173]. On the other other hand, quan-
titative approaches enable us to narrow down the field of study, and test the research
questions and hypotheses formulated through qualitative studies.

Qualitative approach. In chapter 3 and chapter 5 (study 1) we conduct qualitative in-
terviews prompted by vignettes. The aim of conducting these interviews is (1) to capture
decision subjects’ needs for contestability and (2) to identify characteristics of decision-
makers that might affect decision subjects’ fairness perceptions, respectively. Qualita-
tive interviews are appropriate means for capturing participants’ needs and perceptions
when participants have something at stake in the selected context [90]. Vignettes are
fictitious descriptions of events related to the topic of study [43, 351]. Using vignettes
for capturing participants’ reactions in a particular context is widely accepted in social
research [43, 192].

In both chapter 3 and chapter 5, we explore a context in the public sector where AI
systems are used for the identification of illegal holiday rentals. Participants are individ-
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uals with experience renting their homes out for short-term stays. They are located in
municipalities in Western countries where there has been considerable effort in setting
up methods and workflows for detecting illegal holiday rentals. The vignettes we use as
part of the interviews describe a scenario where the municipality (through AI systems)
find participants’ property to be illegally rented as a holiday rental. This allows us (1)
to capture participants’ reactions and perceptions to the use of AI for identifying illegal
holiday rentals and (2) to identify their needs for meaningful contestability as impacted
individuals, i.e, decision subjects.

We analyze the conducted qualitative interviews through reflexive thematic analysis
[68, 91]; by combining an inductive and deductive orientation to data. Thematic anal-
ysis is a method that aims at answering a research question by identifying patterns and
themes in a dataset [90]. Reflexive approaches to thematic analysis acknowledge the
considerable “analytic and interpretative work” [67] of the researcher(s) when identify-
ing patterns of shared meaning (i.e., themes). Reflexive thematic analysis involves six
main steps: (1) transcription of recordings, (2) familiarization with the data, (3) group-
ing quotes in codes and code groups, (4) searching for themes, (5) crafting and mapping
themes, (6) refining codes based on those themes [91]. Reflexive thematic analysis repre-
sents a flexible method that allows for an in-depth engagement with the data. Compared
to other forms of thematic analysis (e.g., codebook [221], coding reliability [65]), reflex-
ive thematic analysis is the most suitable approach when researchers want to explore
“deep, complex, nuanced meaning and understanding” in data [91]. Since in chapters
3 and chapter 5 (study 1) we aim at identifying patterns in data and interpreting them
[67], reflexive thematic analysis is an appropriate approach to use.

Positionality Statement. Reflexivity acknowledges the role of researcher(s) when an-
alyzing, interpreting, and making sense of qualitative data [90]. As a researcher coming
from a Southwestern European country, currently living in a Northwestern European
country, and working at a public technical university, I acknowledge that my perspec-
tives and lived experiences shape the knowledge I generate through qualitative research.
My disciplinary background in industrial (mechanical) engineering also shapes the qual-
itative research I conduct. The backgrounds and lived experiences of my co-authors, also
partially involved in data analysis, equally shape the nature of the performed analysis.

Quantitative approach. In chapter 4 and chapter 5 (study 2) we conduct quantitative
crowdsourced studies prompted by vignettes. The aim of the quantitative crowdsourced
study in chapter 4 is to (1) identify explanations that are understandable, actionable and
that support cotestability, and (2) to evaluate the effect of explanations, human over-
sight, and appeal mechanisms on decision subjects’ fairness perceptions. We follow lit-
erature in organizational psychology, and adopt a multi-dimensional approach to cap-
turing decision subjects’ fairness perceptions [95]. We specifically focus on capturing the
effect of explanations, human intervention (in the form of human oversight) and appeal
mechanisms on informational and procedural fairness perceptions.

The aim of the quantitative crowdsourced study in chapter 5 (study 2) is to (1) cap-
ture decision subjects’ perceptions of ability, benevolence, and integrity towards differ-
ent decision-making configurations with varying levels of human intervention and, to
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(2) evaluate the relation between those perceptions and decision subjects’ fairness per-
ceptions. Quantitative crowdsourced studies allow us to capture the subjective percep-
tions and understandings of a big pool of participants.

In chapter 4, we explore a context in the private sector where AI systems are used
for driving or augmenting a loan approval workflow. In chapter 5 (study 2), we explore
a context in the public sector where AI systems are used for identifying illegal holiday
rentals. In both cases, participants are individuals who (1) are at least 18 years old, (2)
are proficient in English, (3) are located in the Global North, and (4) participate in the
study only once. Participants who do not pass the corresponding attention checks are
excluded from analysis. Participants in our studies are incentivized through monetary
rewards. Vignettes, in these two quantitative studies, act as catalysts for participants to
adopt the role of decision subjects and for subjective perceptions towards the decision-
making process to manifest in relation to each specific context.

We use statistical significance tests to either accept or reject the formulated hypothe-
ses. We use both parametric and non-parametric tests. We use parametric tests if the
assumptions of (1) normality, and (2) homoscedasticity (i.e., homogeneity of variances)
are met. If these assumtion are not met, we use non-parametric tests instead. While
mainly quantitative, open-ended questions that complement the conducted studies are
analyzed using reflexive thematic analysis [68, 91].

1.4.3. Grounding Research in Public and Private Decision-Making Con-
texts

In this dissertation, empirical work is grounded in two different contexts; the first one
in the public sector and the second one in the private sector. Grounding the research
presented in this dissertation in both contexts will shed some light on the representa-
tiveness of each case. Similarly, it will help determine the way in which the results we get
in one of the contexts are transferable to the other context and vice versa.

1. Public sector: illegal holiday rental identification. The use case in the public
sector deals with an Artificial Intelligence system (and corresponding workflow)
suggested by the municipality of Amsterdam to detect illegal holiday rentals. Even
if the municipality decided not to deploy this system, it was originally suggested
as a means for augmenting civil servants’ capacities to investigate potential illegal
holiday rentals after receiving a report on a particular address. The system, which
is based on a random forest model, is designed to compute the probability that
the reported property has of being an illegal holiday rental. To this end, the system
relies on data about (1) the identity of the owner, (2) the building, and (3) previous
illegal housing cases. The computed probability is considered by civil servants as
a relevant factor when deciding whether to further investigate the report.

2. Private sector: loan approval scenario. The use case in the private sector follows
prior work [53, 59, 271, 304, 365] and deals with a generic AI system used as part
of a loan approval scenario. The system relies on relevant factors such as annual
income, credit score, employment status or the requested amount to evaluate de-
cision subjects’ eligibility for a loan. The decision to grant or not to grant the loan is
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presented to the decision subject along with information (if explanations are pro-
vided) about the factors that helped the financial company to make that decision
and the weight that each factor had on the final decision.

When dealing with decision-making processes, the public and private sectors are dis-
tinct. Three main differences are worth highlighting. First, if decision subjects get their
loan request rejected in a financial company, they have the alternative to go to another
company and get their eligibility for a loan re-evaluated. In the case of the public sector,
instead, citizens lack any alternative to dealing with administration [11]. Second, unlike
processes in the private sector, administrative processes in the public sector require civil
servants to retain a level of autonomy that allows them to evaluate decision subjects’
individual circumstances as part of the decision-making process, i.e., they apply discre-
tion [356]. Third, decision-makers in the public sector need to make societally sensitive
decisions while operating under bureaucratic constraints in a multi-actor playing field.
This is not necessarily the case in decision-making processes in the private sector.

1.4.4. Open Science
All empirical studies included in this dissertation have been pre-registered. The motiva-
tion behind preregistering these is (1) to uphold transparency throughout the research
process, and (2) to enable the conducted studies to be reproduced and/or scrutinized by
the scientific community [79]. The utility of preregistering qualitative studies is different
from the utility of preregistering quantitative studies.

• In this dissertation, we conduct qualitative studies to better understand the phe-
nomenon at hand and to generate hypotheses based on the collected data (i.e.,
postdiction research). To this end, we engage in a cyclic process of collecting and
analyzing the data. We acknowledge the subjectivity inherent to qualitative re-
search and our role as researchers in making sense and interpreting the data. We
also acknowledge the importance of a flexible approach to qualitative research
[173]. The utility of preregistering the qualitative studies in this dissertation lies
in (a) describing the original aims of the study based on theory that is relevant to
the topic, (b) registering the presuppositions that underlie the data collection and
analysis processes, and (c) enabling the scientific community to track the devel-
opment of the study [173].

• In this dissertation, we conduct quantitative studies to test hypotheses on the col-
lected data (i.e., prediction research). Hypotheses are generated based on theory,
previous work, and the exploratory insights generated through qualitative studies.
The utility of preregistering the quantitative studies in this dissertation lies in (a)
“freezing” the formulated hypotheses at time t0 before data collection so that post-
dictions are not presented as predictions, (b) registering the research questions
and analysis plan before data collection, (c) allowing the scientific community to
scrutinize the study design and plan [173].

For the sake of transparency, reproducibility, and rigor, the instruments used to con-
duct all empirical studies and the generated (anonymized) data are also available for the
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broader scientific community through the Open Science Framework (OSF). Chapters 3
to 5 include the corresponding links to OSF.

1.5. Thesis Structure and Chapter Origins
Chapter 2 presents a meta-review of principles for trustworthy Artificial Intelligence.
These principles are operationalized by breaking them down into criteria and manifes-
tations. This meta-review leads to a framework covering prominent ethical principles,
and encouraging multi-stakeholder deliberation to deal with tensions inherent in the
design and assessment of socio-technical systems. Chapter 2 is based on the following
conference paper:

• Mireia Yurrita, Dave Murray-Rust, Agathe Balayn, and Alessandro Bozzon. “To-
wards a multi-stakeholder value-based assessment framework for algorithmic sys-
tems”. In: Proceedings of the 2022 ACM Conference on Fairness, Accountability, and
Transparency. (FAccT’22)

Chapter 3 focuses on contestability as a prominent ethical principle for trustworthy
AI. It generates empirical insights into decision subjects’ information and procedural
needs for meaningful contestability. Chapter 3 is based on the following research paper:

• Mireia Yurrita, Himanshu Verma, Agathe Balayn, Kars Alfrink, Ujwal Gadiraju, Ale-
ssandro Bozzon. “Personalize, Prioritize, Collectivize: Identifying Algorithmic De-
cision Subjects’ Needs for Meaningful Contestability”. In Proceedings of the ACM
on Human-Computer Interaction CSCW (CSCW ’25).

Chapter 4 captures decision subjects’ fairness perceptions towards different con-
testable algorithmic decision-making processes. Chapter 4 narrows contestability down
into the right to contest automated decisions as interpreted from Article 22(3) of the
General Data Protection Regulation (GDPR) [131]. This involves algorithmic decision-
making configurations with the presence (or lack thereof) explanations, human inter-
vention, and appeal mechanisms. Chapter 4 is based on the following conference paper:

• Mireia Yurrita, Tim Draws, Agathe Balayn, Dave Murray-Rust, Nava Tintarev, and
Alessandro Bozzon. “Disentangling Fairness Perceptions in Algorithmic Decision-
Making: the Effects of Explanations, Human Oversight, and Contestability”. In:
Proceedings of the 2023 CHI Conference on Human Factors in Computing Systems
(CHI’23).

Chapter 5 further focuses on human intervention as a safeguard defined in Arti-
cle 22(3) of the General Data Protection Regulation (GDPR) [131] that conditions de-
cision subjects right to contest automated decisions. Chapter 5 first identifies appro-
priate models to capture perceptions towards decision-makers in algorithmic decision-
making. It then captures decision subjects’ fairness perceptions towards algorithmic
decision-making configurations with varying levels of human intervention. Chapter 5
is based on the following conference paper:
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• Mireia Yurrita, Himanshu Verma, Agathe Balayn, Ujwal Gadiraju, Sylvia Pont, Alessan-
dro Bozzon. “Towards Effective Human Intervention in Algorithmic Decision-Making:
Understanding the Effect of Decision-Makers’ Configuration on Decision-Subjects’
Fairness Perceptions”. In: Proceedings of the 2025 CHI Conference on Human Fac-
tors in Computing Systems (CHI’25).

Chapter 6 summarizes the results of this dissertation, discusses the broader impli-
cations of this work and reflects on its limitations.





2
Operationalization of
Trustworthy AI Principles

In this chapter, we contribute an overview of the main trustworthy Artificial Intelligence
(AI) principles and we operationalize these principles so as to enable multi-stakeholder
deliberation for AI design and assessment (RQ1). We develop a framework that covers
prominent ethical principles for trustworthy AI. This framework presents a circular ar-
rangement of ethical principles with two bipolar dimensions that make common moti-
vations and potential tensions explicit. In order to operationalize high-level principles,
these are broken down into specific criteria and their manifestations. However, some
of the criteria are mutually exclusive and require negotiation. Instead of merely rely-
ing on AI researchers’ and practitioners’ input, we argue that it is necessary to include
stakeholders that present diverse standpoints to systematically negotiate and consoli-
date tensions across principles and related criteria. To this end, we map stakeholders
with different insight needs, and assign tailored means for communicating manifesta-
tions of trustworthy AI principles to them. We, therefore, contribute to current trustwor-
thy AI discourse with an assessment framework that visualizes closeness and tensions
between ethical principles and we give guidelines on how to operationalize them, while
opening up the design, evaluation and deliberation process to a wide range of stakehold-
ers.

This chapter is based on the following publication: Mireia Yurrita, Dave Murray-Rust, Agathe Balayn, Alessan-
dro Bozzon. “Towards a multi-stakeholder value-based assessment framework for algorithmic systems”. In
Proceedings of the 2022 ACM Conference on Fairness, Accountability, and Transparency (FAccT ’22).
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2.1. Introduction
In recent years, it has become clear that Artificial Intelligence (AI) systems might encode
harmful biases and might lead to unfair outcomes [298, 372]. The dangers of using Ma-
chine Learning (ML), specifically, in Computer Vision (CV) [74] or Natural Language Pro-
cessing (NLP) [16, 49, 106, 240, 353], for assessing recidivism [396], for candidate screen-
ing [332] and for recommending content on social media platforms [208, 320, 337, 446]

have been pinpointed. The origins of harmful algorithmic bias1 might be diverse [372,
387]. Just to mention a few, representativeness issues, play a key role in disparate algo-
rithmic performance [4, 83]. The way in which data is collected [49, 325] and labelled [99,
118, 325] is a major menace to data soundness. Beyond the data generation process, ag-
gregation, learning, evaluation and deployment biases have been identified throughout
the ML pipeline [387]. In response to harmful algorithmic bias, current auditing pro-

cesses 2 [3, 349, 425] have provided numerous useful bias detection techniques [18, 37,
47, 124, 155, 191, 430, 432, 439].

However, harmful algorithmic behavior is not limited to biases encoded in the AI
life cycle [372]. The lack of social and cultural context in the mathematical represen-
tation of socio-technical systems [278, 372] or the omission of changing practices and
long-term effects of the deployed systems [64, 103, 196, 234] are also some problem-
atic aspects that are hardly considered in current design and auditing processes. Such
processes mostly mostly assess the conformance of AI systems to applicable standards
[195] through quantitative analysis, rather than additionally gaining insights into their
contextual implications [334, 372]. Furthermore, these design and auditing approaches
solely rely on AI researchers, and practitioners, who can fail to detect issues that arise
from context-dependent unanticipated circumstances during usage time [372].

In this chapter, we argue that: firstly, design and assessment processes for AI systems

should go beyond bias evaluation and take into account additional high-level values 3

that are outlined in Artificial Intelligence (AI) ethics documents [20, 85, 132, 138, 159,
194, 201, 289, 315, 391, 402]. Contestability, for example, has been identified as a key
value of algorithmic systems, but there is still little guidance on what contestability re-
quires [269]. In order to provide a good coverage of values that deal with principled al-
gorithmic behavior, we develop a value-based design and assessment framework, where
contextual conditions are considered along with quantifiable measurements. We orga-
nize such values in a circular layout with two bipolar dimensions. As claimed by Fried-
man et al. [147], values do not exist in isolation. They are situated in a delicate balance
and touching one value might have implications in another value [147]. This means that

1Following the approach adopted by Shen et al. [372], we will distinguish between harmful algorithmic biases
and harmful algorithmic behaviors, since not all harmful algorithmic behaviors originate from biases and not
all algorithmic biases are necessarily harmful [63].

2We will use the term auditing processes to refer to external audits, where third parties only have access to
model outputs [352]. We will use the term assessment processes to refer to an evaluation process that is ap-
plied “throughout the development process and that enables proactive ethical intervention methods” [334].
We will not use the term Internal Audit defined by Raji and Smart [334] to avoid erroneous inferences that
would limit the stakeholders of our framework to the employees of an organization.

3We will adopt the definition of values used in philosophy of science, following Birhane et al. [61]. Values of an
entity are, thus, defined as properties that are desirable for that kind of entity. In this chapter, we will use the
term values to refer to the ethical principles that aim at ensuring AI systems are trustworthy.
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value interactions need to be taken into account when making choices about value pri-
oritization and situating algorithmic systems in a space of trade-offs [30]. The circularity
of our framework makes such interactions explicit and facilitates the identification of
common motivations and tensions among values.

Secondly, AI design and assessment processes should give tangible guidelines for the

operationalization 4 of values, so as to eventually put ethics into practice following a
context-aware approach [373]. To this end, each value in our framework is broken down
into criteria manifested through quantifiable indicators, process-oriented practices or

signifiers5. These value-specific criteria and their manifestations can be used either as
a checklist if our framework is applied for evaluating a system that is already developed,
or for promoting such values if it is being used during design time.

Thirdly, AI design and assessment processes should allow critical reflection on AI

systems and engage in conflictual plurality6. Inevitable value tensions inherent in the
nature of socio-technical systems [167] require spaces for ethical discussions [373], that
can benefit from the insights of multiple stakeholders beyond AI practitioners [30, 372].
To enable fruitful multi-stakeholder discussions [245], we map and match value-specific
communication means with different stakeholders. We, therefore, contribute with:

• A review of prominent high-level values in AI ethics and translation into specific crite-
ria through the:

– Development of a design and assessment framework that facilitates the identi-
fication of common motivations and tensions among values encoded in AI sys-
tems.

– Definition of guidelines to deal with the complex middle ground between ab-
stract values and concrete system specifications.

• Translation of value-specific criteria into manifestations that are understandable for
diverse stakeholders through the:

– Review of available means to communicate value manifestations to different stake-
holders based on their insight needs and nature of knowledge.

– Definition of steps to introduce those communication means into multi- stake-
holder deliberation dynamics.

The remainder of the chapter is organized as follows: in section 2.2, we analyze re-
lated work for documenting and auditing AI systems. We also introduce the theoretical
basis of our framework. Section 2.3 describes and justifies the selected values, crite-
ria and manifestations and their arrangement in our framework. Section 2.4 maps the

4Our strategy follows the definition by Shahin et al. [369], where “operationalizing values” is defined as the pro-
cess of identifying values and translating them into concrete system specifications that can be implemented.

5We adopt the definition given by Don Norman in his 2013 edition of “The Design of Everyday Things”. Signi-
fiers are perceivable cues of an affordance, affordances being “the relationship between the properties of an
object and the capabilities of the agent that determine how the object could be possibly used”. In this chapter,
the “object” in question is the AI system.

6We understand conflictuality as a solution for dealing with the “figure of alterity”. Unlike conflict, it represents
a method for linking opposing views and opening out onto the exercise of thinking [149]
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stakeholders involved in the AI design and evaluation process, and reviews the available
means for communicating system-specific information to them. In sections 2.3 and 2.4,
we illustrate the necessary steps for navigating our framework through an example in the
area of life insurance application. We discuss our approach, its implications, and future
lines of work in section 2.5, and we conclude this chapter in section 2.6.

2.2. Background and related work
In this section, we survey current practices for documenting and auditing technical spec-
ifications of AI systems. We also provide the theoretical basis of our framework.

2.2.1. Background
Standardized documentation.
In order to facilitate the audit of AI systems, it is important that technical specifications
are collected and documented in a standardized way. So far, AI system documentation
practices are limited to datasets and models.

Documenting datasets. Recent studies in documentation practices for AI datasets
claim the need for greater data transparency [193]. Since the quality of the prediction
made by the AI system highly depends on the way the data has been collected, the need
for setting rigorous practices (as it is the case in other areas of knowledge, such as social
sciences or humanities [153]) has been highlighted [325]. Likewise, the choice of what
data to collect and how to collect this data is in itself a value-laden decision [110, 360]. To
standardize documentation for AI datasets and make data-related decisions more trans-
parent for other practitioners, various methodologies have been suggested in the last
years, “Datasheets” [152] and “Dataset Nutrition Labels” [187], for instance. For NLP
techniques, “Data Statements” are regarded as a dataset characterization approach that
helps developers anticipate biases in language technology and understand how these
can be better deployed [50].

Documenting models. In addition to documenting datasets, the importance of dis-
closing the technical characteristics of AI models has also been emphasized. A good
example of model documentation practices are the “Model Cards” [294].

Auditing techniques.
Various methodologies and tools for incorporating auditing tasks into the AI workflow
have been suggested. Aequitas [349] is an open source toolkit to detect traces of bias in
models. The toolkit designed by Saleiro et al. [349] facilitates the creation of equitable
algorithmic decision-making systems where data scientists and policymakers can easily
use Aequitas for model selection, evaluation and approval. Wilson et al. [425] described
a framework that helps ensure fairness in socio-technical systems, and used it for audit-
ing the model of the startup pymetrics. Adler et al. [3] studied auditing techniques for
black-box models to discover whether proxy variables linked to sensitive attributes in-
directly influence the predictions of the system. The end-to-end “Internal Audit Frame-
work” suggested by Raji and Smart [334] is of special interest for justifying the need of
setting specific guidelines to enable multi-stakeholder deliberation in design and assess-
ment processes. It consists of five main stages where the need for stakeholder diversity
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is highlighted, e.g. the scoping stage calls for covering a “critical range of viewpoints” to
review the ethical implications of the system use case.

Motivation.
While standardized documentation practices [50, 152, 187, 294] and audits [3, 349, 425]
have been influential methodologies for dealing with harmful algorithmic bias, their
scope is limited to performing quantitative analysis over data and model outputs so as
to ensure compliance with applicable standards [195]. Such an approach does not deal
with additional ethical values which cannot be easily quantified [245] and that are essen-
tial for ensuring desirable algorithmic behavior. One could argue that “Datasheets” [152]
and “ModelCards” [294] already devote a section to the description of ethical consider-
ations of datasets and models. Yet, there are no specific guidelines on how to identify
ethical issues. As Shklovski et al. [373] discovered, technical people both in industry
and academia struggle to identify what an ethical issue entails. To address this caveat,
as part of our value-based framework, we give tangible guidelines for putting ethics into
practice [298, 373]. We operationalize each high-level value into actionable value cri-
teria and their manifestations. One could also argue that Raji and Smart [334] already
included an Ethics Review as part of their end-to-end internal audit framework. Indeed,
they exemplified such a review by describing ethical considerations and potential miti-
gation strategies against bias and privacy threats for a smile detection system. However,
this review does not address most of the values that are referred in AI ethics documents.
We fill in this gap by offering a good coverage of values to examine, including those that
normally go unnoticed in current documenting and auditing practices.

2.2.2. Accounting for human values in the design and assessment of AI
systems

Our design and assessment framework identifies and arranges values encoded in AI sys-
tems by covering prominent principles in AI ethics and organizing them in a circular
structure.

Addressing human values in technology.
For the definition of our value-based framework, we followed other theoretically grounded
approaches, such as Value Sensitive Design (VSD) [147]. VSD represents a pioneering
endeavour where human values are proactively considered throughout the process of
technology design [107]. Just as VSD does with interactive systems, we address the need
to account for human values during the design, implementation, use, and evaluation
[107] of AI systems. To this end, we select and define values involved in AI systems,
and we identify stakeholders that will be in contact with such systems and whose stand-
points need to be considered. Our approach resonates with conceptual investigations
described in VSD literature [107].

The circular nature of our framework is inspired by Schwartz’s Theory of Basic Hu-
man Values [366]. This theory identifies individual value priorities based on ten basic
personal values. Values are arranged in a circular form and categorized in four quad-
rants. These quadrants are located in two bipolar dimensions, which visualize “oppo-
sitions between competing values”. In addition, adjacency between values denotes a
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common motivation, which results in these values forming a circular continuum. The
advantage of adopting a circular arrangement, like the one suggested by Schwartz, for
AI systems is that value commonalities and trade-offs can be easily identified thanks to
their positioning. Considering the struggles of technical people when addressing ethical
issues [373], an explicit representation of value interactions will facilitate the analysis of
trade-offs and decision-making about value prioritization.

Ethical principles for AI systems
The values considered in our AI design and assessment framework cover prominent
principles outlined in AI ethics. In the last five years, many institutions have studied
and defined high-level principles that AI systems should follow [138]. As a matter of fact,
documents that aim at guiding the “ethical development, deployment and governance
of AI” are converging into a common set of principles [296, 298]. However, high-level
principles are far from being actionable [298] and it is necessary to provide answers on

how to proceed [5]. Efforts for going from “what” to “how” 7 include the review carried
out by Morley et al. [298], where available tools for operationalizing ethical principles
were examined. Similarly, the AI Ethics Impact (AIEI) Group designed a framework for
rating the presence of ethical principles in AI systems, getting inspiration from energy
efficiency labels [4].

Our value-based framework differs from previous applied ethics frameworks [4, 298]
in various ways. Firstly, we arrange values in a circular form, which makes it easier to
navigate common motivations and trade-offs between values. Although such common
motivations and trade-offs can be inferred from current AI ethics documents, we make
them explicit by arranging values in a geometrically meaningful way. This is especially
useful for identifying overlaps between values that are adjacent to each other and for
detecting potential value tensions that need to be negotiated and consolidated. Sec-
ondly, we do not limit our ethics framework to a mere checklist. We follow Shklovski et
al. [373] and combine the enumeration of tangible and actionable value manifestations
with the generation of an open space for ethical debate. As opposed to the deterministic
approach adopted by the AIEI group [4], we map communication means for facilitat-
ing ethical reflections of AI systems and for addressing ethical issues in practice [373].
Thirdly, as opposed to previous applied ethics frameworks [4, 298], we embrace diversity
in ethical reflections and deal with the complexities that arise from plurality. In order
to facilitate multi-stakeholder discussions, we match available communication means
for addressing different value manifestations with stakeholders that present different in-
sight needs.

2.3. Design of our value-based framework
In this section, we describe the composition of our value-based framework and justify
its arrangement. We provide the definition of each of the selected values and the derived
criteria and manifestations.

7Expression used by Morley et al. [298] to refer to the operationalization of ethical principles in AI. The ’what’
refers to the ethical principles themselves, whereas the ’how’ refers to the act of putting such principles into
practice.
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2.3.1. Methodology for reviewing values, criteria and manifestations in
AI systems

To design our framework, we analysed documents outlining high-level ethical princi-
ples that AI systems should follow. Our starting point was the review performed by Fjeld
et al. [138], where principles coming from governments, inter-governmental organiza-
tions, multiple stakeholders, the private sector, and the civil society were examined. In
their review, Fjeld et al. identify nine key themes, some of which overlap with the values
outlined in our framework. The identification of prominent high-level values was also
complemented with other reviews [4, 61, 105, 181, 298]. To identify the criteria that de-
fine the fulfilment of prominent high-level values, we navigated the visual representation
provided by Fjeld et al. [138] and accessed the documents that offer a higher coverage of
the value in question. For instance, for the value of privacy, one of our main references
has been the GDPR [131].

We went from criteria to value manifestations through an extensive exploration of
available value-specific reviews that identify such manifestations. For instance, for the
value of security Xiong et al. [429] presented a thorough study of mechanisms used for
securing the ML pipeline against external threats. For explainability, Barredo-Arrieta
et al. [42] put together more than four hundred references and mapped strategies in the
field of Explainable Artificial Intelligence [42]. We partly rely on such reviews for identify-
ing value manifestations because our contribution lies in covering and putting together
a set of values and their manifestations in AI systems to end up with a “health-check”
for assessing AI systems, rather than rediscovering such value manifestations ourselves.
Similarly, for the values of performance and fairness, we only included the main value
manifestations that represent the basis for any other derived metrics. That is to say, just
as Verma et al. [414] did, we outline the main quantifiable indicators (false positives,
false negatives etc) used for measuring performance and fairness, but we are aware that
many other metrics that derive from these ones can be insightful for specific contexts.
Dealing with such compound metrics is out of the scope of this work.

2.3.2. Design and assessment of AI systems through a circular value-
based framework

Our resulting AI design and assessment framework arranges values in a circular form
(figure 2.1). Adjacency between values denotes a common motivation and oppositions
between competing values are represented through two bipolar dimensions. For in-
stance, adjacency between privacy and security denotes a common objective towards
the protection of sensitive information [138, 347] and resilience to external threats [289].
The trade-off between privacy and explainability, on the other hand, is made explicit by
their opposing positioning in our circular framework. High-level values are then broken
down into specific criteria and their manifestations, as indicated in figure 2.2. Criteria
defining a specific value ultimately represent a set of questions to be asked as part of the
design and assessment process to ensure the fulfillment of the value in question —if the
framework is being applied before deployment— or the promotion of a specific value
—if the framework is being applied during design time—. These sets of criteria are not
unique and exclusive to one value. For instance, when defining the criteria for privacy
we refer to “data protection”, which is also involved in security in the form of “resilience
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Figure 2.1: Graphic representation of our circular value-based design and assessment framework. Oppositions
between competing values are illustrated through the arrangement of those values in bipolar dimensions and
common motivations through adjacency between values, which form a circular continuum.

to attacks”. These overlaps are precisely what we want to highlight and make explicit
thanks to the circularity of our framework and adjacency between values.

Manifestations are classified in three groups depending on their nature: (1) Quantifi-
able indicators are specific measurable parameters that numerically manifest the (lack
of) adequacy in the standards set for a criterion (magenta). (2) Process-oriented practices
are actions and mechanisms implemented during the AI development or deployment

process that advocate for a certain value (olive). (3) Signifiers 8 are files and reports that
describe the relationship between the properties of the AI system and humans that de-
termine how that system can be used (orange). There is a many-to-many relationship
between criteria and manifestations. In the next subsections, we present opposing value
categories in pairs.

Motivating example. For illustrative purposes, we guide the reader through each stage
of our framework with a hypothetical yet plausible use case. Consider a team of re-
searchers is developing an AI system for automating life insurance application processes.
The system shall accept or refuse the request of a life insurance based on the following
data: physiological information of the candidate, details about their employment, insur-
ance history, and individual and family medical history. As part of a new wave of ethical
finance companies, the team would like to ensure that their work is ethically grounded.
However, it is not clear what that means in practice. From looking at prominent litera-
ture, they can develop a sense that the model should be fair and unbiased, and poten-
tially that there should be some level of human control or intervention possible. Yet,
they cannot be sure if they have a good set of representative values covered, and they

8Check footnote 5
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Figure 2.2: Workflow for operationalizing high-level values and for enabling multi-stakeholder design and as-
sessment of AI systems. This workflow represents the methodology that we followed for structuring our frame-
work and the steps that researchers and practitioners should take to make use of it. (1) Select and discuss
project-specific values (V), (2) Decide on criteria (C) for embodying those values, (3) Select the manifestations
(M) that enact value-specific criteria, (4) Map relevant stakeholders (S) to enable ethical reflection of value and
criteria tensions, (5) Match adequate communication means (CM) to stakeholders.

do not know how to go about communicating the way that their model embodies those
values. They are now reading through our multi-stakeholder value-based design and
assessment framework.

2.3.3. Conservation vs Openness
The first dimension of our value-based framework captures the conflict between conser-
vation and openness. Values included within the conservation category emphasize the
necessity of AI systems to preserve confidentiality with regards to information, as well
as, the need for the system to preserve adequate robustness when it comes to perfor-
mance. On the contrary, the category of openness encompasses values that advocate for
making system components and specifications more accessible to the public.

Conservation.
Privacy, security and performance uphold confidentiality and robustness within AI sys-
tems [138].

Privacy. The defining goal of privacy is the need for AI systems to respect individual’s
informational confidentiality [4, 138] as part of their user rights [61]. When applying
this value to the AI development pipeline, data processing itself should integrate privacy
standards [4, 138, 298], so that there is no possibility of identifying sensitive information
about individuals [181, 415]. Furthermore, the need to provide humans with agency over
their data is emphasized [138]. Based on these definitions, we identified six main crite-
ria for the fulfillment of privacy within AI systems (table 2.1). (1) Consent for data usage
[4, 131, 138]: data subjects should be appropriately informed when their data is being
used and their explicit approval is needed. (2) Implementation of data protection mech-
anisms [4, 138, 141]: during the development of AI systems, resources should be devoted
to making user data management secure and confidential. (3) Users having control over
their data and ability to restrict its processing [131, 138]: users should be able to limit
the way their personal data is being used. (4) Users having the right to rectify [4, 131,
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Value Criteria Manifestations

Privacy
• Consent for data usage [4, 131, 138]
• Data protection [4, 138, 141]
• Control over data / ability to restrict

processing [131, 138]
• Right to rectification [4, 131, 138]
• Right to erase the data [4, 131, 138]
• Right of access by data subject, data

agency [131, 390]

• Written declaration of consent [131]
• Description of what data is collected

[283]
• Description of how data is handled

[283]
• Purpose statement of data collection

[283]
• Statement of how long the data is kept

[283]
• Form and submission mechanisms to

object data collection and to make
complaints [62]

• Obfuscation of data [4]

Table 2.1: Illustration of how to move from values, to criteria and their manifestations with an example for
privacy.

138]: users should be able to modify their data at any time. (5) Users having the right to
erase their data [4, 131, 138]: this criterion refers to the right that users have to be for-
gotten. (6) Users having right to access their data [131, 390]: this right empowers users
to have agency over their data. These criteria manifest in various ways. Signifiers in-
clude: a written declaration of consent [131], detailed descriptions of the collected data,
how data is handled, how long it will be kept and the purpose of collecting that data
[283]. These signifiers are necessary for users to fully understand what sharing their data
entails. Process-oriented practices include the obfuscation of data [4] and forms and
submission mechanisms to object data collection and make complaints [62].

Security. Definitions characterizing security (see table 2.2) highlight the need for AI
systems to be (1) resilient to potential maleficent attacks [138, 298] and to present a (2)
predictable [4, 132, 138] and (3) robust [4] behavior at any time. This includes imple-
menting mechanisms to protect user privacy, such as strategies that ensure that infer-
ences about an individual cannot be made by interrogating the model [181, 289, 415].
Following the survey performed by Xiong et al. [429], different methodologies that aim
at protecting AI systems against external threats (process-oriented practices) have been
classified into two main groups. The first group consists of defence methods against in-
tegrity threats at two different stages of the AI pipeline: during training time [58, 100,
157] and during prediction time [58, 158, 272, 319]. The second group aim at defending
the AI system against privacy threats, namely membership inference attacks [122, 204,
305, 375, 435].
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Value Criteria Manifestations

Security 1. Resilience to attacks: protection of
privacy [181, 289, 415], vulnerabilities,
fallback plans [4, 138, 159, 298]

2. Predictability [4, 132, 138]
3. Robustness / reliability: prevent ma-

nipulation [4]

AGAINST INTEGRITY THREATS [429]:
• Training time [429] Ex.:

– Data sanitization 9 [58, 100]
– Robust learning 10 [58, 157]

• Prediction time [429]
– Model enhancement [58, 158, 272,

319] Ex.:
⋄ Adversarial Learning 11

⋄ Gradient masking 12

⋄ Defensive Distillation 13

AGAINST PRIVACY THREATS [429]:
• Mitigation techniques [305]:

– Restrict prediction vector to top k

classes 14 [375]
– Coarsen the precision of the predic-

tion vector 15 [375]
– Increase entropy of the prediction

vector 16 [375]
– Use regularization 17 [215, 375]

• Differential privacy mechanisms [305]:

– Differential privacy 18 [122, 435].

⋄ Adversarial regularization 19

[305]
⋄ MemGuard 20[204]

Table 2.2: Criteria and manifestations for security.

9It ensures data soundness by identifying abnormal input samples and by removing them [429].
10It ensures that algorithms are trained on statistically robust datasets, with little sensitivity to outliers [429].
11Adversarial samples are introduced to the training set [429].
12Input gradients are modified to enhance model robustness [429].
13The dimensionality of the network is reduced [429].
14Applicable when the number of classes is very large. Even if the model only outputs the most likely k classes,

it will still be useful [375].
15It consists in rounding the classification probabilities down [375].
16Modification of the softmax layer (in neural networks) to increase its normalizing temperature [375].
17Technique to avoid overfitting in ML that penalizes large parameters by adding a regularization factor λ to

the loss function [375].
18It prevents any adversary from distinguishing the predictions of a model when its training dataset is used

compared to when other dataset is used [435]
19Membership privacy is modeled as a min-max optimization problem, where a model is trained to achieve

minimum loss of accuracy and maximum robustness against the strongest inference attack [305].
20Noise is added to the confidence vector of the attacker so as to mislead the attacker’s classifier [204]
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Performance. The value of performance (see table 2.3) is defined by the (1) correct-
ness of predictions [132, 138], along with the (2-5) resources necessary to reach such
predictions [4, 61, 236]. The conditions under which systems are evaluated will have a
direct impact on the “appropriateness score” that these systems will obtain in the form
of a quantifiable indicator [117]. In other words, if the level of performance is solely mea-
sured in terms of accuracy, regardless of the needed data, prerequisites will be inherently
favoring big “data-hungry” [241] models. As far as the measurement of performance is
concerned, this is mainly done through quantifiable indicators, either referring to the
preciseness of the results [294, 423] or to the estimated consumption of environmental
resources [26, 104, 150, 151, 277].

Value Criteria Manifestations

Performance1. Correctness of predictions [61, 132,
138]

2. Memory efficiency [4, 61]
3. Training efficiency [61]
4. Energy efficiency [4, 61]
5. Data efficiency [61]

• Accuracy (for classification, sum of
true positive and true negative rates)
[294, 423]

• False Positive and False Negative rates
[294, 423]

• False Discovery and Omission Rate
[294]

• Mean and median error [423]
• R2 score [60]
• Precision and recall rates [423]
• Area under ROC curve (AUC) [60]
• Estimation of energy consumption

through [151]:
– performance counters
– simulation
– instruction- or architecture-level es-

timations
– real-time estimation

• Estimation of GPU memory consump-
tion [150, 277]

• Wall-clock training time [26, 104]

Table 2.3: Criteria and manifestations for performance.

Openness.
Transparency and explainability advocate for making system components and specifi-
cations accessible.

Transparency. Documents providing high-level principles for AI define transparency
(see table 2.4) as the property that enables traceability and monitoring of AI systems
[138, 298]. Transparency relates to the right to information [138] and requires that data
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or algorithms present some level of accessibility [391]. That is to say, data and models
should present some level of (1) interpretability [61, 391], so as to (2) enable human over-
sight [138, 298]. Those data and models should also be (3) accessible [4, 138, 391], as a
step towards achieving (4) traceability [298] and (5) reproducibility [61]. Manifestations
of such criteria emerge mostly in the form of documentation detailing technical aspects
of the AI system (considered signifiers in our framework) [4, 50, 83, 152, 153, 294, 298,
391]. Process-oriented practices mostly focus on giving open access to data and algo-
rithms [4, 61, 138, 391], regularly reporting key information about the system [138] and
notifying users whenever they are being subject to or interacting with an AI system [138].

Value Criteria Manifestations

Transparency 1. Interpretability of data and models
[61, 391]

2. Enabling human oversight of opera-
tions [138, 298]

3. Accessibility of data and algorithm
[4, 138, 391]

4. Traceability [298]
5. Reproducibility [61]

• Description of data generation
process [4, 50, 83, 152, 153, 298]

• Disclosure of origin and properties
of models and data [4, 294, 391]

• Open access to data and algorithm
[4, 61, 138, 391]

• Notification of usage/interaction
[138]

• Regular reporting [138]

Table 2.4: Criteria and manifestations for transparency.

Explainability. Explainable Artificial Intelligence (XAI) is formed by a set of techniques
that allow a wide range of stakeholders to understand why or how a decision was reached
by an AI system [141, 391]. Explainability (see table 2.5) is, thus, conceived as an in-
terface that translates reasoning mechanisms of the system into formats that are (1)
comprehensible [42, 61, 132, 138, 141, 142, 315, 391]. In addition, strategies for making
black-box algorithms more interpretable facilitate their (2) monitoring [298] and, there-
fore, make them (3) suitable for evaluation [138, 298]. XAI techniques (process-oriented
practices) are very diverse in nature. As claimed by Vera Liao et al. [255] and Barredo-
Arrieta et al. [42], explainability methodologies are usually classified by the scope of the
explanation, complexity of the model, model specificity and the stage of the AI pipeline
where such a strategy is to be used. For our framework, we will consider that explain-
able models can be either (a) interpretable by design or they can be (b) explained by
additional post-hoc explanations [42].

Value Criteria Manifestations

Explainability 1. Ability to understand AI systems and
the decision reached [61, 132, 141,
142, 315, 391]

2. Traceability [298]
3. Enable evaluation [138, 298]

• Interpretability by design [42]
• Post-hoc explanations [42]
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Table 2.5: Criteria and manifestations for explainability.

2.3.4. Universalism vs Individual Empowerment
The second dimension captures the conflict between universalism and individual em-
powerment. Values included within the individual empowerment category emphasize
the defense of the decision subjects’ interests. These principles advocate for giving de-
cision subjects the means to oppose to the conclusion reached and uphold the need
for putting humans in the loop. Values within the universalism category emphasize the
need to equalize system behavior to all and to ensure that such a system adheres to the
interests of society as a whole, beyond the interests of a few individuals.

Universalism.
Respect for public interest, fairness and non-discrimination uphold the need to ensure
equitable and socially acceptable system behavior for all.

Respect for public interest. The value of respect for public interest (see table 2.6) deals
with the (1) appropriateness of developing AI systems for a certain purpose within a spe-
cific context. As Keyes et al. [218] claimed, making AI systems fairer, more transparent
and more accountable is insufficient if we ignore the purpose of developing and imple-
menting these systems in a certain context in the very first place [227, 397]. AI systems
should, therefore, (2) be beneficial to society and humanity as a whole [138, 141, 142,
298], respect law [61] and be aligned with human norms [138]. This involves giving a
clear justification of the purpose and benefits of building such a system [1, 83, 218, 298],
so that the deployment of the system in question upholds public-spirited goals [138].
Universalism aims at protecting the welfare of all, both people and nature [236]. AI sys-
tems’ (3) negative impacts on environment should, therefore, be considered and valued
[4, 49]. To this end, process-oriented practices include the creation of diverse and inclu-
sive forums for discussion [138, 292], whereas signifiers include the qualitative measure-
ment of social and environmental impact [49, 298, 334].

Value Criteria Manifestations

Respect
for public
interest

1. Desirability of technology [1, 83, 218]
2. Benefit to society [138, 141, 142, 298]
3. Environmental impact [4, 49]

• Diverse and inclusive forum for dis-
cussion [138, 292]

• Measure of social and environmental
impact [49, 298, 334]

Table 2.6: Criteria and manifestations for respect for public interest.

Fairness. The value of fairness represents a complex concept that accepts multiple
definitions [30, 217], some of which cannot be satisfied simultaneously [171, 181, 217].
Overall, we will understand fairness (see table 2.7) in terms of parity in output [116] and
equal treatment [4] among individuals. When addressing more specific definitions of
fairness (1-8), we will adopt the approach followed by Verma et al. [414], which was also
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echoed by Mehrabi et al. [284] (for a detailed enumeration and explanation of each of the
definitions, the reader is encouraged to check table 2.7). ML techniques within AI sys-
tems generally conceive fairness in terms of statistical metrics [161] and observe whether
specific quantifiable indicators are above or below the thresholds set for a certain appli-
cation. Even if error rates were equal across groups for a certain application, if those
rates are too high, the system could still be considered unfair [171]. This means that
for our value-based framework we outline the quantifiable indicators that are normally
used for manifesting fairness-related criteria, but we do not determine the threshold for
these indicators to be considered good enough for a specific application. Similarly, the
quantifiable indicators relate to the output of the system, rather than the outcome that
these outputs lead to.

Value Criteria Manifestations

Fairness 1. Individual fairness 21[42, 120, 237,
284]

2. Demographic parity 22 [42, 120, 171,
181, 216, 237, 284, 381, 414]

3. Conditional Statistical parity 23 [284,
414]

4. Equality of opportunity 24 [53, 170,
284]

5. Equalized odds 25 [284]

6. Treatment equality 26 [52, 284]

7. Test fairness 27[86, 284, 414]
8. Procedural fairness 28 [165, 237, 284]

• Accuracy across groups (for classifica-
tion, sum of true positive and true neg-
ative rates) [86, 171, 223, 298]

• False positive and negative rates across
groups [86, 223, 284, 349, 419]

• False discovery and omission rates
across groups [294, 349]

• Pinned AUC [115, 294]
• Debiasing algorithms [47]
• Election of protected classes based on

user considerations [165]

Table 2.7: Criteria and manifestations for fairness.

21Similar individuals should be treated in a similar way. Diverging definitions state that: two individuals that
are similar with respect to a common metric should receive the same outcome (fairness through awareness);
or any protected attribute should not be used when making a decision (fairness through unawareness); or
the outcome obtained by an individual should be the same if this individual belonged to a counterfactual
world or group (counterfactual fairness) [284].

22The probability of getting a positive outcome should be the same whether the individual belongs to a pro-
tected group or not [284].

23Given a set of factors L, individuals belonging to the protected or unprotected group should have the same
probability of getting a positive outcome [284].

24The probability for a person from class A (positive class) of getting a positive outcome, which should be the
same regardless of the group (protected group or not) that the individual belongs to [284].

25The probability for a person from class A (positive class) of getting a positive outcome and the probability
for a person from class B (negative class) of getting a negative outcome should be the same [284].

26The ratio of false positives and negatives has to be the same for both groups [284].
27For any probability score S, the probability of correctly belonging to the positive class should be the same for

both the protected and unprotected group [284].
28It deals with the fairness of the decision-making process that leads to the outcome in question [165].
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Non-discrimination. The value of non-discrimination (see table 2.8), as defined in our
framework, deals with AI systems not being socially biased [61] and ensuring that equal
accessibility is provided to all individuals [298]. This means that (1) quality and integrity
of data should be evaluated and ensured [138, 153, 181, 298, 325] in order to prevent “so-
cially constructed biases, inaccuracies, errors, and mistakes” [298] from being present in
the data. Processes that safeguard inclusive data generation [4, 83, 153, 298] and analysis
procedures for identifying potential biases in data and for assessing its quality [138, 153,
181, 298, 325] are strategies that avoid social stereotypes being codified, maintained and
amplified [181]. Furthermore, non-discriminatory systems should (2) ensure diversity
and inclusiveness in the design process [132, 138, 298]. From a process-oriented per-
spective, participants involved in the development process should, thus, present diverse
profiles [4, 138, 250, 441]. Finally, giving (3) equal access to the technology [4, 61, 138,
298] avoids the growth of inequalities as a consequence of deploying AI systems [138].

Value Criteria Manifestations

Non-
discrimination

1. Quality and integrity of data [138,
153, 181, 298, 325]

2. Inclusiveness in design [132, 138,
298]

3. Accessibility [4, 61, 138, 298]

• Inclusive data generation process
[4, 83, 153, 298]

• Analysis of data for potential bi-
ases, data quality assessment [4,
138, 152, 181, 284]

• Diversity of participant in develop-
ment process [4, 138, 250, 441]

• Access to code and technology to
all [4, 61, 138, 298]

Table 2.8: Criteria and manifestations for non-discrimination.

Individual empowerment.
Contestability, human control and human agency address the politics behind AI systems
[24, 426] and deal with the issues caused by power imbalances [61, 83, 209, 269, 406].

Contestability. The value of contestability (see table 2.9) is defined as the value that
ensures that users have the necessary information to (1) enable argumentation against
conclusions reached by AI systems [10, 31, 132, 138, 209, 248, 269, 391]. This involves
(2) empowering citizens [31, 132, 209] to investigate and influence AI [209], as part of a
broader regulatory approach [269]. As a matter of fact, contestability has been identified
as a “critical aspect of future public decision-making systems” [10]. This implies that,
from a documentation perspective (signifiers), users should be made aware of who de-
termines what constitutes a contestable decision, who is accountable for it and who can
contest a decision. This last point is particularly necessary to determine whether (legal)
representatives of decision subjects can act on their behalf. The review mechanism in
place and the workflow of contestations [269] are policy-related details that users should
also be informed about. From a process-oriented standpoint, mechanisms for users to
ask questions and to record disagreements should also be put in place [185, 295].
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Value Criteria Manifestations

Contestability 1. Enable argumentation / negotiation
against a decision [10, 31, 132, 138,
209, 248, 269, 391]

2. Citizen empowerment [31, 132, 209]

• Information of who determines
and what constitutes a contestable
decision and who is accountable
[269]

• Determination of who can contest
the decision (subject or represen-
tative) [269]

• Indication of type of review in
place [269]

• Information regarding the con-
testability workflow [269]

• Mechanisms for users to ask ques-
tions and record disagreements
with system behavior [185, 295]

Table 2.9: Criteria and manifestations for contestability.

Human Control. The value of human control (see table 2.10) addresses the influence
that data-driven technologies have over humans and that leads to a reduction of human
agency, power and control [324]. AI systems should be controllable [61] and (1) subject to
user and collective influence [61, 248]. They should also be (2) subject to human review
[138]. Governance mechanisms that ensure human oversight of automated decisions
are, thus, necessary to maintain control and influence over such systems [298]. It should
be possible to (3) choose how and even whether (in the very first place) to delegate a de-
cision to an automated system [138]. From a development perspective, levels of human
discretion should be established [132, 289] and the ability to override decisions made
by a system [132] ought to be set up by design. Once the system is deployed, it should
be continuously monitored to enable adequate intervention when necessary [132, 138,
389].

Value Criteria Manifestations

Human Control 1. User/collective influence [61, 248]
2. Human review of automated deci-

sion [138]
3. Choice of how and whether to dele-

gate [138]

• Continuous monitoring of system
to intervene [132, 138, 389]

• Establishment levels of human dis-
cretion during the use of the sys-
tem [132, 289]

• Ability to override the decision
made by a system [132]

Table 2.10: Criteria and manifestations for human control.

Human Agency. The value of human agency (see table 2.11) deals with the risks of AI
systems displacing human autonomy [132, 138]. As claimed by Cila et al. [89], AI systems
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may displace human agency in governance processes and may undermine human au-
tonomy. AI systems advocating for human agency should, therefore, (1) respect human
autonomy [132, 138, 298] and (2) citizens’ power to decide [61, 132]. In addition, (3) de-
cision subjects should be able to opt out of an automated decision [132, 138]. The man-
ifestations of such criteria involve giving knowledge and tools to users to comprehend
and interact with AI systems [132] (signifier) and, from a process-oriented perspective,
providing strategies for users to self-assess the systems [132].

Value Criteria Manifestations

Human agency 1. Respect for human autonomy [132,
138, 298]

2. Power to decide. Ability to make
informed autonomous decision [61,
132]

3. Ability to opt out of an automated
decision [132, 138]

• Give knowledge and tools to com-
prehend and interact with AI sys-
tem [132]

• Opportunity to self-assess the sys-
tem [132]

Table 2.11: Criteria and manifestations for human agency.

Selecting values, criteria and manifestations for our example use case. Returning to
the hypothetical insurance modelling team from our motivating example (section 2.3.2),
they decided to apply our value-based framework before launching their system. They
quickly realised that they need to consider more values than those outlined in current
auditing processes. For example transparency, non-discrimination, supporting human
agency and the public good. They also discovered a range of methods for enacting those
values: from data handling processes that ensure anonymity and meaningful consent
around the model, to models of fairness appropriate to their case.

Although we cover prominent ethical principles in AI, and the design and assessment
of the AI system might include all of them, here we focus on a subset of those values for
illustrative purposes. We imagine that the researchers developing the algorithmic life
insurance application system want to focus on explainability and privacy (fig 2.2). We
assume that they are dealing with a blackbox algorithm that is not interpretable by de-
sign. The team needs to examine whether the AI system and the decision reached are
understandable. Additionally, the deployed XAI methods should enable traceability and
evaluation of the system. As far as the explainability manifestations are concerned, since
they are dealing with a blackbox algorithm, they need to deploy adequate post-hoc ex-
planations. When it comes to privacy, the data used for training and testing the algo-
rithmic model should have been obtained through the explicit approval of the decision
subjects. These subjects should have been informed about the nature and purpose of the
data that is collected, the way this data is handled and stored. Decision subjects should
also have agency and control over their data. Additionally, data protection mechanisms
should have been implemented to make sure that there is no possibility of identifying
sensitive (in this case medical) data about the subjects. These two values that the team
needs to advocate for, represent some trade-offs: XAI methods uphold interpretability of
AI systems and some of them even rely on comparing data instances at inference time
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with those used for training the system. This would directly violate the subjects’ right to
have their data protected and confidentiality ensured.

2.4. Towards a multi-stakeholder reflection of AI systems
Since there are value trade-offs, like the one outlined in our example use case, and cer-
tain value-specific criteria are mutually exclusive, we follow the claim made by Raji and
Smart [334], and advocate for standpoint diversity. This implies involving a wide range
of stakeholders in the negotiation process [373] to discuss and critically reflect on the
degree to which each of the values should be promoted in detriment of the other one
and how the prioritization process should take place. These stakeholders will possess
different types of knowledge and will present different insight needs. In this section we
map those stakeholders and match them with the most suitable communication means.

2.4.1. Methodology for identifying relevant stakeholders and commu-
nication means

To identify relevant stakeholders, we follow the stakeholder characterization of Suresh
et al. [386]. They classified stakeholders in a two dimensional matrix, where one dimen-
sion captured the nature of the knowledge of the stakeholders (formal, instrumental or
personal) and the second one identified the context in which that knowledge manifests
(Machine Learning, data domain, and the general milieu). Formal knowledge entails a
deep understanding of the theories of a certain domain. Instrumental knowledge refers
to the capability of applying formal knowledge in one of the three contexts. Personal
knowledge is acquired by the participation of the subject in a specific context. The two
dimensional-matrix classification results in nine different stakeholder profiles. To fa-
cilitate the process of mapping the stakeholders to tailored communication means, we

narrow those stakeholders down into four categories 29.
We then proceed to identify the means to communicate system-related information

to different stakeholders. We searched such means using arXiv and Google search, so as
to cover the state of the art in terms of research papers and open source toolkits. Each
search referred to specific value criteria and manifestations, although many of the found
means address more than one value. This review does not intend to be exhaustive. We
expect novel research to address value manifestations that still present scarce resources
in our framework. Hence our review is just a snapshot of some of the available communi-

cation means until January 2022, but we host the latest version on an online repository30

and is open to anyone’s contribution. We aim at creating a living document that will keep
growing and that will address current research gaps as time goes by.

2.4.2. Mapping stakeholders
We characterize four main stakeholders in our framework (see table 2.12): (1) The de-
velopment team: they have the formal, instrumental and personal knowledge in the do-
main of AI [386]. They want to ensure and improve product efficiency and research new

29This reduced classification is backed up by the framework employed by Barredo-Arrieta et al. [42] when
identifying the explainability needs of various stakeholders.

30https://github.com/mireiayurrita/valuebasedframework

https://github.com/mireiayurrita/valuebasedframework
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functionalities [42]. (2) Auditing team: they have the formal and instrumental knowl-
edge of the general milieu, meaning that they are aware of the social theories behind
AI, and are able to evaluate technical specifications of AI systems. They aim at verifying
model compliance with legislation [42] (3) Data domain experts: they have the theoret-
ical (formal) and instrumental knowledge of the application context (healthcare, eco-
nomics etc.). They look forward to gaining scientific or domain-specific knowledge [42,
386], trust the model [42, 386] and act based on the model output [386]. And (4) Decision
subjects: they have the personal knowledge of the data domain in which the AI is being
applied and the general milieu. They aim at understanding their situation [42], verifying
that the decision is fair [42], contesting the decision (if needed) [386] and understanding
how their data is being used [386].

Stakeholder Mapping [386] Nature of knowledge Purpose of insight
Development
team

ML, Formal +
Instrumental +
Personal

• “Knowledge of the math
behind the architecture”
[386]

• “Stakeholder involved in
an ex-ante impact assess-
ment of the automatic de-
cision system”[179]

• Ensure/improve product
efficiency and debug [42]

• Research new functionali-
ties [42]

Auditing team Milieu, Formal +
Instrumental • “Familiarity with broader

ML-enabled systems” [386]
• “Experts who intervene

wither upstream or down-
stream” [179]

• Verify model compliance
with legislation [42]

Data domain
experts

Data domain,
Formal + Instru-
mental

• “Theories relevant to the
data domain” [386]

• “Professional involved in
the operational phase of
the automatic decision sys-
tem” [179]

• Gain scientific or domain-
specific knowledge [42,
386]

• Trust the model [42, 386]
• Act based on the output

[386]

Decision sub-
jects

Data domain +
Milieu, Personal • “Lived experience and cul-

tural knowledge” [386]
• “Layperson affected by the

outcomes of the automatic
decision system” [179]

• Understand their situation
[42]

• Verify fair decision [42]
• Contest decision [386]
• Understand how one’s data

is being used [386]

Table 2.12: Description of potential stakeholders that can be brought together as part of our value-based
framework. These stakeholders have been mapped following the two dimensional criteria (type of knowledge
—formal, instrumental or personal— and contexts in which this knowledge manifests —ML, data domain,
milieu—) outlined by Suresh et al. [386]. The nature of their knowledge and the purpose of gaining insight for
each of them have also been defined.

Mapping stakeholders in our example use case Going back to our example, once ex-
plainability and privacy have been broken down into specific criteria manifestations,
the team needs to map the stakeholders who will take part in the assessment process (fig
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2.2). Based on the mapping presented in table 2.12, the development team represents
the stakeholders who have the knowledge of the math behind the system. An external
auditing team will join the discussion to make sure that the model is aligned with current
legislation. Since the algorithmic life insurance application system deals with medical
data, the data domain experts will be represented by a medical team and a life insur-
ance expert. Decision subjects will be laypeople who seek to understand and verify their
situation with regards to data usage and the decision reached by the system.

2.4.3. Mapping tailored communication means
We then examine each of the reviewed means and identify their typology, the value man-
ifestations that they cover and the stakeholders that can make use of it, as illustrated in
table 2.13 for privacy dashboards. The objective of mapping value manifestations, stake-
holder profiles and communication means is that of enabling a fruitful and informed dis-
cussion among stakeholders. We classify these means in three categories: (1) Descriptive
documents (red), (2) Design strategies (cyan), and (3) Ready-to-use tools (brown). Ap-
pendix A.1. summarizes the rest of the communication means and maps them to value
manifestations and stakeholders for whom such methods are suitable.

The stakeholders assigned to a specific communication means are based on the au-
dience addressed by the original authors of such methodologies. In some cases, the char-
acterization of the intended audience was not as granular as our stakeholder mapping
and the authors merely differed experts in AI from non-experts. Based on the nature of
knowledge that we assigned to each of the mentioned stakeholders in section 2.4.1, we
considered that the development and auditing teams are able to understand technically
formulated system details (experts) whereas data domain experts and decision subjects
would require more accessible communication means (non-experts). Similarly, some of
the communication means identified for explainability are suitable for any stakeholder,
but the original authors formulated the post-hoc explanations with varying degrees of
complexity, which should be taken into account when trying to deploy such strategies. If
the target audience are data subjects, we echo van Berkel et al. [53] and Cheng et al. [84]
and recommend to limit presentation complexity and to instruct participants through-
out the session.

It should be noted that this mapping process represents a first step to making a wide
range of stakeholders with different backgrounds understand each other. We are aware
that communicating system-related information in a tailored way does not directly lead
to the resolution of value trade-offs, and that design strategies are necessary for facil-
itating such conversations [176]. In any case, the exercise of resolving value tensions
should be a communicative process, rather than a simple explanation [313]. However,
the means used for communicating specifications of the system will play a key role in
the dynamics that will take place in those sessions.

Assigning communication means to each stakeholder in our example use case. The
life insurance researchers are now looking into appropriate methods for communicating
values to different stakeholders (fig 2.2), so that they can develop a comprehensive plan
that ensures both compliance and communication of values.

Based on the mapping presented in appendix A.1., for the value of explainability and
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Means Value Manifestations
Stakeholder

Application Visual elements
DT AT DE DS

[B] Privacy
dash-
boards

Privacy • Description of
what and why
data is collected

• Description
of how data is
handled

✓ Agnostic • Timelines
• Bar charts
• Maps
• Network

graphs

Human
Agency

• Self-assessment
of the system

Trans-
parency

• Disclosure of
properties of
data

Table 2.13: Illustration of how we mapped communication means with values, manifestations and stakehold-
ers (DT = Development Team; AT = Auditing Team; DE = Data Domain Experts; DS = Decision Subjects). Privacy
dashboards are tools (green) that allow users to interactively assess the collection and usage of their data. The
rest of the reviewed communication means are characterized in appendix A.1..

its manifestations in the form of post-hoc explanations, the team can use various design
strategies and tools as part of their assessment process. To facilitate the navigation of
the available communication means, they first examine appendix A.1. to locate the type
of means (tool, strategy, or documentation), values and stakeholders they are interested
in. Once they select the codes associated to each communication means, they check
the selected communication means to see whether the value manifestations in question
are addressed and to explore the details related to those means. If the team working on
the life insurance case prefers a ready-to-use tool over the description of design strate-
gies for assessing explainability, they can use InterpretML [310] and especially the DiCE
[299] functionality, (code [AC]) with the development and auditing teams to evaluate
counterfactual examples. These counterfactual examples tell how input features should
change in order for the output of the system to be different. That is to say, how the in-
dividual applying for life insurance should be different, physically, or when it comes to
insurance or medical history, for them to accept the application (if the original output
was a refusal). However, this tool might not be suitable for non-experts who are not fa-
miliar with AI-related concepts. In the life insurance use case, the medical and insurance
team and the decision subjects should receive a description of how the output changes if
a feature is perturbed, absent or present adapted to their insight needs. This can be done
by describing the answers to the questions “Why, Why not and How to be that” for a cer-
tain output [255] (code [P]). As for privacy manifestations, the development and audit-
ing teams can examine data collection and storage specifications through the Datasheet
[152] associated to the dataset in question (code [K]). Special attention should be paid to
the “Collection” and “Preprocessing/cleaning/labelling” sections. For decision subjects,
iconsets [131, 189, 283, 343] (code [A]) and privacy dashboards [123, 135, 137, 180, 444]
(code [B]) are means for them to explore how their data is being used. It should be noted
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that the cell that intersects between data domain experts and privacy is blank. Based
on the characterization of stakeholders that we provided, data privacy-related matters
are not directly linked to the purpose that data domain experts show when willing to
explore AI systems. This is translated into scarcity of methodologies related to privacy
manifestations that directly address data domain experts.

2.5. Discussion and future work
We discuss important aspects of our framework below.

Design choices for creating a value-based framework. We aim at examining values
that characterize AI systems rather than the organizations responsible for these sys-
tems. Hence, we did not integrate accountability or responsibility as a value per se in
our framework. We are aware that algorithms cannot be held responsible for the poten-
tial harm that they might cause [71, 181], and that in order to effectively deploy such
systems, there is an urgent call for accountability [10, 434]. Likewise, we are aware of the
need for rigorous frameworks that support accountability [193] and we consider that the
act of conceiving a design and assessment framework itself answers to the need to eval-
uate and audit AI systems [138]. Nevertheless, we did not explicitly highlight the profiles
of the people accountable for the system. We decided to follow Zhu et al. [443] and con-
sidered accountability as a governance issue. We do, however, believe that entities up
the chain of command should be held accountable for the potential harm caused by AI
systems [4, 138, 181, 269, 358]. It should also be noted that values and criteria presented
in this chapter might not be unique [373]. We acknowledge current discussions in VSD
about the shortcomings of pre-selecting values [107] and, hence, do not claim universal-
ity. Extension and modification of values is possible in our framework, but are subject
to respecting continuity and opposition between values. Similarly, criteria and manifes-
tations can be extended and subsets could be included to create situationally-specific
versions of the framework. Since the aim of our framework is to encourage critical re-
flection [145, 403] and we identified some value manifestations that require additional
communication means, we particularly encourage those context-specific adaptations
to happen. Under no circumstances should the scarcity of communication means for
certain values identified in our framework represent an excuse to justify inaction or to
ignore such values.

Context dependence and consistency. As echoed by Liscio et al. [261], in order to
translate values into system requirements [329, 330], to reason about conflicting values
[6, 302] and to communicate them to different stakeholders [146], it is necessary to situ-
ate these values within a context. The prioritization of values depends on the application
context of such systems [4]. In this chapter, we showed an example of how the framework
could be applied to a particular use case. However, considering the differences between
value alignments and tensions that may arise due to context dependence, the validity
and consistency of our framework is still to be tested. Future work needs to validate
our framework across scenarios [53, 156] through user studies or synthetic experiments
[379].

Need for standardization. To systematically review and revisit value priorities and
tensions among different stakeholders, our framework should be part of a broader eval-
uation workflow [245], such as the one suggested by Raji and Smart [334]. Besides, prac-
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tices from software engineering such as the Values Dashboard [311] could be adopted
[374, 392]. This dashboard promotes awareness of values and aims at triggering discus-
sions among stakeholders. It claims to be beneficial in each phase of the software de-
velopment process, from inception to release, and establishes strategies, such as Time-
lines or Issues, that are already common practice on software development platforms
like Github.

Implications of our work. Our multi-stakeholder value-based framework facilitates
the unveiling of assumptions that encode political and social values made by developers
[334]. By bringing together a wide range of stakeholders to evaluate and discuss value
manifestations, one can anticipate and remedy harmful algorithmic behaviors before
deploying a system. Besides, we provide researchers and industry practitioners with a
good coverage of values to evaluate their systems and the association of such values to
actionable value manifestations. This contributes greatly to the adoption of ethical ap-
proaches by practically-minded people [298]. For researchers, we provide them with
an easy-to-navigate mapping of value manifestations, stakeholders and communication
means. Our framework also visually illustrates research gaps that need to be addressed.
Blank spaces in appendix A.1. or values with a scarce number of associated commu-
nication means directly refer to valuable research opportunities. For instance, for the
value of fairness, a great deal of effort has been devoted to designing ready-to-use tools
for stakeholders with a deep understanding of AI (developers and auditing teams). How-
ever, means for addressing fairness manifestations and communicating them to decision
subjects have not received the same attention. For industry practitioners, we gathered
ready-to-use open source toolkits that can be directly applied to their own use cases.

Moreover, since we host this mapping on an online repository 31 open to future contri-
butions, we hope that the number of tools addressing each of the identified value man-
ifestations will grow and that the benefits of designing such a framework will be even
more tangible in the future.

2.6. Chapter Takeaways
In this chapter, we developed a framework summarizing prominent ethical principles
for trustworthy Artificial Intelligence design and assessment. We arranged eleven promi-
nent ethical principles in a circular composition, so that common motivations and trade-
offs can be easily identified. We identified contestability as one of the ethical principles
composing the “normative core” of a principle-based approach to trustworthy AI [138].

We then broke down each of these principles into a set of criteria and their correspon-
dent manifestations in the form of quantifiable indicators, process-oriented practices,
and signifiers. In addition, we examined available tools for communicating principle-
specific manifestations to different stakeholders based on the nature of their knowledge
and their insight needs. Through this mapping, we identified a scarcity of available
tools for enabling a multi-stakeholder deliberation about contestability. Our findings
in this chapter motivate further research into ways of operationalizing and deliberating
about contestability, so that conflicting priorities can be reviewed, negotiated and con-
solidated.

31Check footnote 11



3
Decision Subjects’ Needs for
Contestability

In this chapter, we generate empirical insights into decision subjects’ information and
procedural needs for meaningful contestability (RQ2). To this end, we chose an illegal
holiday rental detection scenario as our case; a high-risk decision-making process in the
public sector. We conducted 21 semi-structured interviews with citizens with experience
renting their homes out and different levels of AI literacy. We found that decision sub-
jects request interventions that facilitate (1) cooperation in sense-making, (2) support
in contestation acts, and (3) appropriate responsibility attribution. Our results highlight
the cooperative work behind contestability, and motivate future efforts to structure indi-
vidual and collective action, to personalize explanations for contestability, and to open
up sites of contestation in AI pipelines.

This chapter is based on the following manuscript: Mireia Yurrita, Himanshu Verma, Agathe Balayn, Kars
Alfrink, Ujwal Gadiraju, Alessandro Bozzon. “Personalize, Prioritize, Collectivize: Identifying Algorithmic De-
cision Subjects’ Needs for Meaningful Contestability”. In Proceedings of the ACM on Human-Computer Inter-
action CSCW (CSCW ’25).
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3.1. Introduction
Several artificial intelligence (AI)1 systems employed for decision-making in the public
sector (e.g., AI for policy enforcement or for essential public services) [134] can nega-
tively affect decision subjects’ safety and fundamental rights, and are, therefore, con-
sidered high-risk by the European Union’s Artificial Intelligence Act (EU AI Act) [133].
In order to safeguard decision subjects’ rights to dignity and autonomy in high-risk al-
gorithmic decision-making, an increasing number of scholars in the HCI community
(e.g., [7, 406, 407, 437]) have claimed that AI systems should be contestable i.e., open and
responsive to human intervention throughout their lifecycles [9]. Despite recent interest
in making AI systems–and the decision-making processes where these are embedded–
contestable, most prior work is theoretical, and has rarely accounted for the perspective
of decision subjects when suggesting contestable AI design guidelines [9, 226, 355]. Fail-
ing to generate empirical insights into decision subjects’ needs for contestability might,
in turn, lead to designs that do not contribute to decision subjects’ perceptions of control
and voice [406, 437].

From a procedural perspective, the few empirical studies conducted to date have
either (1) considered the standpoint of human controllers (i.e., domain experts who in-
teract with the algorithmic system [9]) for identifying the challenges of implementing
contestable AI systems in the public sector or (2) have focused on designing for con-
testability in contexts other than the public sector (e.g., content moderation [407]) [7].
The extent to which those findings are aligned with decision subjects’ procedural needs

for contestability in the public sector is unknown. From an information2 perspective,
recent work has explored the interplay between output explanations and recourse (i.e.,
operationalization of contestability that allows decision subjects to change the decision
output by acting on input variables [404]). However, decision subjects might want to
contest not only the decision output, but also more fundamental issues regarding the
system (e.g., goal of the system, the idea of automation itself [406], or data sources [21]).
It is still unclear which information enables decision subjects to engage in such contes-
tation acts.

In this chapter, we aim to generate empirical insights into the procedural and in-
formational means that decision subjects need to meaningfully contest high-risk pub-
lic decision-making processes. Consequently, we seek to answer the following research
question:

1Due to the “demand for data, technical complexity, and unpredictable interactions” [433] of AI systems,
human-AI interactions are uniquely difficult to design for. This same nature of AI makes contestability
uniquely difficult to design for [9].

2We will use the term (1) information to refer to a set of facts that describes a decision or a decision-making
process, (2) information item to refer to a unit of relevant information [326], and (3) explanation to refer to
tools or processes that an agent (explainer) uses to describe the decision (or the decision-making process) to
another agent (explainee) [290]. An explanation involves a communicative effort for making the information
that composes the explanation understandable. Information needs can, therefore, involve both information
items —relevant content— or explanations —information (items) presented as part of an interaction.



3.1. Introduction

3

51

What are decision subjects’ information and procedural needs to meaning-
fully contest algorithmic decision-making processes?

To address this research question, we opted for a scenario in public decision-making;

more specifically, a risk scoring system for the detection of illegal holiday rentals3 (Sec-
tion 3.3). We conducted 21 semi-structured interviews with participants who have per-
sonal experience renting out their homes as short-term rentals. We presented a scenario
to our participants where they were detected by the algorithmic system, and asked ques-
tions on what they would like to contest in the decision-making process, how they would
formulate their contestation, and the information they would need for it. Given the ef-
fect of AI literacy on users’ information needs [219, 437], we ensured diversity in levels of

AI literacy among participants. Our study was preregistered before data collection.4

Our results indicate that contestability in algorithmic decision-making is not limited
to individual appeal processes, and requires a cooperative effort between civil servants
(in roles that go from policy-making to AI development or street-level bureaucracy), citi-
zens, and third parties (e.g., legal counsellors). As far as information needs are concerned,
participants sought information that could help them make sense of algorithmic deci-
sions and that would enable them take action to remedy the situation (Section 3.4.1).
Participants expressed their willingness to engage in communication with human con-
trollers and external parties to make sense of the provided information. When it comes
to procedural needs, our participants expressed the need for support mechanisms (Sec-
tion 3.4.2), i.e., they sought support both from the decision-making organization and
from fellow decision subjects. Participants additionally highlighted the need for inter-
ventions that would ensure accountability in the decision-making process and social
transparency (i.e., visibility of the complex socio-organizational context [126]) in public
administration (Section 3.4.3).

In this chapter, we make two main contributions to:

1. We adopt an empirical approach to contestability and generate insights into decision
subjects’ information and procedural needs for contestability in the public sector.

2. We draw implications for practice and for research. These implications encourage
public agencies and the research community to account for the cooperative work be-
hind contestability.

Supplementary materials associated with this chapter include the pre-registration
document, screening survey, interview protocol, and prompts used during the inter-
views. These are all openly available in our repository for the benefit of the community
and in the spirit of Open Science (https://doi.org/10.4121/be171486-fe03-45fe-8d8b-2
2b4c81cd3a2).
3https://algoritmeregister.amsterdam.nl/en/illegal-holiday-rental-housing-risk/ (last accessed 14.01.2024).

Note: the entry of this algorithmic system in the algorithm register is from 2020. Due to delays in data collec-
tion as a consequence of the COVID-19 pandemic, the system has not been deployed. See Section 3.3.1 for
information about the status of the system and the rationales behind choosing this case.

4https://osf.io/ejyt5 While more widespread in quantitative studies, by pre-registering our qualitative study
we aim to (1) describe the original aims of the study, (2) register the assumptions that underlie the collection
and analysis of the data, and (3) enable the scientific community to monitor the evolution of the study [173].

https://doi.org/10.4121/be171486-fe03-45fe-8d8b-22b4c81cd3a2
https://doi.org/10.4121/be171486-fe03-45fe-8d8b-22b4c81cd3a2
https://algoritmeregister.amsterdam.nl/en/illegal-holiday-rental-housing-risk/
https://osf.io/ejyt5
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3.2. Related work
This section summarizes previous work on algorithmic decision-making in the public
sector and contestable AI. In Section 3.2.1, we summarize prominent work on public AI.
In Section 3.2.2, we include papers that have theoretically defined procedural means for
contestability. In Section 3.2.3, we include literature concerning information needs for
meaningful contestability.

3.2.1. Algorithmic Decision-Making in the Public Sector
In an environment like the public administration where decisions are often made based
on incomplete, contradictory, and changing information [87, 260, 340, 376], the usage
of AI has the potential to improve both the efficiency and quality of decision-making
processes [447]. However, the development and use of AI for public decision-making
has also been claimed to be uniquely challenging [356] mainly because street-level bu-
reaucrats [13] need to be able to effectively apply human discretion while navigating
bureaucratic processes in a resource-deficient context [356].

In addition to challenges in the development and effective use of algorithmic systems
in the public sector, public AI systems face issues of perceived legitimacy [70]. Perceived
legitimacy of public decision-making processes not only depends on the quality of the
decision-making. According to the process-based model suggested by Tyler [399], the
public’s behaviour is “powerfully influenced by people’s subjective judgments about the
fairness of the procedure” through which decisions are made. Previous work has shown
that communities impacted by algorithmic decisions in the public sector have concerns
about the way in which data and algorithms are used [70]. While citizens are not op-
posed to delegating to fully autonomous systems, they do want to engage in a dialectical
exchange with system controllers [12].

Contestability in algorithmic decision-making processes has, indeed, been defined
as a dialectical exchange between decision-makers and decision subjects [355], a form
of procedural justice that gives voice to decision subjects [9], and increases perceptions
of legitimacy [317]. Perceived legitimacy of public decision-making processes, in turn,
has been claimed to contribute to compliance, cooperation, and empowerment of citi-
zens [399]. Given (1) the rapid adoption of AI systems in the public sector, (2) the poten-
tial (harmful) impacts of their widespread use, and (3) the relevance that contestability
bears for procedural fairness and legitimacy perceptions in such high-stakes algorith-
mic decision-making processes, we decided to examine decision subjects’ contestability
needs in a public decision-making scenario.

3.2.2. Procedural Means for Contestability
Contestability refers to the quality that enables different actors (e.g., human controllers,
decision subjects) to “understand, construct, shape and challenge” algorithmic decision-
making processes [225]. Since algorithmic decision-making processes rely on intercon-
nectivity [345] (i.e., the score that an individual gets is dependent on the scores of other
individuals), designing ways in which decision subjects can meaningfully ensure a cor-
rect decision output and fair process is of paramount importance. Contestability has
been conceptualized as recourse (i.e., the act of changing the output of an algorithmic
system by altering input variables [404]), appeal (i.e., the act of opposing an algorithmic
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decision because it is considered to be faulty [412]) and as a design goal, contestability
by design (i.e., AI systems that are open and responsive to human intervention through-
out their lifecycles [9, 14, 355]). Both recourse and appeal are limited to acting on the
decision output and are reactive in nature, whereas contestability by design allows mea-
sures to be taken ex-ante [9, 14]. Due to algorithmic systems’ demand for data, technical
complexity, and unpredictable interactions [433], contestability in algorithmic decision-
making presents additional challenges compared to human-led decision-making [345].
Recent prominent work (e.g., [9, 14, 269, 355]) have set the grounds for conceptualiz-
ing contestability in algorithmic decision-making and have theoretically defined some
procedural means that would enable algorithmic systems to be contestable by design.

Through a literature review, Alfrink et al. [9] synthesized five system features (e.g.,
built-in safeguards) and six development practices (e.g., agonistic development approaches)
that contribute to contestable AI. Alfrink et al. [7] then used this framework to design
a conceptual contestable AI system and identify the challenges of implementing con-
testable AI in the public sector. Similarly, Lyons et al. [269] analyzed responses to the
Australian “AI Ethics Framework” which includes contestability as a key ethical princi-
ple and conceptualized how contestability could operate in relation to AI. Both frame-
works were created based on theoretical claims without empirical grounding. There is,
therefore, little insight into which of those elements decision subjects need to shape and
challenge algorithmic decision-making. While acknowledging the importance of setting
a normative framework that legally constrains the scope of contestability, in this chap-
ter we argue that the lack of guidelines on decision subjects’ procedural needs for con-
testability might result in contestation processes that either do not improve perceptions
of legitimacy, in general [406] or that do not improve perceptions of procedural voice
(i.e., ability to share one’s views during a procedure [393]) and influence [393] in particu-
lar [437].

One of the very few empirical studies on decision subjects’ needs for contestability
was grounded in a context other than the public sector (i.e., content moderation [407]).
The extent to which decision subjects’ procedural needs for contestability in contexts
such as content moderation can be extrapolated to contestability needs for contesting
algorithmic decision-making in the public sector is not clear.

3.2.3. Information for Enacting Meaningful Contestability
For decision subjects to build arguments as part of their contestation process, they need
knowledge, which, in turn, requires information [355]. This information needs to be
meaningful for decision subjects to be able to engage in a rational and fruitful discus-
sion [355], i.e., functional information that empowers decision subjects to exercise their
right to contest algorithmic decisions as defined in Article 22(3) of the EU’s General Data
Protection Regulation (GDPR) [368]. Such information can be provided in the form of
explanations [269] or justifications [179]. The goal of justifications is to demonstrate the
appropriateness of the decision with respect to a norm (i.e., these are normative and
extrinsic), whereas explanations aim at generating understanding about how a decision
was made (i.e., these are intrinsic and factual). Information for meaningfully enacting
contestability has been claimed to include the why behind the decision, as well as, how
the decision-making process took place [9, 185, 355]. Despite the importance given to
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the topic, there is no empirical insights into the content and form of the justifications or
explanations that decision subjects deem necessary. Determining what should or should
not go into explanations is not trivial. Some decision subjects might want to “know ev-
erything” about how the system works, as it is the case for human-AI collaboration and
for recommender systems [219, 370].

For contestability, previous work has mostly looked into generating decision output
explanations for enabling decision subjects to engage in acts of recourse (e.g., [206, 336]).
To this end, decision subjects need to understand [206, 416] and act [214] on an unfavor-
able decision through a set of actionable factors (i.e., factors that can be acted upon so as
to change the decision output [213, 379]) or counterfactual explanations [206, 410]. Pre-
vious work indicates that when engaging in contestation processes, decision subjects
might not only want to contest the decision output itself (scope of recourse) but also is-
sues concerning the goals of the system or the idea of automation [406, 437]. Limiting
information to output explanations might, therefore, hinder decision subjects’ ability to
question structural aspects (e.g., data sources [21]) of the decision-making process [162].
Current knowledge around what decision subjects would like to contest and how they
would like to formulate their contestations might, therefore, be subject to blind spots
resulting from limiting information to output explanations [269, 437].

3.2.4. Positioning Our Work
In this chapter, we aim to generate in-depth empirical insights into decision subjects’
procedural and information needs for meaningful contestability that is not limited to
algorithmic outputs. To this end, we conduct semi-structured interviews with potential
decision subjects in a decision-making process in the public sector.

Our work builds on prior work and further informs it by:

1. Adopting an empirical approach to identify needs for meaningful contestability.
Our results will provide insights into how decision subjects’ needs align or differ from
the claims made in theoretical frameworks for contestability summarized in Sections
3.2.2 and 3.2.3.

2. Focusing on decision subjects’ information and procedural needs for contestabil-
ity. Our results will provide a needs-based perspective that can further inform the
organizational challenges for contestability identified by Alfrink et al. [7] in public
administration.

3. Focusing on a public decision-making context. To this end, we choose a case in
which risk scoring is used for fraud detection. Contestability needs that we identify
might complement the ones identified by Vaccaro et al. [407] on content moderation
processes.

3.3. Method
In this section, we introduce the case that we adopted for our study (Section 3.3.1) and
summarize details about participant recruitment (Section 3.3.2), interview design (Sec-
tion 3.3.3) and analysis procedure (Section 3.3.4). Note that the same interviews are also
used for study 1 in chapter 5. In chapter 3 we analyze the interview data with a focus on
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identifying decision subjects’ procedural and information needs for contestability. In-
stead, in chapter 5 the focus of the analysis is on identifying factors that impact decision
subjects’ perceptions towards different decision-maker configurations.

3.3.1. Case: Illegal Holiday Rental Detection
Algorithmic systems for law enforcement fall into the category of high-risk AI systems [133].
Within this category, we decided to select an algorithmic system suggested by the munic-

ipality of Amsterdam for accelerating the detection of illegal short-term rentals5 as our
case. The algorithmic system was designed to be used if a report on a particular address
was received. After receiving the report, the algorithmic system (based on a random for-
est model) would compute the probability of a property being illegally rented for holiday
purposes. It would do so by relying on data about the identity and housing rights of the
decision subject, the building, and previous illegal housing cases. Based on the probabil-
ity, civil servants would decide whether to further investigate the report. This system was
suggested in November 2019 and expected to be pilot tested in 2020. However, due to the
effect that the COVID-19 pandemic had on worldwide tourism, there were delays in data

collection, which resulted in the system not being deployed to date (January 2024).6

Although the system has not been deployed, there are two main reasons why this
represents a compelling case for identifying decision subjects’ needs for contestability.
First, this case deals with a timely and increasingly complex problem that impacts cities
in several Western countries. Due to the issues that short-term rentals offered to tourists
(e.g., Airbnb) have generated in the availability of long-term rentals for citizens [45], mu-
nicipalities in several Western countries have started to regulate those rentals (e.g., Am-
sterdam, Barcelona) or even ban them (e.g., New York City) [308]. This last example is
especially relevant. In September 2023, the municipality of New York City decided to
ban short-term rentals that host more than two guests while the owner or tenants of the

property are not present.7 To enforce this policy, platforms like Airbnb are required to
ensure their listings have pertinent licenses issued by the municipality certifying com-
pliance with the regulation. This has led to the proliferation of a “black-market” where
lessors use platforms such as Facebook or Craiglist to announce their short-term rentals

and to avoid being policed by the platforms.8 In response to this trend, many munici-
palities have put in place workflows where citizens can (anonymously) report an illegal

holiday rental.9 Algorithmic systems could, then, be seen as powerful tools to filter re-
ports and help civil servants identify which reports they should investigate further. This
is, precisely, the way in which the system suggested by the municipality of Amsterdam

5https://algoritmeregister.amsterdam.nl/en/illegal-holiday-rental-housing-risk/(last accessed 14.01.2024)
6See the status of the project in the following official communication https://amsterdam.raadsinformatie.nl

/document/12731876/2#search=%22Afhandeling%20toezegging%20pilot%20algoritme%20Alpha%20hand
having%20vakantieverhuur%22(last accessed 14.01.2024)

7https://www.nytimes.com/2023/09/05/nyregion/airbnb-regulations-nyc-housing.html (last accessed
14.01.2024)

8https://www.wired.com/story/airbnb-ban-new-york-illegal-listings/ (last accessed 14.01.2024)
9Barcelona: https://meet.barcelona.cat/habitatgesturistics/en; New York City: https://portal.311.nyc.gov/art

icle/?kanumber=KA-02317; Berlin: https://ssl.stadtentwicklung.berlin.de/wohnen/zweckentfremdung_woh
nraum/formular/adresswahl.shtml; Porto: https://www.asae.gov.pt/espaco-publico/formularios/queixas-e
-denuncias.aspx (last accessed 14.01.2024)

https://algoritmeregister.amsterdam.nl/en/illegal-holiday-rental-housing-risk/
https://amsterdam.raadsinformatie.nl/document/12731876/2#search=%22Afhandeling%20toezegging%20pilot%20algoritme%20Alpha%20handhaving%20vakantieverhuur%22
https://amsterdam.raadsinformatie.nl/document/12731876/2#search=%22Afhandeling%20toezegging%20pilot%20algoritme%20Alpha%20handhaving%20vakantieverhuur%22
https://amsterdam.raadsinformatie.nl/document/12731876/2#search=%22Afhandeling%20toezegging%20pilot%20algoritme%20Alpha%20handhaving%20vakantieverhuur%22
https://www.nytimes.com/2023/09/05/nyregion/airbnb-regulations-nyc-housing.html
https://www.wired.com/story/airbnb-ban-new-york-illegal-listings/
https://meet.barcelona.cat/habitatgesturistics/en
https://portal.311.nyc.gov/article/?kanumber=KA-02317
https://portal.311.nyc.gov/article/?kanumber=KA-02317
https://ssl.stadtentwicklung.berlin.de/wohnen/zweckentfremdung_wohnraum/formular/adresswahl.shtml
https://ssl.stadtentwicklung.berlin.de/wohnen/zweckentfremdung_wohnraum/formular/adresswahl.shtml
https://www.asae.gov.pt/espaco-publico/formularios/queixas-e-denuncias.aspx
https://www.asae.gov.pt/espaco-publico/formularios/queixas-e-denuncias.aspx
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was designed to operate. It is, therefore, a realistic representation of what municipali-
ties in other Western countries could end up implementing. In an anticipatory exercise,
the insights we get on decision subjects’ contestability needs can be useful not only for
the research community looking into contestability in algorithmic decision-making—
contestability by design, which goes beyond post-hoc appeals, requires measures to be
taken ex-ante [9, 14]—but also for municipalities thinking of implementing algorithmic
systems to accelerate the detection of illegal holiday rentals.

Second, this case is part of the algorithm register10 initiative launched by various
European cities [139]. In an effort to ensure that algorithmic systems used for pub-
lic services are “responsible, transparent, and secure”, several cities (e.g., Amsterdam,
Barcelona, Brussels) have put in place a register where information is provided about
algorithmic systems used as decision support systems for public services. To this end,
a short description about the system, information about mechanisms to ensure its re-
sponsible use, and technical information are openly shared. A form to provide feedback
for continuous improvement is also included for each entry. The insights we get about
decision subjects’ information and procedural needs could, therefore, help improve a
system that already advocates for transparency and contestability by design (e.g., by im-
plementing mechanisms for quality assurance [9]).

3.3.2. Participant Recruitment and Selection
Given the timely and widespread applicability of the case (i.e., concerning major cities
in several Western countries), we recruited participants who have experience renting
out their homes as short-term rentals. Participants are located in municipalities from
Western countries where workflows for detecting illegal holiday rentals have been put
in place. Although it is unknown whether all these municipalities use algorithmic sys-
tems as part of those workflows (i.e., transparency around algorithmic systems used for
public services is still not common practice [139]) if an algorithmic system like the one
suggested by the municipality of Amsterdam was implemented, our participants could
become decision subjects of the system by being correctly or incorrectly flagged. We re-
cruited 21 participants in total (demographics in Table 3.1). We stopped collecting data
when additional interviews failed to generate significantly new information. According
to Clarke and Braun [90], when using qualitative interviews to capture experiences, un-
derstandings, and perceptions, the recommended dataset size is moderate (i.e., 10-20
participants), which aligns with the number of participants we recruited.

Since AI literacy has been shown to impact information needs [219, 437], we decided
to ensure diversity in participants’ AI literacy. We created a screening survey (cf. our
repository) with questions about participants’ literacy in and experience with AI. The
screening survey comprised four items defined by Schoeffer et al. [365] (in a 5-point Lik-
ert scale). This way of operationalizing AI literacy has been used in prior studies and has
been shown to be useful in capturing differences in informational fairness perceptions
across individuals [12, 437]. We published the screening survey on online housing chan-
nels. We also put posters around our institution and reached out to personal contacts.
We then selectively invited participants for our interview. To this end, we averaged the

10https://www.algorithmregister.org/ (last accessed 14.01.2024)

https://www.algorithmregister.org/
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Table 3.1: Summary of our participants’ demographics

Feature Category (Number of participants)

AI literacy High (7), Medium (7), Low (7)

Background Computer Science (5), Engineering (4), Law (4), Business (3)11, De-
sign (3), Architecture (2), Physics (1), Social Work (1)

Country12 Netherlands (9), Spain (7), US (2), Portugal (1), Germany (1),
Canada (1)

Immigration

status13
Native (12), Non native (9)

four items that define AI literacy and divided participants in low, medium, and high AI
literacy [12, 219, 220]. We reached out to participants while ensuring AI literacy diversity.
As done in previous work [219], we refined the boundaries that define what constitutes
low, medium and high AI literacy based on the interview answers given by our partici-
pants. This allowed us to account for potential discrepancies between self-assessed and
functional AI literacy. A summary of our participants’ AI literacy is provided in Table 3.2.
We refer to our participants as Pk , where k is the identifier of a specific participant.

Table 3.2: Overview of our participants’ AI literacy

AI Literacy Specification Participants

Low: self-assessment [1,3] Had not heard much about AI P14, P17
Could not understand what AI entailed P9, P13
Unconfident about technicalities of AI P3, P18, P19

Medium: self-assessment
(3,4]

Technical background; familiar with basic
statistics

P1, P2, P5, P11,
P16

Working on concepts adjacent to AI P12, P20
High: self-assessment (4,5] Working with or on AI on a managerial level P6, P7, P10

Working with or on AI from an engineering
perspective

P8, P21

Working with or on AI from a fairness perspec-
tive

P4, P15

3.3.3. Design of Interview Protocol and Materials
For our study, we opted to conduct qualitative interviews prompted by vignettes (i.e.,
written fictitious descriptions of events related to a topic of study [43, 351]). Choosing
to run qualitative interviews allowed us to get rich and detailed insights into partici-

11Two of our participants have a joint background in Business and Law
12It refers to the country where the rented property is located. Our participants need to deal with that country’s

public administration for managing their property’s rental.
13It refers to the mismatch between the home country of our participants and the country where the rental

is located. Our participants are native or non native in the eyes of the public administration of the country
where the property is located.
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pants’ needs for contestability [90]. As suggested by Clarke and Braun [90] when using
qualitative interviews to capture participants’ perceptions and needs, participants had
a hypothetical personal stake in the selected case (i.e., they were renting properties as
short-term rentals). The usage of vignettes has been claimed to be appropriate to cap-
ture perceptions, beliefs, and attitudes in social research, as well as to identify partici-
pants’ reactions and needs in a particular situation [43, 192]. Scenario- or vignette-based
techniques have previously been used in qualitative AI research; for instance, in public
AI research for exploring the perspectives of decision subjects in the early stages of AI
system usage in child welfare services [70], or in explainable AI research for advancing
the conceptual development of social transparency [127]. Our interviews comprised four
main sections and three prompts to encourage our participants to expand on their an-
swers [90]. The interview protocol and prompts can be found in our repository and in
Appendix B.1.

1. Participants’ background and experience. First, we asked a series of questions to cap-
ture our participants’ experiences with contestation processes. The objective was
to identify their motivations for deciding whether or not to contest an unfair deci-
sion. We also asked them about their experience and motivation for renting out their
homes.

2. Perceptions around the use of AI. We then introduced the first prompt (i.e., a fictional
piece of news introducing the case; Figure 3.1), and asked our participants about the
appropriateness and benefits of using algorithmic systems for detecting possible il-
legal holiday rentals. The fictional piece of news included real information about the
system summarized from the introductory text in the algorithm register entry. The
piece of news was tailored to the city where the rental was located to make the sce-
nario more believable and for participants to feel they had a personal stake in the
topic [90]. The objective of this section was to get a sense of how our participants
perceived algorithmic systems (e.g., its perceived capabilities [207]) as a way to get
context to their motivation for contesting (or not) the algorithmic decision-making
process.

3. Object of contestation (what to contest) and means for contesting (how to contest).
Next, we introduced the second prompt (i.e., a letter; Figure 3.2). The letter was di-
vided into three main sections. These included (a) first warning and future penalty
(i.e., giving notice [210]), (b) right to present arguments against the decision by call-
ing the municipality (i.e., right to be heard [210]) and (c) right to know about the de-
cision and the decision-making process (i.e., reason giving [210]). The amount of

the penalty14 and the timeframes for contesting15 are informed by the contestation
procedures available in the municipality of Amsterdam, within the Dutch public ad-
ministration context. The letter was tailored to the city where the rental was located.
For this interview, we deliberately designed the letter using accessible language (i.e.,

14https://www.amsterdam.nl/wonen-leefomgeving/wonen/boetes-overtredingen-vakantieverhuur-bed/
(accessed 14.01.2024)

15https://www.cjib.nl/direct-regelen/ik-ben-het-niet-eens-met-mijn-boete (accessed 14.01.2024)

https://doi.org/10.4121/be171486-fe03-45fe-8d8b-22b4c81cd3a2
https://www.amsterdam.nl/wonen-leefomgeving/wonen/boetes-overtredingen-vakantieverhuur-bed/
https://www.cjib.nl/direct-regelen/ik-ben-het-niet-eens-met-mijn-boete
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“Amsterdam has limited living space; both for citizens and visitors. If a citizen wants to rent 
out their home to tourists, they need to meet certain requirements. They must also report it to 
the municipality.

 

Not everyone adheres to those conditions. The municipality sometimes receives reports, for 
instance from neighbors or rental platforms, who suspect that a home has been rented out 
without meeting those requirements. If such a report is filed, employees of the department of 
Surveillance & Enforcement can start an investigation.

 

The municipality of Amsterdam has adopted an Artificial Intelligence system that supports 
the employees of the department of Surveillance & Enforcement in their investigation of the 
reports made concerning possible illegal holiday rentals.”

Figure 3.1: Example of the piece of news shown to participants to introduce our case. The material used with
each participant included the name of the city where their short-term rental was located.

avoiding legal jargon), following the guidelines on accessibility of (digital) commu-

nications of public authorities.16 We asked our participants how they would react
to this letter and how appropriate they considered the contestation means (i.e., a
phone call) suggested by the municipality (i.e., perceived voice and influence [393],
expected treatment [56]). Through this section we aimed to capture what our partic-
ipants would like to contest and how they would ideally like to proceed [270].

4. Information needs. Finally, we introduced the third prompt (i.e., the information
sheet). The information available in the algorithm register was summarized in three
categories [224] and organized through a color code (Figure 3.3): (a) green for infor-
mation related to the scope of the system (i.e., reasons for system conception, role of
the system and potential harms [275]), (b) orange for the decision rules of the pro-
cess (i.e., information about training data [255, 275], system architecture [275]) and
(c) blue for information related to the outputs (i.e., rationales behind instance-level
decisions and model performance [255]). For the decision explanation, we simulated
a SHAP explanation [267] (i.e., feature-based explanation [365])17. We indicated data
features that contributed to the decision. We used positive (+) signs to indicate that
a data feature contributed to high fraud risk [59, 116]. We avoided to include data
features that are explicitly protected by law (e.g., gender [46]) in the decision explana-
tion. Through this prompt, we asked our participants what they would like to know
more about. The objective of this section was to identify if they would use this in-
formation for building their arguments as part of the contestation process [355, 416].
We decided to introduce information about the system after the letter to see if there

16https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=celex:32016L2102 (accessed 14.01.2024)
17The numbers in the presented SHAP value (first blue box in Figure 3.3) aim at representing the effect of each

feature on the output risk value, rather than their effect on the final risk probability. That is why some of
these features present an effect > 1. We left it up to the participants to ask for clarifications about the scale if
they considered this information item to be important for contestability.

https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=celex:32016L2102
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Housing Department, Surveillance and 
Enforcement Division 
Amsterdam City Hall 

Bijlmerdreef 1005C, 1103 TW 
+31 20 555 5837 

 

Bijlmerdreef 1005C, 1103 TW, Amsterdam 

 

July 15, 2023 

Re: Illegal Holiday Housing Rental 

 

Dear ..., 

 

This letter has been issued because the Housing Department, Surveillance and Enforcement 
Division of the Municipality of Amsterdam has found the house you own at the address ... to be 
illegally rented as holiday housing without due notice to the Municipality. 

This formal letter constitutes a FIRST WARNING and it is a request to strictly adhere to the private 
vacation rental policies of the Municipality. After this, we will be forced to take stronger action. The 
Municipality of Amsterdam may request a payment of up to 21,750 EUR penalty. 

 

Disagree with the warning you received? 

Then you can file an objection by calling the Housing Department, Surveillance and Enforcement 
Division at +31 20 555 5837. You can do so within 6 weeks since the day you receive the letter. 
They will ask for more information from you and will offer you the possibility to provide an 
explanation for this violation. 
 

Additional information: 

The Housing Department, Surveillance and Enforcement Division uses an Artificial Intelligence 
(AI) system as part of their workflow to detect and investigate potential illegal holiday rentals. If 
you would like more information about the system and how it has been used in your case, please 
check algoritmeregister.amsterdam.nl  and introduce your case number 185274. 

 

Sincerely, 

 
Housing Department, Surveillance and Enforcement Division 

Figure 3.2: Example of the letter shown to participants. The letter used with each participant was tailored to
include their name, address, the logo, name and contact details of the municipality where their short-term
rental was located.

were any differences between the object of contestation before and after being given
information about the system [162].

Ecological validity: We (the authors) designed the interview material so that (1) it
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Data sources

Data Features

Model Architecture

Decision Explanation

Performance

Reasons for Implementing the 
System

Role of the System - Workflow

Potential Harms

The Artificial Intelligence system helps prioritize 
hundreds of reports coming from neighbors or 
rental platforms so that the limited enforcement 
capacity can be used efficiently and 
effectively.

1. Identity and housing rights data from the 
Personal Records Database 

2. Buildings data from the Registry of 
Addresses and Buildings 

3. Data from any related illegal housing 
cases

1. A citizen or rental platform submits a report 
2. The AI system calculates the probability of 

housing fraud. 
3. A visualization is given of the features that 

resulted in high or low risk of fraud.

4. The responsible supervisor determines if 

there is a case of illegal housing through a 
preliminary research and field 
investigation.

1. Identity and housing rights data: Name, 
date of birth, gender, date of residence in 
the city, date of residence in the address, 
family composition, date of death


2. Building data: Address, street code, postal 
code, description of the property, type of 
home, number of rooms, floor surface area, 
floor number, number of building layers, 
description of the floor


3. Related illegal housing cases: Starting 
date of report, stage of investigation, report 
code number, violation code number, 
investigator code number, anonymous 
reporter yes/no, situation sketch, user that 
created/edited the report, handling code 
number, date when case closed, reason 
why case closed.

Good-quality data has been used, ensuring 
that it does not contain biases. The system 
naturally has an impact on the alleged offender, 
as the report on their offense get more priority, 
Risk mitigation has been performed through 
continuous monitoring in the pilot phase.

The system relies on a model that finds 
relationships and patterns in a large amount 
of information about illegal housing. The model 
calculates which information can be associated 
to illegal housing and to what degree. This type 
of model is called “random forest regression”

The “random forest regression” model is a fairly 
complex model that can approximate reality 
quite well. In order for the model to remain 
generic (not overfit), research has been 
conducted to know how many layers the model 
needs to have.

Data features that contributed to the decision 
(positive (+) means that it contributed to high 
fraud risk):

- Street code +3.87 
- Anonymous reporter yes/no +2.5 
- Description of the property +0.95 
- Floor surface area +0.63 
- Type of home +0.62 
- Number of rooms +0.61 
- Date of residence in the address +0.52

Figure 3.3: Information Sheet provided to our participants. It includes the information relevant to the algorith-

mic decision-making process summarized from its entry in the algorithm register. It is color-coded. Green
refers to information related to the scope of the system and it includes reasons for implementing the system,

the role of the system, and potential harms. Orange refers to information about the decision rules of the

system and it includes data sources, data features, and model architecture. Blue refers to information related
to the outputs and it includes the decision explanations and performance information.
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would illustrate a decision-making scenario where the illegal holiday rental detection
system could be embedded, and (2) it would be sufficiently believable for our partici-
pants, i.e., it would not be considered science fiction [7, 40]. To improve the ecological
validity of our work, we ensured participants were coming from cities where illegal hol-
iday rental detection efforts are already in place and we tailored the materials (e.g., lo-
gos, address, recipient name) to the city where each participants’ property was located.
We additionally pilot tested the interview protocol and the prompts with 2 experts in
human-computer interaction (different from the authors) from our institution. For each
interview question, we evaluated whether it helped answer our research question, we
looked for problematic assumptions, and we reflected on how meaningful participants
would find it [90]. For each prompt, we checked the wording and layout. Based on the in-
sights we got from the pilot test, we modified the layout of the Information Sheet to make
it more engaging. We decided to change the decision explanation to textual form [53,
365], rather than a visual to avoid saliency bias and halo effect [118, 130].

3.3.4. Data Collection and Analysis
Data Collection We conducted the interviews between July and August 2023. All in-
terviews were conducted online, using the Zoom video conferencing tool, and lasted 1
hour on average. Participants were offered 25 EUR (or equivalent) as compensation for
their time. Our study was approved by a research ethics committee at our institution.
All our participants signed an informed consent form. After each interview, we acquired
the transcription of the recording through the videoconferencing platform if the inter-
view was conducted in English. We then anonymized the transcription. If the interview
was conducted in a language other than English, we had the recording transcribed in the
original language through a third-party transcription software, anonymized and then

locally translated the transcription using DeepL.18 After obtaining the transcriptions in
English, we reviewed and corrected them.

Data Analysis A critical realist [144, 276] and contextualist [276, 388] approach under-
pins our analysis. We acknowledge that although a reality exists and informs our find-
ings, we, as researchers, play a role in constructing knowledge and these findings cannot,
thus, be considered truly objective [424]. We analyzed our data using reflexive thematic
analysis with a combination of inductive and deductive orientation to data [68, 91]. Re-
flexive thematic analysis is a flexible method that allows an in-depth engagement with
the data. This approach is adequate for answering our research question where we aim
to identify patterns in data and interpret them [67]. We conducted the data analysis on

Atlas.ti.19

Analysis Procedure Data analysis was led by the first author. After transcribing –and
translating when applicable– the recordings, the first and second authors cleaned the
transcriptions. The first, second, and third authors read the transcriptions and got famil-
iar with the material. The first author open-coded the transcripts and clustered the codes

18DeepL Translator: https://www.deepl.com/en/translator.
19Atlas.ti URL: https://atlasti.com.

https://www.deepl.com/en/translator
https://atlasti.com
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in code groups. The second and third authors partially coded the data and reviewed the
code groups. The first author then crafted the themes. All authors reviewed and mapped
the themes. In total, three main themes and six sub-themes were developed. The first
author finally refined the codes based on the final themes. Having different researchers
analyze the data helped us reflect on different perspectives on the same data to develop
richer insights into that data. Reflexivity helped researchers identify their own situated-
ness within the research and take responsibility for it [91].

Statement of Positionality. Reflexivity acknowledges that knowledge production is con-
tingent on the researcher producing it [51]. As researchers living and working at a West-
ern European university, we recognize that our perspectives shape the research and knowl-
edge we generate. Our disciplinary backgrounds include engineering, cognitive science,
computer science, HCI, and design. We have previously argued for making algorithmic
decision-making processes contestable.

3.4. Results
The cooperative nature of contestability was a salient characteristic of contestation pro-
cesses and was present throughout the interviews. We structure our results to high-
light the cooperative work involved in contestability at three different points in time: (1)
during the sense-making process that enables decision subjects to understand the pro-

vided information (post-hoc intervention20; Section 3.4.1), (2) during the contestation
act (post-hoc intervention; Section 3.4.2), and (3) during the development and deploy-
ment of the AI system (ex-ante intervention; Section 3.4.3). We provide an overview of
the themes and sub-themes in Table 3.3. We name themes as Ti. and sub-themes as Ti.j.,
where i and j are the indexes of a particular theme and sub-theme. To improve read-
ability, we avoid naming participants (Pk ) for each statement that compose our themes
and sub-themes. We, instead, give a sense of the prominence of each statement by us-
ing terms such as a few, many, mostly, generally, unanimously. A detailed mapping of
the participants whose responses led to the statements in our results section is included
in our repository. Additionally, we release our codebook, where we include the specific
quotes that compose each statement. The codebook can also be found in our repository.

3.4.1. T1. Cooperation in Sense-Making
The first theme highlights the need for cooperation in the sense-making process that
precedes the contestation act. This cooperative effort involves decision subjects, legal
and AI experts that decision subjects could contact, and street-level bureaucrats act-
ing as controllers. Controllers are street-level bureaucrats that are involved in the first
instance of the decision-making and that interact with the decision subject to inform
them about their situation before starting a contestation act. We observed an effect of
AI literacy on decision subjects’ information needs for sense-making (e.g., the type of
information that participants with different levels of AI literacy perceived as actionable).

20We use the term post-hoc intervention to refer to an intervention that happens once the algorithmic decision
is made. For interventions that happen before the algorithmic decision is made, we use the term ex-ante
intervention.

https://doi.org/10.4121/be171486-fe03-45fe-8d8b-22b4c81cd3a2
https://doi.org/10.4121/be171486-fe03-45fe-8d8b-22b4c81cd3a2
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Table 3.3: Overview of themes and sub-themes.

Information and Procedural Needs

T1. Cooperation in Sense-Making – post-hoc intervention

• T1.1. Strategizing Information Requests
• T1.2. Facilitating Dialogue with Controllers
T2. Social Support in Contestation Acts – post-hoc intervention

• T2.1. Seeking For Organizational Support
• T2.2. Seeking For Peer Support
T3. Distributed Responsibility – ex-ante intervention

• T3.1. Ensuring Algorithmic Accountability
• T3.2. Fostering Social Transparency

T1.1. Strategizing Information Requests
Participants in our study developed strategies for deciding which information to request.
These strategies depended on participants’ ability to make sense of the provided infor-
mation –or their capacity to look for an independent expert advisor who could help them
make sense of the information– and the risks and benefits of issuing an appeal using
that information. Participants generally hypothesized two reasons for receiving the let-
ter: (1) they had violated the regulation, or (2) they represented a false positive. In case
(1), participants would accept the decision based on the justification and evidence they
are shown. In case (2), there were two main situations that participants contemplated:
(2a) they had rented their property out but they had a license for it, or (2b) they had not
rented their property but the system indicated that they did.

In view of the above, participants, regardless of their AI literacy, unanimously priori-
tised knowing why they got detected by the algorithmic system. The reason behind this
was that knowing why they got flagged was the first step towards knowing which of the
situations they were in and resolving the issue. Participants pointed to the difference
between a feature-based explanation, and a decision justification that clearly signals the
reasons why a penalty is issued. The provided decision explanation (see Figure 3.3) did
not satisfy their information needs because it did not provide a clear actionable path that
could help decision subjects remedy the situation. P16, for instance, complained about
the uselessness of receiving a feature-based explanation that points how the system had
identified their property as an illegal holiday rental:

“Are you telling me that I have illegally rented my house or are you telling me there
is a probability of me illegally renting my house? That probability could be based
on a thousand things. Tell me the things I have actually missed. There has to be
a concrete reasoning behind it, just give me that reasoning. Don’t give me these
numbers.” (P16)

Many participants additionally wanted to understand the decision basis (i.e., the policy
behind the decision) to better discern whether their actions conform to the law or to
double-check that the algorithmic decision basis was backed up by relevant policy. Some
admitted that they might not have been aware of the regulation and would accept the
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first warning if this was duly motivated. The option of asking for legal advice to make
sense of the decision and the policy was mentioned several times. The willingness to ask
for legal advice depended on the required resources and the amount of the penalty.

Among the hypothesized scenarios, it was only in case (2b) that some participants
started questioning the algorithmic system beyond the output itself. This was motivated
by the difficulties in showing proof of innocence in this particular scenario as compared
to the other scenarios. Our participants’ AI literacy and experience dealing with fairness
in AI affected their interest in knowing how the decision-making took place (including
how the algorithmic system worked) and the perceived actionability of such informa-
tion. This can be explained by the effect that participants’ AI literacy had on the sense-
making process that precede a contestation. Participants with low AI literacy were mostly
uninterested in knowing how the algorithmic system worked because they were not cer-
tain about how they would use this information as part of their contestation. Medium AI
literacy participants were interested in receiving more information about the data used
by the system since this would allow them to ask questions related to privacy and bias
in data. They were also generally curious to know more about the system due to their
technical background but expressed doubts on how to use this information. For exam-
ple, when asked about their willingness to know more about the AI system itself, P10
responded:

“Myself, because I’m quite a freak, I would [like to know more on a system level].
In general, I don’t think people would care. They would be very focused on [fixing]
their own problem.” (P10)

The option to contact experts in AI that would help them make sense and act upon
information regarding the workings of the AI system was mentioned as an option by
some participants with medium AI literacy. Among high AI literacy participants, the per-
ceived actionability of AI-related information was further influenced by participants’ ex-
perience in topics related to AI fairness. This was due to the effect that experience with
AI fairness had on participants’ ability to identify the subjectiveness of many of the de-
sign choices in the development of AI systems and their capacity to use this information
as part of their contestation. Participants with high AI literacy who had not previously
dealt with fairness-related topics were aligned with medium AI literacy participants and
had doubts about how they could use information about the AI workings as part of the
contestation. Instead, participants with high AI literacy and experience with AI fairness
were willing to know and question aspects related to e.g., AI development. See table 3.4
for a detailed account of the information that each subgroup of participants deemed im-
portant and actionable. As shown in the table, our results indicate that the sense-making
process that precedes contestation acts depends on decision subjects’ AI literacy and AI
fairness experience.

T1.2. Facilitating Dialogue with Controllers
Responses from our interviews indicate that the way in which decision subjects make
sense of the provided information is also influenced by the means used for dialogue
between decision subjects and human controllers. The communication between con-
trollers and decision subjects turns information into meaningful explanations. This com-
munication also helps clarify technical jargon, a key aspect of the sense-making pro-
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AI literacy
Information needs -

perceived as actionable
Contestation object -

what to contest
Low AI literacy

• Why of decision output • Correctness of decision
• Legal validity of AI usage
• Appropriateness of deci-

sion basis
• Lack of legitimate proof

Medium AI literacy

High AI literacy
(no experience in AI fairness)

• + Data-related information • + Bias
• + Discrimination
• + Privacy of data

High AI literacy
(experience in AI fairness) • + Decision explanation

• + Model-related informa-
tion

• + Development of the sys-
tem

• + Explanation weights
• + Prioritization of data fea-

tures
• + Lack of model robustness
• + Faulty development pro-

cess

Table 3.4: Overview of the relationship between AI literacy, information needs and contestation objects. + sym-
bols indicate that the presented items are cumulative (e.g., medium AI literacy participants wanted to know
the why behind the decision output as well as information related to data). This arrangement shows tenden-
cies we observed in our data and does not necessarily represent one-to-one relations: not all participants from
a given subgroup requested all of the information and a few participants requested more information than it
is indicated for their subgroup. For a one-to-one relation for each item, see the mapping in the supplementary
material.
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cess according to our participants. One aspect that impacts the communicative effort
and joint sense-making between controllers and decision subjects is the communica-
tion channel. Participants’ preference for communication channels varied based on the
stakes and complexity of the decision, who was responsible for the situation, personal
experience, and language. However, there was consensus that communication channels
should be designed to minimize the friction of engaging in a dialogue.

When it comes to the format in which information is presented, almost all partici-
pants wanted the effort to understand the information provided by the municipality to
be minimal. This required the provided information to be relevant to their case, con-
cise, simple, and clear. The reason behind this was the need to make the information
digestible to different decision subjects, especially those with lower levels of AI literacy.
A potential means for satisfying this requirement would be the progressive discovery of
information based on relevance. As claimed by P8, this could be achieved through infor-
mation hierarchies.

“Give me a diagram of my case. Then if I want to go in detail on anything in par-
ticular, put it all at the end. I would love for everything to be well explained at the
end.” (P8)

Many deemed visual explanations (i.e., graphics) or explanatory videos of the decision-
making process as appropriate mediums of communication due to their interactivity.

3.4.2. T2. Social Support in Contestation Acts
The second theme focuses on the contestation act itself. Contestation acts require the
joint effort of decision subjects, street-level bureaucrats acting as reviewers, third par-
ties assigned to decision subjects, and fellow sufferers. Reviewers are street-level bu-
reaucrats involved in the contestation process [271]. Contestation acts were defined to
participants as processes implemented within the organization rather than before a tri-
bunal [354]. For this reason, cooperation with legal representatives was not mentioned
as a central element of the contestation process (unlike the sense-making). We observed
an effect of AI literacy on decision subjects’ procedural needs for engaging in acts of con-
testation (e.g., the need for third parties to compensate for knowledge differentials).

T2.1. Seeking Organizational Support
Reviewers were seen as key actors in supporting decision subjects on a one-to-one basis
and in facilitating the act of contestation. Our participants generally preferred a human
reviewer over an algorithmic reviewer. The reasons for this were varied. AI was seen as
unable to change the output. Humans, in contrast, were seen as more appropriate since
they could provide answers beyond frequently asked questions, and they could deal with
grey areas (i.e., ill-defined situations).

Our participants expressed a general wish for the human reviewer to be cooperative
and empathetic during the discussions. Many highlighted the need for a proactive at-
titude where “both parties need to be willing to find a solution and a conclusion to the
problem” (P12). The reviewer thus needs to be an active listener as opposed to a “name-
less bureaucrat who doesn’t really deal with my issue.” (P7). The reason for this was the
wish of decision subjects to feel understood and “to be heard before being given a warn-
ing.” (P21). In contrast to reviewers in existing public decision-making processes, many
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participants claimed that reviewers for algorithmic decision-making should be experts
in AI so that they can effectively accompany them throughout the contestation process.

While participants acknowledged the need for cooperation with human reviewers,
a few defined the contestation process as a fight. One of the main reasons for this was
the power differentials between the decision subject and the reviewer. Power differen-
tials are accentuated with knowledge differentials (e.g. when decision subjects have low
AI literacy or when non-native decision subjects do not know the functioning of public
administration). Many participants requested a third party (e.g., a watchdog) to mediate
the conflict. The third-party could ask questions on decision subjects’ behalf and could
have information about similar cases. P2, for example, motivated the need to have an
independent party involved in the contestation process to deal with information differ-
entials:

“I would want a third party. Someone who is equally informed but who did not
build the system. Just to have an objective perspective.” (P2)

The third-party should have both legal and technical knowledge (i.e., experience in data
science) and should help decision subjects to move forward. A few participants acknowl-
edged that the level of support needed from the third party would depend on the deci-
sion subjects’ AI literacy, the level of satisfaction with the dialogue they had with the
controller during sense-making, and decision subjects’ legal knowledge.

T2.2. Seeking Peer Support
Participants generally prioritized clarifying their own case at the individual level—for all
scenarios (1), (2a), and (2b) in section 3.4.1. The possibility of contesting aspects of the
algorithmic system—scenario (2b)—, however, was conceived to be more feasible if done
collectively. When asked about the possibility of contesting the algorithmic system, P11
mentioned:

“If more of us get this letter, then maybe a consortium could be formed, and then
through that consortium, we would discredit the AI system. If I was the only one of
my social circle getting this letter, I wouldn’t immediately go towards discrediting
their AI. ” (P11)

Some suggested that using similar cases where the algorithmic system repeatedly
made an error could be the basis of the collective contestation. This would be a means
for others not to go through the same issues if the system incorrectly flags them. The
collective was regarded as “a place that is organized by citizens, by people that have gone
through this” (P18). Within those previously affected, high AI literacy individuals, or ex-
perts with some status (e.g., professors) could be the technical guides to help escalate
the situation. According to P6 and P15, attracting the attention of the media and turning
the issue into a political matter would be required.

“[If] there is a group that we all together try to say [that] this shouldn’t work like
that, and this becomes a thing, then it could form a very interesting, small nerdy
rebellion against the AI system. I think that this is a collective issue, which needs
space and people, and attention. (...) It can be like an Anonymous kind of thing,
but for AI and for governmental AI systems.” (P15)
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Some participants highlighted that a collective could help citizens affected by the system
to remedy their situation. A collective would provide decision subjects insights into sim-
ilar cases. They claimed that this could also enable spotting of error patterns across false
positives. This was deemed especially important for people with low AI literacy and with
no immediate social support structures for providing emotional and procedural help.

3.4.3. T3. Distributed Responsibility
The third theme highlights the need for street-level bureaucrats acting as controllers,
policy makers, and other members of the public administration to cooperate and to
ensure appropriate responsibility attribution. We did not observe an effect of AI liter-
acy on claims about responsibility attribution.

T3.1. Ensuring Algorithmic Accountability
In general terms, participants appreciated and wanted to exercise their right to contest
the algorithmic decision but dealing with the consequences of errors made by the al-
gorithmic system was perceived to be unfair. Many mentioned the burden of showing
proof of innocence and the effort needed to make sense of the information that would
enable them to do so. Overall, there was consensus on the fact that correcting AI’s mis-
takes is not the decision subject’s responsibility. If such a burden is put on the decision
subject and this represents a false positive, a few participants requested compensations
for the time wasted and the effort devoted to contesting.

There were several views on whose responsibility it was to contest the system. P15,
for example, mentioned that, “what I would like is the AI to be contested by the employees
before they send you the letter.” This would require human controllers to be able to iden-
tify such false positives, for which P21 suggested an approach. The suggested workflow
would entail: (1) the municipality contacts the individual that has been flagged by the
system before any warning is issued, (2) the municipality provides the reasons why they
contact the individual, (3) there is a discussion around the reasons why the citizen has
been flagged to verify that it is not a false positive, (4) if it turns out to be a false positive,
the human reviewer restrains the system from flagging that decision subject again.

When the system is not developed in-house and responsibility is distributed across
actors (e.g., dataset creators, model developers, system consumers), P13 pointed to the
complexity of attributing responsibility correctly.

“If the City Hall outsourced the implementation of the system, then the outsourcing
company would be responsible for correcting the system. But the citizen is unaware
of that aspect and vis-a-vis the citizen the ultimate responsible is the City Hall.
Then, ultimately, the City Hall should take responsibility” (P13)

Certifying the algorithmic system before deployment was suggested as a means of
unburdening the decision subject and ensuring a fair responsibility attribution.

T3.2. Fostering Social Transparency
Throughout the interviews, we observed that the unique nature of the public admin-
istration (e.g., far-reaching impacts, goals of social good) shaped the way in which our
participants reacted to the presented decision-making process. On the one hand, be-
cause of the nature of public administration, a few participants requested transparency
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of cooperative activities (e.g., how AI implementation projects take place) in the con-
text of the public administration (i.e., there were requests for social transparency [126,
383]). Social transparency within public administration was seen as a pre-requisite for
implementing ex-ante contestability mechanisms. This was translated, for instance, in
requests for participatory development approaches. To avoid corrective measures, P1
highlighted the importance of probationary periods. Probationary periods should be
conducted in a way that does not impact ongoing activities and should be used to is-
sue first warnings. P11 suggested that the municipality should consult decision subjects
around their preferences towards the system at the early stages of AI development.

“There is probably a research team that has time and resources to organize 30-min
video calls with each case to have a discussion like this in the early stages. Where
they show these slides, and they have the different model architectures and data
sources, potential harms, performance. Then I would be more interested.” (P11)

On the other hand, the nature of public administration led some participants to
believe that the choices made during the system development were the correct ones.
For example, P21 claimed that “I really assume that they are indeed taking care that the
data is good quality.” Similarly, because the public administration was the entity be-
hind this system, some assumed that there would be more accountability and diligence
when dealing with false positives. A few participants also made comparisons between
the public and private spheres. Algorithmic decision-making processes in the public
sphere were believed to be more contestable and were considered to have higher ethical
standards.

3.5. Discussion
Our study aimed to generate in-depth empirical insights into decision subjects’ informa-
tion and procedural needs for meaningful contestability in a high-risk decision-making
scenario in the public sector (i.e., an illegal holiday rental detection scenario). To this
end, we conducted 21 interviews with participants with experience renting their prop-
erties out with varying levels of AI literacy. Instead of conceiving their right to autonomy
as purely individual self-determination, our results suggest that participants’ capacity
for contestability was shaped and dependent on their interactions with other actors in-
volved in decision-making. In this section, we summarize our results and position them
in existing literature. We then discuss the implications for practice and research of our
work.

3.5.1. Results in Relation to Previous Work
Information Needs for Contestability. Our results show that decision subjects have
different strategies for deciding which information to request when contesting an al-
gorithmic decision. These strategies depend on the perceived actionability of the pro-
vided information, and the risks and benefits of contesting the decision-making pro-
cess. Regardless of AI literacy, there is a consensus in prioritizing the why (i.e., reasons,
proof [179, 355]) behind the decision as a first step towards exercising their right to con-
test. The extent to which decision subjects want to know how the decision-making pro-
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cess took place depends on their AI literacy. It also depends on participants’ experience
with AI fairness. Especially among subjects with low AI literacy, knowing how the de-
cision was made is not a priority. Among those who are interested in knowing how the
decision was made, and unlike previous work on human-AI collaboration [219] and rec-
ommender systems [370], decision subjects do not want to “know everything”. They are
rather selective in choosing relevant information about the system that could help them
contest the decision-making process [8]. This could be due to the differences in purpose
(i.e., the aim of contesting vs. improving human-AI collaboration vs. getting better rec-
ommendations) and our participants’ intrinsic need for practically helpful information
because they are hypothesizing around a contestation scenario. The object and means
of contestation (what participants in our study want to contest and how they want to
proceed), in turn, depend on the perceived appropriateness of the information they re-
ceive and their ability to understand and use it as part of their contestation. Our findings
further suggest that the sense-making process that preceeds a contestation is a coop-
erative process that participants engage in through expert advice or through dialogue
with controllers. The means that enable such dialogue (i.e., communication channel,
explanation medium), therefore, also affect the sense-making process. Even if theoret-
ical claims have recognized the importance of justifications [179], or explanations [269]
for contestability, there has been a comparatively small emphasis on empirically exam-
ining how decision subjects (individually or collectively) make sense of that information
and how this empowers them to contest an algorithmic decision.

Procedural Needs for Contestability. Participants in our study request support from
the decision-making organization and from peers to deal with the contestation process.
This includes the presence of a third party to balance power and knowledge differentials.
This suggests that participants perceive how algorithmic systems widen power gaps be-
cause of their complexity and opacity [269]. Our results further show that, for contesting
aspects of the decision-making process that involve the algorithmic system itself, par-
ticipants deem collective action as more effective than individual appeals. Even if the
possibility of collective action was tangentially mentioned in theoretical frameworks [9],
the insights from our participants provide detailed descriptions on what the collective
could look like (e.g., led by AI experts) and what would define collective success (e.g.,
media attention, turning the issues into a political matter). When dealing with algorith-
mic failures (e.g., false positives), our results suggest that individual decision subjects
do not want to bear the burden of identifying and contesting such failures. Participants
in our study suggest that algorithmic failures should be corrected by human controllers
(i.e., street-level bureaucrats involved in the first-order decision-making [9]). The very
act of having to go through the process of contesting a false positive is considered to be
unfair. Our participants also request transparency of the cooperative work that happens
among actors at previous stages of the AI development and deployment pipeline as well
as due responsibility attribution. The need to ensure transparency and due responsibil-
ity in a chain of distributed actors is aligned with theoretical claims for contestability by
design [9]. It highlights the need to ensure awareness of risks and responsibilities across
decision chains.
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3.5.2. Implications for Practice
This section highlights the implications that our work has for public agencies integrating
AI systems in decision-making processes.

Building Capacity for Supporting Contestability. The needs we identified for enabling
decision subjects to meaningfully engage in acts of contestation are in tension with the
challenges for contestability found by Alfrink et al. [7]. Those challenges include limited
capacities of civil servants, organizational limits or resource constraints. These tensions
indicate that there might be a mismatch between the capacity required to ideally address
decision subjects’ needs during contestation processes and the reality of what public ad-
ministration can offer them in practice based on the available resources. For decision
subjects to feel heard and understood, a balance between decision subjects’ needs and
the allocation of limited resources needs to be found. While participants in our study
were generally not against using algorithmic systems for first-order decision-making
(this could lead to public savings), they did insist on having a human reviewer during
the contestation process. However, the organizational challenges of redistributing re-
sources (e.g., economic, human, infrastructural) from the first-order decision-making
to the contestation loop cannot be ignored. This is especially true when the algorith-
mic system suffers from functionality failures [333] in a resource-deficient context [356].
First, it is important to consider who is involved in the first-order decision-making and
who in the contestation loop. How actors involved in different phases of the process
have access to each other’s information [92], the extent to which there is effective com-
munication between them [333] or the scrutability of the system that mediates the pro-
cess [269] are all aspects that make organizational change challenging. Furthermore,
the relationship between the resources allocated for the current first-order human-led
decision-making process and the resources needed for future contestation processes
might not be a one-to-one relation. If such algorithms malfunction [333] and human
oversight is motivated by legal compliance rather than quality control [7, 160], the harms
generated when deployed at scale might multiply. It is, therefore, important to first en-
sure effective human oversight through e.g., explanations, cognitive forcing functions,
or reinforcement learning paradigms [72, 73, 411]. Once appropriate human oversight is
ensured, one way to build capacity for contestability would be to partly augment human
reviewers’ capacities (e.g., through chatbots [268] or methods to detect insincere con-
testations [27]) while ensuring decision subjects feel heard. If human oversight mecha-
nisms are not effective or the option to augment human reviewers’ capacities does not
allow decision subjects to be heard and to exercise their right to contest automated deci-
sions meaningfully (Article 22(3) of the GDPR [416]), the usage of AI systems might need
to be interrupted.

Enabling Collective Action. Our results suggest that participants sought organizational
and peer support to engage in acts of contestation. The conception of contestability
might, therefore, need to account for the social nature of contestability. One way to
do so is through collective contestations. Designing for collective contestability can in-
volve indirect forms of control [7] through representative bodies of decision subjects [93,
407]. Examples of collective contestations include the Contestation Café suggested by
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Collins and Redström [93]. The Contestation Café [93] is a speculative concept for com-
munity contestation, where decision subjects could learn to identify and contest unfair
decisions. In a similar vein, end-user driven audits [108, 112, 238, 372] use the lived
experiences of everyday users of algorithmic systems to uncover harmful algorithmic
behaviors, which has, in turn, led to collective contestations (see Shen et al. [372] for
a list of examples). An alternative line of work rather explores collective contestations
as ex-ante mechanisms by e.g., involving decision subjects in the early stages of the AI
design pipeline. This allows decision subjects to get actively involved in crafting the de-
sired algorithmic behavior and in avoiding harmful consequences downstream [9]. If
public agencies decide to explore this option, participatory frameworks such as WeBuil-
dAI [250] could represent an interesting starting point. In WeBuildAI [250], stakeholders–
including decision subjects–, can represent their views through computational models
that contribute to algorithmic policy creation. For collective action like Contestation
Cafés [93], end-user-driven audits [372] or WeBuildAI [250] to be of any use, participation
is required. Participation, in turn, requires incentives [108] (e.g., available time, inter-
est). An option to promote collectives could be for public administration to (financially)
sustain them while ensuring collective action remains independent from the decision-
making entity.

Defining Normative Boundaries for Contestability. A number of policy decisions should
precede these contestation acts. These include determining what can be contested (both
ex-ante and post-hoc), who can contest algorithmic decision-making processes, who is
accountable for them, and what type of reviews or scrutiny mechanisms should be put
in place [269]. Our work urges policymakers to further define normative boundaries for
contestability.

3.5.3. Implications for Research
This section elaborates on the implications of our work for the CSCW research commu-
nity.

Characterizing Individual and Collective Sense-Making of Personalized Explanations.
According to our results, for a piece of information to be actionable, this information
needs to be relevant and translatable into an “effective goal-oriented action” [408] (i.e.,
contesting). The relevance and potential of an information item to be translated into ac-
tion, in turn, depends on decision subjects’ ability to make sense and critically reflect on
it to evaluate its appropriateness [362]. Our results, therefore, suggest that personalized,
actionable explanations might be needed to address decision subjects’ varying informa-
tion needs for contestability. In contrast to actionability in recourse (i.e., set of factors
that can be changed to obtain the desired outcome [214, 258, 379]), when dealing with
contestability that goes beyond the decision outcome (i.e., it concerns the whole lifecy-
cle of the system [9]), there is not one single definition for actionable information. There
is, therefore, not a single response as to what information empowers decision subjects
to meaningfully contest an algorithmic decision-making process [355, 378]. For expla-
nations to be actionable for different decision subjects, they should, therefore, afford
varying levels of sufficiency (i.e., content depth) and configuration. This could be oper-



3

74 3. Decision Subjects’ Needs for Contestability

ationalized by, for example, implementing explanations with hierarchies of information
and varying levels of detail [101] or making explanations interactive [235]. Furthermore,
the sense-making process of those explanations is not necessarily an individual pro-
cess. It is additionally influenced by the actors that decision subjects could contact for
help (e.g., legal representatives, human controllers). Further research is needed to know
how different decision subjects make sense –individually and collectively– of personal-
ized actionable explanations that are aimed explicitly at enacting contestability and that
present varying levels of (1) availability, (2) content, (3) detail, (4) modality (i.e., audio
vs. visual), and (5) paradigm (i.e., textual vs. graphical vs. interactive) [431]. Previous
work on personalized explanations for recommender systems [394] could represent a
good starting point for exploring personalized, actionable explanations for contestabil-
ity. Personalized explanations for contestability will have to navigate the tension be-
tween opening algorithmic systems to scrutiny, and the need to align with privacy and
confidentiality requirements [438].

Opening Up Sites for Contestation in AI Development and Deployment Pipelines. For
contestability to be exercised by stakeholders (other than decision subjects) at earlier
stages of the AI pipeline, tools that enable “real-time questioning, curiosity, and scrutiny”
[226] of algorithmic systems by human controllers are needed. While some tools are al-
ready available that enable the scrutiny of algorithmic systems to surface information
about decisions and models (e.g., What-if Tool [423]), further research is necessary to
identify the needs of professional human controllers to interactively shape algorithmic
behaviour and prevent false positives from repeatedly happening [226]. For due respon-
sibility attribution across algorithmic supply chains, [92] tracking and documenting data
flows represents the first step towards contestability—documentation which is required
by the EU AI Act [133]. Exercising contestability throughout the algorithmic supply chain
could, in turn, represent a step towards a deeper engagement with the system [405]. It
would help actors distributed across the supply chain not only gain visibility over the
supply chain itself, but it would also allow those actors to be attributed due responsi-
bility when required. Enabling contestability throughout algorithmic supply chains [92]
faces two main challenges that would benefit from further research. First, documenting
discretionary choices made throughout the development and deployment pipeline of al-
gorithmic systems is not straightforward [436]. There is a need to raise awareness around
the value-laden (and therefore contestable) nature of “undisclosed yet impactful” [78]
choices made throughout the pipeline. There is also a need to provide resources for
practitioners to identify and effectively document such choices [36, 175, 274]. We echo
prior work [184, 436] and encourage the CSCW community to look into strategies for
scaffolding collaborative reflexive practices throughout the AI development and deploy-
ment pipelines. Second, even if those choices are acknowledged and documented, dif-
ferent actors across the supply chain might suffer from accountability horizon (i.e., lim-
ited capacity for system designers to understand the deployment context and for system
consumers to influence its design) [92]. Therefore, legal and institutional mechanisms
would be required to ensure visibility and influence over those design choices [92].
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3.6. Caveats and Limitations
In this section, we discuss relevant caveats and report the limitations of our study.

Participant Recruitment. To answer our research question, we sought to generate an
in-depth understanding of decision subjects’ needs for meaningful contestability and,
therefore, decided to conduct qualitative interviews. In line with the Big Q qualitative
research paradigm [90], we used purposive sampling to recruit participants that could
help us generate nuanced insights into those needs. We, therefore, ensured that we had
a diverse pool of participants in terms of AI literacy and ensured that the number of par-
ticipants with low, medium, and high AI literacy was equally distributed. Among our
participants, there was a more prominent representation of two countries (i.e., Nether-
lands and Spain). Similarly, our interviewees were all highly educated individuals (i.e.,
all had at least a bachelor’s degree) and were used to interacting with digital platforms.
Even if these choices are an intrinsic trade-off of Big Q qualitative research [90] in fa-
vor of generating in-depth insights, we acknowledge that our study might be subject to
representativeness limitations [252].

Material Used for the Interviews and Transferability of Results . The letter we used as
a prompt in the interview was designed and informed (e.g., penalty, contestation time-
frame) by the guidelines that the Dutch public administration follows. Such a choice
was made due to the origin of the suggested AI system and its specifications (i.e., the
municipality of Amsterdam). The interviews, however, did not necessarily include citi-
zens dealing with the Dutch public administration. Only a few participants mentioned
the discrepancies between their experience with public administration communications
and the material we presented. They considered this to be an irrelevant detail (e.g., “They
give me a timeframe. I don’t care if it’s 30 days [contestation timeframe in their residence
country] or 6 weeks or whatever.” (P10)). However, we acknowledge that this mismatch
might have affected how some other participants engaged in the interview. Similarly,
the materials used for the interviews were based on a single case: a risk-scoring scenario
for fraud detection within the public sector. We expect our findings to be transferable
to other contexts where AI systems are used as part of policy enforcement efforts in the
public sector. The transferability of our results to contexts other than policy enforce-
ment support in the public sector will need further verification and should not be fully
assumed.

Reflections on External Validity. For exploring the usage of algorithmic systems that
have not yet been deployed, previous work has shown that scenario- or vignette-based
qualitative methods can be useful instruments [70]. Several studies have also shown that
how people react to studies in a “lab-based” environment is a good approximation to
how they would react in the real world [427]. Furthermore, our recruitment strategy (i.e.,
participants who have experience renting their homes out) ensured that our participants
had a hypothetical personal stake in the topic, as suggested by Clarke and Braun [90]
when using interviews for capturing people’s perceptions and understandings about a
specific topic. However, a few of our participants indicated that they would not take
the time to look at the information sheet (see Section 3.3.3 for information about the
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materials we used) if they had not been required to do so as part of the interview. In some
cases, it was when participants engaged with the information sheet that they were able
to raise concerns about the algorithmic system. This affected the object of contestation
(i.e., what they wanted to contest). Results might have varied if participants were to
contest a real-world algorithmic decision and had not inspected the information sheet.

3.7. Chapter Takeaways
In this chapter, we provided in-depth and nuanced empirical insights into the opera-
tionalization of contestability in algorithmic decision-making processes based on de-
cision subjects’ information and procedural needs. Through qualitative interviews, we
found that decision subjects cooperation during the sense-making process that enables
contestability. Strategies that participants used for making sense of the provided infor-
mation varied based on participants’ AI literacy and experience with AI fairness. Deci-
sion subjects additionally asked for support mechanisms both from the decision-making
organization and from fellow decision subjects to effectively engage in acts of contesta-
tion. Lastly, decision subjects requested ex-ante interventions to ensure accountabil-
ity in algorithmic decision-making. The findings presented in this chapter suggest that
making algorithmic decision-making processes contestable by design is far from a trivial
transition from currently available appeal mechanisms for human-led decision-making.
Traditional appeal mechanisms place considerable burden on individual decision sub-
jects. Our findings in this chapter highlight the need to account for the cooperative work
behind meaningful contestability. In chapters 4 and 5, we narrow down contestability to
the elements that constitute the right to contest automated decisions as interpreted from
Article 22(3) of the European Union’s General Data Protection (GDPR) [131]. We then as-
sess the effect of contestability on decision subjects’ fairness perceptions. In chapter 6,
we reflect on future research directions that deal with cooperation for contestability.



4
Decision Subjects’ Fairness
Perceptions Towards The Right to
Contest Automated Decisions

In this chapter, we generate empirical insights into decision subjects’ fairness percep-
tions towards contestability as interpreted from Article 22(3) of the General Data Pro-
tection Regulation (GDPR) [131] (RQ3). Decision subjects’ right to contest automated
decisions requires the presence of explanations, and appeal mechanisms, and is con-
ditioned by the implemented safeguards, e.g., the presence of human oversight during
decision-making. In this chapter, we study the individual and combined effects of these
three elements on decision subjects’ fairness perceptions. To this end, we conduct a
user study (N = 267) investigating the effects of explanations, human oversight, and ap-
peal mechanisms on informational and procedural fairness perceptions for high- and
low-stakes decisions in a loan approval scenario. We find that the presence of explana-
tions and appeal mechanisms contribute to informational and procedural fairness per-
ceptions, respectively, but we find no evidence for an effect of human oversight. These
results further show that both informational and procedural fairness perceptions con-
tribute positively to overall fairness perceptions but we do not find an interaction effect
between them. A qualitative analysis exposes tensions between information overload
and understanding, human involvement and timely decision-making, and accounting
for personal circumstances while maintaining procedural consistency.

This chapter is based on the following publication: Mireia Yurrita, Tim Draws, Agathe Balayn, Dave Murray-
Rust, Nava Tintarev, Alessandro Bozzon. “Disentangling fairness perceptions in algorithmic decision-making:
the effects of explanations, human oversight, and contestability”. In Proceedings of the 2023 CHI Conference on
Human Factors in Computing Systems (CHI ’23).
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4. Decision Subjects’ Fairness Perceptions Towards The Right to Contest Automated

Decisions

4.1. Introduction
Motivated by concerns about bias and discrimination in algorithmic decision-making
[314], recent work has developed fairness-aware algorithmic systems [18, 124, 439] that
ensure outcome distribution equity [121, 170]. However, even when a decision-making
process is fair by some objective standard, decision subjects might not perceive it as
fair [248] if aspects such as the inscrutability and unaccountability often surrounding

algorithmic systems [59] go against their standards of justice [53, 247, 316].1 Percep-
tions of unfairness could, in turn, jeopardize end users’ trust in normatively fair algo-
rithmic decision-making processes and, therefore, be an obstacle for their broader ac-
ceptance [53, 119, 247, 316, 419]. That is why a growing body of human-computer in-
teraction (HCI) literature now focuses on determining which factors – e.g., information
cues [257] such as explanations [59, 116, 304, 365] and system attributes [257] such as

human oversight2 [114, 262, 264, 303, 419] or contestability [271, 406] – effectively con-
tribute to decision subjects’ fairness perceptions.

Despite making important contributions, previous HCI research investigating fair-
ness perceptions in algorithmic decision-making has faced two important limitations.
First, earlier work has largely studied information cues and system attributes in isola-
tion (e.g., [271, 406]). Such an approach fails to consider the entangled nature of these
cues and attributes and does not align with the scenarios contemplated by regulatory
efforts such as the European Union’s General Data Protection Regulation (GDPR) [416].
For example, decision subjects can only meaningfully exercise their right to contest an
algorithmic decision when they have solid arguments, which require explanations of the
decision-making process [355, 416]. Contestation mechanisms and explanations thus
co-shape the procedural justice principle of correctability [253] and may, therefore, co-
mediate decision subjects’ perceptions of procedural fairness [162, 253]. Not consider-
ing these entanglements could lead to blind spots regarding how different factors that
are theoretically claimed to affect fairness perceptions (e.g., [406]) actually contribute to
these perceptions.

Second, prior work has mainly used one-dimensional approaches for measuring fair-
ness perceptions [23, 116, 247, 271, 304, 317, 357, 419, 442]. Although measuring such
overall fairness perceptions is useful for capturing a global perception of appropriate-
ness [94], prior work on legal and organizational psychology has often advocated for
capturing fairness perceptions across up to four different dimensions (i.e., faceted fair-
ness perceptions) [82, 95]. These dimensions include perceptions towards the equitable
allocation of outcomes (i.e., distributive fairness perceptions) [2, 111], the nature of the
process that leads to those decisions (i.e., procedural fairness perceptions) [253, 259,
393] as well as the information (i.e., informational fairness perceptions) [56, 162, 371]

1According to Cropanzano et al. [102], justice is a multi-dimensional construct that studies fairness percep-
tions across each of its dimensions. For instance, procedural justice refers to a justice dimension that aims
to capture fairness perceptions regarding the process of a decision (i.e., procedural fairness perceptions).
Colquitt [94] refer to faceted fairness as measurements of appropriateness that evoke different justice dimen-
sions.

2Throughout this chapter, human oversight refers to a configuration where human intelligence is applied to
identify and correct potential mistakes made by an algorithmic system [14]. We also call this configuration a
hybrid human-artificial intelligence (AI) decision-making process.
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and the treatment (i.e., interpersonal fairness perceptions) [56] received by decision sub-
jects. Capturing how dimension-specific fairness perceptions manifest may help iden-
tify problematic aspects of algorithmic configurations. Additionally, learning how these
dimension-specific fairness perceptions combine could then inform the prediction of
global perceptions of appropriateness [94]. We argue that prioritizing the measurement
of overall fairness might impede the development of a nuanced understanding of how
different factors contribute to different facets of decision subjects’ fairness perceptions [95].

This chapter takes a first step towards a nuanced understanding of how different in-
formation cues (i.e., explanations) and system attributes (i.e., human oversight and con-
testability) co-mediate multi-dimensional (i.e., informational and procedural) percep-
tions of fairness. Given the task-dependent nature of fairness perceptions [23, 53, 59,
247, 303, 381], we account for the stakes of the task as an additional contextual factor.
Three research questions guide our work:

• RQ3.1: Do explanations, human oversight, and contestability affect perceived infor-
mational and procedural fairness in algorithmic decision-making processes?

• RQ3.2: Do the stakes (high/low) involved in the decision have an effect on perceived
informational and procedural fairness?

• RQ3.3: Do decision subjects’ perceived informational and procedural fairness predict
overall perceived fairness?

To address these research questions, we first conducted a preliminary study to sur-
face the interplay between explanations, human oversight and contestability (Section

4.4.1). We then used these findings to design an online, preregistered3 user study where
participants were shown a fictional loan approval process (Section 4.4.2). The descrip-
tions shown to participants included information about the decision-making process
with or without explanations, with or without human oversight and with or without the
right to contest the decision (RQ3.1). Each participant was randomly assigned to a low-

stakes4 (holiday) or to a high-stakes (home) loan approval scenario (RQ3.2). For each
scenario, we measured perceptions of informational, procedural and overall fairness
(RQ3.3).

Our results show that explanations and contestability affect decision subjects’ infor-

mational5 and procedural fairness perceptions, respectively (RQ3.1; see Section 4.5.2).
We do not find evidence that decision subjects’ perceptions of informational and pro-
cedural fairness are influenced by human oversight (RQ3.1) or the stakes of the task
(RQ3.2). Our results further show that perceptions of informational and procedural fair-
ness both relate positively to perceptions of overall fairness, but we do not find an in-
teraction effect between them (RQ3.3). As part of our exploratory analyses, we unpack

3The preregistration is openly available at https://osf.io/4uf3m.
4Loan approval decisions are generally seen as high-stakes [98] but we still expect differences in users’ per-

ceived stakes depending on the loan purpose.
5This result replicates and confirms a finding from earlier work [365].

https://osf.io/4uf3m
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informational and procedural fairness perceptions into the sub-elements that compose
each dimension (Section 4.5.3). We find that decision subjects may rate perceptions
of procedural voice and outcome influence negatively, even when contestability (in the
form of appeal processes) is incorporated. We also find that including human oversight
may deteriorate perceptions of process consistency and lack of bias. Through a quali-
tative analysis, we identify three areas of tension: (1) amount of information vs. gener-
ating understanding for all, (2) human involvement vs. timely decision-making, and (3)
standardized fact-based process vs. accounting for personal circumstances (see Section
4.5.4). These insights set the grounds for motivating the exploration of transparency be-
yond outcome explanations, for crafting alternative human-AI configurations, and for
designing contestation mechanisms that effectively give voice to decision subjects.

Supplementary materials linked to this chapter include task design, preregistration,
data, and code for statistical analysis and are openly available at https://doi.org/10.412
1/62a7ad5f-1225-4618-bd4b-1d66a3941db3.

4.2. Related Work
This section describes previous research on how explanations, human oversight, and
contestability contribute to fairness perceptions in algorithmic decision-making and
discusses the task-dependent nature of this work. We focus on these specific informa-
tion cues and system attributes as they are directly addressed by Article 22(3) of the
GDPR [416]. We then cover research on human decision-making, where fairness per-
ceptions have been captured across multiple dimensions.

4.2.1. Factors Affecting Perceptions of Fairness in Algorithmic Decision-
Making

Explanations. Explanations (i.e., representations of a system’s ability to account for
their own operation in ways that help users understand how these tasks are being ac-
complished [59]) are considered key elements for enhancing users’ fairness perceptions
in algorithmic decision-making processes. Previous work has demonstrated the positive
effect of different explanation styles on decision subjects’ feelings of justice [59, 116] and
their confidence in the fairness of algorithmic systems [316]. Schoeffer et al. [365] found
that the amount of information in explanations was positively related to informational
fairness perceptions.

Human Oversight. The term human oversight has been used to refer to the configura-
tion where human intelligence is applied to identify potential mistakes in algorithmic
decision-making processes [14]. Since algorithmic systems can perform increasingly
complex tasks [422], recent research has pointed to opportunities for crafting more re-
liable and timely decision-making processes with human-artificial intelligence (AI) col-
laborations [39, 440]. Despite this growing interest, most recent work on fairness per-
ceptions has focused on comparing AI systems with their human counterparts [23, 80,
114, 148, 233, 247, 262, 317] rather than comparing fully automated with hybrid con-
figurations. In one study that did compare algorithmic decision-making to hybrid and
human decision-making, Nagtegaal et al. [303] found that hybrid configurations can in-

https://doi.org/10.4121/62a7ad5f-1225-4618-bd4b-1d66a3941db3
https://doi.org/10.4121/62a7ad5f-1225-4618-bd4b-1d66a3941db3
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crease public employees’ (subjects of managerial decisions) perceptions of procedural
fairness. Wang et al. [419] also evaluated the effect of hybrid decision-making processes
on decision subjects’ perceptions of fairness but did not find any evidence that hybrid
decision-making processes are perceived to be fairer than fully automated ones.

Contestability. Contesting a decision has been defined as the act of opposing an ac-
tion; either because the action is perceived as mistaken or simply wrong [10, 412]. Con-
testability has, thus, been conceptualized as recourse [206, 404, 410], appeal [412], and
as a design principle (i.e., contestability by design) [9, 14, 355]. Contestability is said to
“surface values” [405] and to be a “form of procedural justice, a way of giving voice to
decision subjects, which increases perceptions of fairness” [9]. To the best of our knowl-
edge, however, the effect of contestability in algorithmic decision-making has not yet
been widely studied. In one of the few studies that empirically tested the effect of ap-
peals on decision subjects’ perceptions of fairness, Vaccaro et al. [406] found that none
of their appeal designs improved these perceptions.

Task stakes. Perceptions towards algorithmic decision-making can vary across scenar-
ios [53, 59], based on task characteristics [247], and the stakes of the task (i.e., the impact
that a negative outcome would have on the future of an individual [211]) [23, 303, 381].
For instance, Binns et al. [59] found that scenario effects obscure explanation effects un-
der repeated exposure of one explanation style. Lee [247] saw differences in fairness
perceptions towards human and algorithmic decision-makers based on task character-
istics. Araujo et al. [23] argued that decision subjects may perceive algorithmic systems
as fairer than human experts only for high-impact decisions in the justice and health
domains.

4.2.2. Capturing Perceptions of Fairness in Decision-Making Processes
Decision subjects’ perceptions of fairness can be complicated and nuanced [419]. To
measure these perceptions in a granular way, disciplines in social sciences such as legal
and organizational psychology have empirically validated models that capture percep-
tions of fairness across different dimensions [94, 102]. These dimensions include per-
ceptions of fairness towards decision outcomes (i.e., distributive fairness perceptions) [2,
111], the processes that led to those outcomes (i.e., procedural fairness perceptions) [253,
259, 393], the treatment received by decision subjects (i.e., interpersonal fairness percep-
tions) [56], and the information given to decision subjects (i.e., informational fairness
perceptions) [56, 162, 371]. Each of these dimensions evokes different justice principles
and is built upon criteria that have been found to be relevant for that dimension [409].
For instance, procedural fairness perceptions are measured considering perceptions of
procedural voice, outcome control, consistency of procedures across participants, sup-
pression of bias, accuracy of factors, correctability of outcomes, and ethicality of the pro-
cess [253, 393].

4.2.3. Research Gap and Motivation
Although earlier work has shed some light on how to go from a normative to a behav-
ioral understanding of fairness, evidence on how factors that are theoretically related
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to certain principles of justice co-mediate decision subjects’ perceptions of fairness in
algorithmic decision-making is still lacking. One reason for this is that the effects of
factors believed to enhance perceptions of fairness have been obscured by phenomena
such as the outcome favorability bias (i.e., divergence in decision subjects’ perceived fair-
ness based on the favorability of the outcome they receive personally) [317, 419]. For
example, although including human oversight has been claimed to bring together the
best of the manual and the automatic worlds, there is still little insight into how human
oversight contributes to decision subjects’ perceptions of fairness. Similarly, although
contestability has been claimed to be a key aspect to enhance perceptions of fairness, to
the best of our knowledge, there is currently no empirical evidence on whether or how
contestability contributes to these perceptions. One could argue that Lyons et al. [269]
looked into different modalities of appeal processes and evaluated perceptions of fair-
ness in each case. However, evaluating perceptions of fairness towards different types
of appeals is different from evaluating perceptions of fairness towards an algorithmic
decision-making process that offers the right to appeal. Another key limitation of pre-
vious research is that it did not consider the entangled nature of explanations, human
oversight, and contestability. Although decision subjects’ right to explanation is not ex-
plicitly guaranteed by the GDPR [368], Article 22(3) does explicitly guarantee their right
to contest a negative decision [416], for which decision subjects need meaningful (i.e.,
functional [368]) explanations [355]. The GDPR also states that contestations might vary
based on the human intervention in the original decision [416]. Therefore, the way
in which a decision can be meaningfully contested depends on the received explana-
tions [355] as well as the interpretation of the implemented safeguards (i.e., right to hu-
man intervention, right to express views, and right to contest the decision) [416].

From a methodological perspective, a majority of previous studies has used mono-
dimensional (i.e., overall fairness perceptions [94]) approaches for capturing the effects
of explanations, human oversight, and contestability on fairness perceptions [23, 116,
247, 271, 304, 317, 357, 419, 442]. This has resulted in a lack of nuance in the understand-
ing of how fairness perceptions are co-mediated by each of these factors. We echo the
need to include lessons from the replication crisis within psychology [66] and advocate
for a multi-dimensional approach to measuring perceptions of fairness (i.e., faceted fair-
ness perceptions [94]). Although these dimensions were suggested for human decision-
making, we argue that they represent a good starting point toward developing standard-
ized methods for specifically evaluating algorithmic decision-making processes. The
benefits of using a more nuanced approach for measuring the effect of explanations on
perceptions of fairness have already become evident. Schoeffer et al. [365] found that
outcome explanations would increase decision subjects’ perceptions of informational
fairness, but it would make them question structural aspects of the procedure, just as it
was claimed by Greenberg [162] for human decision-making.

In this chapter, we address the above gaps by systematically evaluating algorith-
mic decision-making processes with varying levels of explanations, human oversight,
and contestability, and unpack and disentangle their effects on perceptions of fairness
through a multi-dimensional approach. Since the factors (i.e., explanations, human
oversight, contestability) that we manipulate in our experimental setting have been re-
lated to perceptions of informational and procedural fairness in human decision-making
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Figure 4.1: Overview of the hypotheses. Yellow refers to information cues, green to system attributes, and grey
to contextual factors.

[253, 371], we capture perceptions of fairness across those two dimensions. We also test
the predictive validity [95] for these multi-dimensional fairness perceptions on overall
fairness perceptions. This enables us to compare the multi-dimensional approach with
previously used mono-dimensional approaches.

4.3. Hypotheses
Drawing from literature in legal and organizational psychology for human decision-making
[22, 41, 56, 57, 162, 163, 400] and studies on perceptions of fairness in AI systems [23, 53,
166, 247, 316, 357, 365, 406, 419], we formulated eleven hypotheses (Figure 4.1). Each hy-
pothesis is related to one of the research questions outlined in Section 4.1 and is followed
by a rationale. We preregistered all hypotheses before data collection.

4.3.1. Hypotheses related to RQ3.1: Explanations, Human Oversight, and
Contestability

• Hypothesis 3.1a (H3.1a). Decision subjects perceive algorithmic decision-making pro-
cesses as more informationally fair when they are accompanied with explanations.

Rationale. We extend Schoeffer et al. [365]’s study to evaluate the effect of explanations
on informational fairness in both high-stakes and low-stakes decisions. We expect to
replicate their findings in our own experimental setting.

• Hypothesis 3.1b (H3.1b). Decision subjects perceive algorithmic decision-making pro-
cesses as more procedurally fair when these processes are supplemented by human
oversight rather than fully automated.

Rationale. Previous studies have found that decision subjects consider human deci-
sions to be fairer than fully-automated, algorithmic decisions; especially for practices
that are highly complex and are perceived to require human skills [247, 303]. Although
recent research has found contradictory evidence on whether decision subjects per-
ceive hybrid decision-making as fairer than entirely algorithmic decision-making [303,
419], we do expect that human oversight will lead to increased procedural fairness per-
ceptions among decision subjects in sensitive contexts (e.g., loan approval processes).

• Hypothesis 3.1c (H3.1c). Decision subjects’ procedural fairness perceptions differ based
on the contestation procedure of an algorithmic decision-making process.
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Rationale. We hypothesize that, as with human decision-making [393], contestation
procedures in algorithmic decision-making processes affect perceived procedural fair-
ness.

• Hypothesis 3.1d (H3.1d). The effect of contestability on decision subjects’ procedural
fairness perceptions is moderated by the presence of explanations.

Rationale. Schoeffer et al. [365] found that, although including more information in
explanations led to an increased perception of informational fairness, the presence of
explanations allowed decision subjects to question the way in which different factors
were being used for decision-making. We thus hypothesize that, aside from a general
effect of contestability on decision subjects’ procedural fairness perception (see H1c),
the presence of explanations and contestability on the algorithmic decision interact in
affecting decision subjects’ perceived procedural fairness.

• Hypothesis 3.1e (H3.1e). The effect of contestability on decision subjects’ procedural
fairness perceptions is moderated by the presence of human oversight.

Rationale. Various studies have demonstrated decision subjects’ concern for fully au-
tomated, highly complex decision-making processes [247, 303]. That is why we expect
that configurations where decision subjects can contest an algorithmic decision lead
to varying degrees of procedural fairness perceptions in decision subjects depending
on whether the original decision was made by a fully-automated or hybrid system.

4.3.2. Hypothesis related to RQ3.2: Task stakes
• Hypothesis 3.2a (H3.2a). The effect of explanations on decision subjects’ informational

fairness perceptions is moderated by the stakes of the task.

Rationale. Binns et al. [59] found that the nature of the presented scenario moderates
the effect of explanation types on fairness perceptions. In line with these findings, we
hypothesize that, based on the nature of the task at stake (i.e., involving high or low
stakes), decision subjects will be satisfied differently with the amount of information
they received.

• Hypothesis 3.2b (H3.2b). The effect of human oversight on decision subjects’ procedu-
ral fairness perceptions is moderated by the stakes of the task.

Rationale. Lee [247] demonstrated that fairness perceptions regarding the decision
maker (i.e., a fully-automated system or a human) were moderated by task character-
istics. Nagtegaal et al. [303] also found that the effect of involving humans on per-
ceptions of procedural justice varied based on the complexity of the task. Despite the
context being different (both these studies focused on managerial decisions) and our
study considering fully-automated vs hybrid decision making, we hypothesize that the
stakes of the task (i.e., involving high or low stakes) will similarly moderate the effect
of human oversight on procedural fairness perceptions in our study.

• Hypothesis 3.2c (H3.2c). The effect of contestability on decision subjects’ procedural
fairness perceptions is moderated by the stakes of the task.
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Rationale. Previous work has suggested that perceptions of fairness regarding the
decision-maker generally depend on the nature of the task [247]. We thus hypothe-
size that the stakes of the task (i.e., involving high or low stakes) also moderate the
effect of contestability (e.g., when decision subjects are given the right to contest the
decision-maker [271]) on decision subjects’ procedural fairness perceptions.

4.3.3. Hypothesis related to RQ3.3: Overall vs. Faceted fairness
• Hypothesis 3.3a (H3.3a). Decision subjects’ informational fairness perceptions are pos-

itively associated with their overall fairness perceptions.

Rationale. This hypothesis is in line with findings in human decision making, where
informational fairness was claimed to influence perceptions of overall fairness [95,
164].

• Hypothesis 3.3b (H3.3b). Decision subjects’ procedural fairness perceptions are posi-
tively associated with their overall fairness perceptions.

Rationale. Studies dealing with procedural fairness in human decision-making pro-
cesses [164, 393] demonstrated that participants with a strong influence over the decision-
making process were more likely to perceive a negative outcome as fair [203]. We hy-
pothesize that for algorithmic decision-making processes, there will also be a positive
relation between perceptions of procedural fairness and overall fairness.

• Hypothesis 3.3c (H3.3c). Decision subjects’ perceived informational and procedural
fairness interact in predicting overall fairness.

Rationale. Research in human decision-making has demonstrated that explanations
provide the “information needed to evaluate structural aspects of decision-making” [162].
In line with these findings, we hypothesize that perceptions of overall fairness are not
just dependent on both informational and procedural fairness, but that these two fac-
tors interact in predicting overall fairness perceptions.

4.4. Study Design
Because explanations, human oversight, and contestability are entangled by nature [416],
we first conducted a preliminary study to craft an experimental setting that would sur-
face the interplay between these factors (Section 4.4.1). In this exploratory study, we
captured preferences towards different explanation styles and investigated what aspects
participants would like to contest. We then combined these insights with previous lit-
erature to design our main user study in the context of a loan approval process (Sec-
tion 4.4.2).

4.4.1. Preliminary Study
This preliminary study (N = 58) aimed at crafting (1) understandable and (2) actionable6

explanations that (3) support contestability [416]. We also sought to understand what

6We define “actionable” factors as the set of variables upon which interventions are possible. We include those
variables that may change as a consequence of a change to its causal ancestors (that other authors have
named as “mutable but non-actionable” [214])
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aspects of the decision-making process participants may contest. Although prior work
has already studied the understandability of different types of explanations [59, 116] and
identified actionable factors for loan approval processes [365], the interplay between ex-

planations and contestability still represents an underexplored area,7 hence the need to
perform this preliminary study. The design of our preliminary study and the instruments
we used to capture participants’ preferences can be found in our repository.

Method of the Preliminary Study.
As part of our preliminary study, we provided each participant with five types of expla-
nations (randomized) for a fictional home loan denial scenario: (1) factor importance-
based explanations (i.e., feature importance hierarchy using “>” for expressing “more

important than” [365]), (2) input influence-based 8 explanations (i.e., list of input vari-
ables along with a quantitative measure of the effect and directionality —positive or
negative— that each of these variable had on the final decision [59, 116]), (3) case-based
explanations (i.e., instance from the model’s training data that is most similar to the de-
cision being explained [59, 116]), (4) counterfactual explanations (i.e., representation
of the alterations that input variables would need for the undesired model output to
change [59, 116, 416]), and a combination of (5) input influence-based and counterfac-
tual explanations [365]. They were then asked to select the two most understandable
and actionable explanations and two explanations thanks to which the decision subject
would best know what information to use to contest the decision. We also asked them to
choose their overall preferred explanation type. At the end of the study, we included two
open-ended questions. The first question aimed to disclose the rationales behind par-
ticipants’ preferences for different types of explanations. The second question collected
answers on what aspects of the decision-making process participants would be willing
to contest. For analyzing the responses to the open-ended questions, we performed a
reflexive thematic analysis [68]. Our aim was to use the findings from this preliminary
study to inform the design of our main user study (Section 4.4.2).

Insights from the Preliminary Study.
The combination of counterfactuals and input influence-based explanations scored high-
est for all criteria (see Table 4.1). To better understand these results, we discuss our find-
ings from the qualitative analysis below. We refer to quotes as Q.i, where i is the index of
a specific quote. Appendix B.1. shows all selected quotes.

Preferences towards different types of explanations. In line with findings from Dodge
et al. [116], we found that case-based explanations were considered less fair (Q.1, Q.2).
Participants generally preferred explanations that contain more information, which is in

7Although the interplay between explanations and recourse is increasingly being studied (e.g., [213, 384]), for
this preliminary study, we do not limit contestability to recourse and inquire whether participants would
question other aspects of the decision-making process.

8As opposed to some previous work [59, 116], where the quantitative measurement of the input influence was
indicated through a varying number of “+” (positive influence) or “-” (negative influence) signs, we expressed
this difference in influence through numerical values. We clarified that the number in brackets indicated the
magnitude of the positive or negative effect that the variable had on the final decision —negative meaning a
contribution towards the rejection decision—.

https://doi.org/10.4121/62a7ad5f-1225-4618-bd4b-1d66a3941db3
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Explanation type Understandable Actionable Supports contestability Overall
Importance-based 23.64% 17.70% 18.35% 12.08%
Input influence-based 17.27% 20.35% 21.10% 15.52%
Case-based 16.36% 8.85% 14.68% 13.79%
Counterfactual 13.64% 15.93% 16.51% 15.52%
Counterfactual &
input influence-based 29.09% 37.17% 29.36% 43.10%

Table 4.1: Results from our preliminary exploratory study. We evaluated how (1) understandable and (2) ac-
tionable different types of explanations were, and to what extent they (3) supported contestability. Column (4)
shows participants’ overall preferred option.

line with findings from Schoeffer et al. [365] (Q.3). Moreover, participants generally pre-
ferred the combination of input influence-based and counterfactual explanations be-
cause these included descriptions of the “how” and a justification of the “why” of deci-
sions, as suggested by Sarra [355]. Input influence-based explanations were regarded as
faithful descriptions of how each feature contributes to the algorithm’s decision-making

process (11/58)9 (Q.4). Despite using numerical values to indicate different degrees of
input influence on the final decision, readability was not flagged as an issue for input
influence-based explanations by our participants. Counterfactuals were regarded as
concise and explicit when directing the attention to features that were relevant to that
particular decision (17/58) (Q.5, Q.6).

What to contest. Participants pointed to two main aspects they would like to con-
test: first, the basis (i.e., the factors) of the decision and their weights (28/58) (Q.7, Q.8)
and second, the usage of an AI (10/58). AI systems were viewed as lacking subjective
judgment capabilities for considering individual circumstances (in line with previous
studies [80, 247, 303]) (Q.9). Generalization was also considered to be an inappropriate
basis for decision-making (Q.10).

4.4.2. Main User Study
In our main user study, we sought to characterize the main and interaction effects of
explanations, human oversight, and contestability on perceptions of informational and
procedural fairness. We also explored the influence of contextual factors (i.e., the stakes
of the task) in this context and captured the relationship between informational and pro-
cedural fairness perceptions and perceptions of overall fairness. We had preregistered
our hypotheses, research design, and data analysis plan for the main study before data
collection.

Independent Variables
In an effort to minimize the effect of outcome favorability bias [419], we followed prior re-
search [23, 365, 381] and showed participants in our user study a fictional loan approval

9We indicate the prevalence of each statement using proportions (a/b), where a indicates the number of partic-
ipants whose response to the open-ended questions was related to the statement in question, and b indicates
either the number of participants within a condition that we are specifically referring to or the total number
of participants in the study (58 for the preliminary study and 267 for the main study).
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Figure 4.2: Overview of the independent variables. Yellow refers to information cues, green to system at-
tributes, and grey to contextual factors. White colored boxes indicate the conditions we controlled for each
factor.

scenario involving the fictional character Kim as loan requester. The scenario differed
depending on four independent variables. Figure 4.2 gives an overview of the indepen-
dent variables and Table 6.6 in Appendix B.2 shows how each independent variable was
displayed in practice.

• Explanations (categorical, between-subjects). We assigned each participant to one of
two configurations:

1. No explanation: participants saw what information the fictional loan requester had
been asked to provide but not how this information was used.

2. With explanation: participants learned the weight each piece of information had
in the final decision (input influence-based explanation) and the hypothetical sce-
narios where the loan requester would have been able to have the loan approved
(counterfactuals). The factors requested by the bank and the given explanations are
inspired by prior work [365] and enhanced based on the insights we got from the
preliminary study (Section 4.4.1). We discarded gender and marital status as deci-
sion basis because these factors are explicitly protected by law [46]. Note that the
no explanation configuration in our study is equivalent to the disclosure of factors
condition defined by Schoeffer et al. [365], and not to the baseline without further
explanations. The rationale behind this design choice is twofold: first, we argue
that the disclosure of these factors is necessary for participants to be able to judge
the fairness of the decision basis. Second, Schoeffer et al. [365] found no differ-
ence in informational fairness perceptions between the two aforementioned con-
figurations. These explanations were textual to limit presentation complexity [53,
84, 365].

• Human oversight (categorical, between-subjects). We randomly assigned each partic-
ipant to one of two configurations:
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1. No human oversight: participants were told that the algorithmic decision-making
process was fully automated.

2. With human oversight: participants were told that the loan approval process com-
bined the usage of an algorithmic system with human expertise. We designed this
condition based on one of the human-in-the-loop configurations discussed by Al-
mada [14]. As opposed to some previous work where a human would supervise
each decision made by the algorithmic system [419] — the authors did not find
any evidence of this configuration affecting fairness perceptions—, in our study
human intervention would serve as a quality control against machine failures [14].
We, therefore, used the confidence of the prediction as an indicator of a potential
mistake made by the algorithmic system. The approval process would involve two
steps: a first step where the algorithmic system receives an online loan request and
evaluates the case; and a second step where a human expert [317] (bank employee)
oversees the decision if the algorithmic decision-making system’s confidence is low.

• Contestability (categorical, between-subjects). We designed contestation mechanisms
in the form of appeal processes, following findings from our preliminary study (Section
4.4.1) and previous literature [271, 416]. Participants in our preliminary study mainly
wanted to contest (1) the algorithmic decision-maker or (2) the basis of the decision.
These strategies resonated with the new information condition and new decision con-
dition (with a human reviewer) defined by Lyons et al. [271]. We randomly assigned
each participant to one of three configurations:

1. No contestability: participants were told that, due to time constraints, there would
be no option for the fictional loan requester to contest the decision in case of a
rejection.

2. Option to contest the initial decision and provide additional information: partic-
ipants were told that, in case of a rejection, the fictional loan requester had the
option to make objections about the initial decision and provide any information
to support the application. The same system (if a human oversaw the initial deci-
sion, the same human would oversee the review process) would reevaluate the loan
application.

3. Contest decision-maker: participants were told that, in case of a rejection, the fic-
tional loan requester had the opportunity to ask a human (different from the one
who oversaw the process if there was already a human involved in the initial de-
cision) to review the process. This human reviewer would make a completely new
decision with the information that Kim had already provided for the initial decision.

• Task stakes (categorical, between-subjects). Each participant was randomly assigned
to one of two configurations:

1. High-stakes decision: the purpose of the loan application is to buy a house.

2. Low-stakes decision: the purpose of the loan application is to go on a holiday trip.
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Dependent Variables.
The instruments we used to measure the dependent variables can be found in our repos-
itory.

• Perceptions of informational fairness (continuous). Measured by the average score on
four of the items used by Schoeffer et al. [365], based on Bies and Moag [56] and Green-
berg [162].

• Perceptions of procedural fairness (continuous). Measured by the average score on the

seven items defined by Colquitt [95],10 based on Thibaut and Walker [393] and Leven-
thal [253].

• Perceptions of overall fairness (continuous). Measured by a single item rated on a
seven-point Likert scale [239, 247].

Descriptive and Exploratory Measurements
The instruments we used to measure the descriptive and exploratory variables can be
found in our repository.

• Age group (categorical). Participants selected their age group from multiple choices.

• Level of education (categorical). Participants selected their highest completed level of
education from multiple choices.

• AI literacy (continuous). AI literacy has been proven to significantly affect perceptions
of informational fairness [365]. We, therefore, captured the average score of the four
items defined by Schoeffer et al. [365].

• Affinity to technology (continuous). Langer et al. [239] showed that affinity to technol-
ogy was consistently correlated with end users’ perceptions of algorithmic capabili-
ties. We, therefore, captured the average score of the four items defined by Franke et
al. [143] as a possible control variable.

• Personal experience (continuous). Kramer et al. [233] showed that preferences towards
humans vs. algorithmic systems depend on people’s previous experience with the de-
scribed situation. We, therefore, captured the average score of the two items defined
by Kramer et al. [233].

• Task stakes perception (continuous). Since the stakes involved in a decision are sub-
jective and personal [211], we captured participants’ task stakes perceptions as a ma-
nipulation check. This was measured through an adapted version of the item defined
by Lyons et al. [271].

10After pilot testing the wording and layout of the presented scenarios, we rephrased some of the items to
make them more understandable for participants.

https://doi.org/10.4121/62a7ad5f-1225-4618-bd4b-1d66a3941db3
https://doi.org/10.4121/62a7ad5f-1225-4618-bd4b-1d66a3941db3
https://doi.org/10.4121/62a7ad5f-1225-4618-bd4b-1d66a3941db3
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Procedure
The study consisted of four main steps.

Step 1. Participants stated their age group and level of education. Their degrees of AI
literacy, affinity to technology, personal experience and task stakes perception were also
measured.

Step 2. Participants were presented with a fictional loan approval scenario involv-
ing a person named Kim. Previous research has shown that under repeated interactions
with algorithmic decision-making systems, decision subjects’ fairness perceptions are
affected by the favorability of the system towards the group that the decision subjects
belong to [154]. In order to minimize these effects, we limited our study to a one-shot
interaction with the system and we did not disclose the demographics of Kim, such as
their gender and age. Kim had applied for a loan online and was waiting for the bank
to assess their eligibility. Depending on the stakes of the task that participants had been
assigned to, the purpose of this loan would be either to buy a house (high stakes) or to
go on a holiday trip (low stakes). Participants would be informed about the information
Kim had provided to the bank to evaluate the loan request. As part of the scenario, ev-
ery participant would then be informed that Kim’s loan request had been rejected and
they would get to know the process through which the loan request had been evaluated.
Based on which of the (2× 2× 3× 2) = 24 between-subject scenarios a participant had
randomly been placed in, participants would receive explanations about the outcome
of the decision, learn whether there was a human expert overseeing the process and get
information about whether and how Kim could contest the decision (see Table 4.2). Par-
ticipants would then respond to an attention check, where they would be asked about
the purpose of the loan request.

Step 3. Participants evaluated their perceptions of informational, procedural, and
overall fairness. Additionally, this step included a second attention check that asked par-
ticipants to select a specific option from a Likert scale.

Step 4. Participants were asked two optional open-ended questions to describe what
kind of information they would have liked to receive (if any) and what element would
have made the decision-making process fairer (if any).

Data Collection
We planned to collect data from at least 261 participants. We computed the required
sample size using the software G*Power [136] for an ANOVA with main effects and inter-
actions; specifying the default effect size of 0.25, a significance threshold of α =

0.05
11

=

0.0045 (i.e., due to testing multiple hypotheses; see Section 4.4.2), a desired power of 0.8,
24 groups, and the respective degrees of freedom for the different hypotheses we aimed
to test.

We recruited 279 participants from Prolific (https://prolific.co). Each participant
was at least 18 years old, had high proficiency in English, and could participate in our
study only once. Participants were rewarded based on a $12 hourly rate and the median
completion time was 7 minutes and 41 seconds. Participants were excluded from data
analysis if they did not pass at least one of the attention checks in the experiment. This
led to a total number of 267 participants. The study itself was conducted on Qualtrics
(https://www.qualtrics.com), where participants authenticated with a registration to-

https://prolific.co
https://www.qualtrics.com
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A bank has implemented a new loan application system where potential customers apply for a loan
online and then the company assesses the eligibility of the customer for the loan.

<Configuration [No human oversight] or [With human oversight]>

Kim, a potential customer, is looking for funding opportunities to <task> and has thus decided to
apply for a <task> loan through the bank’s online platform. As part of the <task> loan application
process, the bank has requested the following information:

• Applicant annual income

• Co-applicant (if any) annual income

• Credit score

• Date of birth

• Employment status

• Education

• Loan amount requested

• Loan amount term (months)

• Loan purpose

• Number of dependents

A few hours after sending the requested information, Kim has received an email with the final
decision: the loan has been rejected.

<Configuration [No explanation] or [With explanations]>

<Configuration [No contestability] or [Contest initial decision] or [Contest decision-maker]>

Table 4.2: Overview of the scenario.
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ken received on Prolific. Our study was approved by a research ethics committee at our
institution.

Statistical Analyses
Before conducting any statistical analyses, we mapped all (seven-point) Likert scale an-
swers onto an ordinal scale ranging from −3 (i.e., strongly disagree) to 3 (i.e., strongly
agree) and computed averages for answers on related items (e.g., to obtain participants’
informational and procedural fairness perceptions).

We analyzed the hypotheses we specified in Section 4.3 in three separate statistical
analyses. First, to test H3.1a and H3.2a, we conducted a multi-way ANOVA with explana-
tions, human oversight, contestability, and task stakes as between-subjects factors and

perceptions of informational fairness as dependent variable.11 Second, to test H3.1b-e

and H3.2b-c, we conducted another multi-way ANOVA with the same between-subjects
factors but with perceptions of procedural fairness as the dependent variable. Third, to
test H3.3a-c, we conducted a multiple linear regression analysis with perceptions of infor-
mational fairness and perceptions of procedural fairness as independent and perceptions
of overall fairness as dependent variables. Because we were testing 11 hypotheses as part
of this study, we applied a Bonferroni correction to our significance threshold, reduc-
ing it to 0.05

11
= 0.0045. This means that p-values resulting from the analyses described

above are only regarded as significant if they are below this reduced threshold. Next to

the F statistic and p-value, we also report the partial eta squared (η2
p) effect size for each

hypothesis test that was part of an ANOVA.
In addition to the analyses described above, we conducted posthoc tests (i.e., to ana-

lyze pairwise differences), Bayesian hypothesis tests12 (i.e., to quantify evidence in favor
of null hypotheses), and exploratory analyses (i.e., to note any unforeseen trends in the
data) to better understand our results. We also performed a qualitative, reflexive the-
matic analysis [68]. The first author coded the responses to the open-ended questions
inductively using Atlas.ti (https://atlasti.com). These codings were grouped into themes
and iteratively refined.

4.5. Results
In this section, we analyze the results of the main user study (see Section 4.4.2). Table 4.3
shows a summary of our results.

4.5.1. Descriptive Statistics
Of the 267 participants in our user study, 19.5% were between 18 and 25 years old, 35%
between 26 and 35 years old, 28.5% between 36 and 50 years old, and 17% were between
50-80. 60% of the participants had at least a Bachelor’s degree. 87% of our participants
claimed to have heard or had experience with humans making loan decisions, whereas

11Although we did not specifically hypothesize about the effects of human oversight and contestability on
informational fairness perception, we included these variables here for exploratory analyses.

12Depending on the outcome of the relevant classical hypothesis test, we report Bayes Factors in favor of the
alternative hypothesis (BF10) or the null hypothesis (BF01). We interpret the Bayes Factors according to the
guide by Lee and Wagenmakers [243] who adapted it from Jeffreys [202].

https://atlasti.com
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72% of them had heard of or had experience with an algorithmic system making the
decision.

4.5.2. Hypothesis Tests

Our first confirmatory analysis was a multi-way ANOVA with the presence of explana-
tions, human oversight, contestability, and task stakes as between-subjects factors and
perceptions of informational fairness as the dependent variable. We found a main ef-
fect of the presence of explanations (H3.1a; F (1, 260) = 74.21, p < 0.001, η2

p = 0.22; BF10 >

1000) on decision subjects’ informational fairness perceptions. However, we did not find
any evidence indicating that the effect of explanations on informational fairness is mod-

erated by task stakes (H3.2a; F (1, 260) = 0.01, p = 0.92, η2
p < 0.01). A Bayesian analysis

revealed moderate evidence in favor of the null hypothesis that there is no such interac-
tion effect (BF01 = 7.44).

The second multi-way ANOVA analysis we conducted had the presence of explana-
tions, human oversight, contestability, and task stakes as between-subjects factors and
perceptions of procedural fairness as the dependent variable. We did not find any evi-
dence of human oversight impacting procedural fairness perceptions (H3.1b; F (1, 254) =
0.004, p = 0.95, η2

p < 0.01) and a Bayesian analysis returned moderate evidence in favor
of the null hypothesis that human oversight has no effect here (BF01 = 7.43). However,

there was a strong effect of contestability (H3.1c; F (2, 254) = 20.60, p < 0.001, η2
p = 0.14;

BF10 > 1000). We further found no evidence in favor of the effect of contestability on de-
cision subjects’ perceptions of procedural fairness being moderated by the presence of

explanations (H3.1d; F (2, 254) = 0.16, p = 0.85; η2
p < 0.01, BF01 = 12.95) or by the presence

of human oversight (H3.1e; F (2, 254) = 0.005, p = 1.00; η2
p < 0.01, BF01 = 13.35). We also

did not find any evidence of an interaction between task stakes and human oversight

(H3.2b; F (1, 254) = 0.06, p = 0.80, η2
p < 0.01; BF01 = 7.32) or task stakes and contestability

(H3.2c; F (2, 254) = 0.52, p = 0.60, η2
p < 0.01; BF01 = 7.20) when predicting perceptions of

procedural fairness.

We performed a multiple linear regression analysis to test the association of infor-

mational and procedural fairness perceptions with overall fairness perceptions (R2
=

0.46, F (3, 263) = 76.02, p < 0.001). Our results show that perceptions of informational fair-
ness (H3.3a; β = 0.27, p < 0.001) and perceptions of procedural fairness (H3.3b; β = 0.87,
p < 0.001) both predicted overall fairness perceptions, with procedural fairness percep-
tions being the stronger predictor. However, we did not find evidence that perceptions
of informational and procedural fairness interact (H3.3c; β = −0.09, p = 0.07) when pre-
dicting overall fairness perceptions.

In sum, we found evidence in favor of four of our hypotheses: H3.1a, H3.1c, H3.3a,
and H3.3b, indicating effects of explanations on informational fairness perceptions and
contestability on procedural fairness perceptions, respectively (Figure 4.3). We also show
that informational and procedural fairness perceptions are positively related to overall
fairness perceptions.
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Figure 4.3: Effects of (a) explanations on perceptions of informational fairness and, (b) human oversight, and
(c) contestability on perceptions of procedural fairness (HO = human oversight, C = contestability, ID = initial
decision, DM = decision-maker). Connecting lines are used to visualize the differences between the cases.

4.5.3. Exploratory Analyses
In addition to the hypothesis tests (see Section 4.5.2), we performed several exploratory
analyses to better understand our results and identify any unforeseen but interesting
trends in our data. Note that these are not confirmatory results as we did not preregister
any of the analyses presented in this subsection.

Decision tasks are subjective and personal [211], so we conducted a manipulation
check regarding the stakes of the task. We performed a t-test between the pre-defined
task stakes (low for a holiday loan, high for a home loan) and participants’ perceived
task stakes. Our results indicate that the holiday loan (M = 0.38, SD = 1.31) was, indeed,
regarded as a lower-stakes scenario compared to the home loan (M = 1.70, SD = 1.07;
t (258.61) = 9.09, p < 0.001).

Because contestability is composed of three different groups, we performed pair-
wise comparisons to analyze the specific differences with respect to procedural fair-
ness perceptions. We observed no significant difference between the effect that the two
suggested contestation mechanisms have on procedural fairness perceptions (Tukey-
adjusted p = 0.45), but both of them differed from the option with no contestability
(Tukey-adjusted p < 0.001 in both cases).

We also looked at the effects of explanations, human oversight, and contestability on
the sub-elements of informational and procedural fairness perceptions. Each of these
sub-elements is assessed by one individual item in the fairness perception question-
naires. For informational fairness perceptions, we evaluated whether participants thought
that Kim received (1) thorough, (2) reasonable, (3) tailored, and (4) understandable in-
formation. For procedural fairness perceptions we evaluated perceptions of (1) procedu-
ral voice, (2) influence over the outcome, (3) consistency of the process, (4) lack of bias,
(5) accuracy of factors, (6) correctability, and (7) ethicality. We thus performed multi-way
ANOVAs with explanations, human oversight, contestability, and task stakes as between-
subjects factors, and the sub-elements that compose informational and procedural fair-
ness perceptions as the dependent variables.

Effects of Explanations.
As expected, providing explanations had a positive effect on decision subjects’ percep-
tions of informational fairness. Participants considered that, whenever explanations
were added, the bank was giving thorough (F (1, 249) = 104.00, p < 0.001, η2

p = 0.29) and
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reasonable (F (1, 249) = 40.31, p < 0.001, η2
p = 0.14) information that would make Kim

understand (F (1, 249) = 19.84, p < 0.001, η2
p = 0.07) the way in which the decision was

made. Participants also considered that these explanations were tailored to Kim’s needs
(F (1, 249) = 45.55, p < 0.001, η2

p = 0.15). The effect on procedural fairness was partial:
our exploratory analysis suggests that explanations affected perceptions of process con-

sistency (F (1, 254) = 16.80, p < 0.001, η2
p = 0.06), potentially because explaining to deci-

sion subjects how each factor contributes to a final decision may make them discover
that the process is standardized and uses the same criteria for every client. Explana-
tions also seemed to interact with contestability in perceptions of procedural consis-

tency (F (2, 254) = 3.83, p < 0.05, η2
p = 0.03). Moreover, we checked the interaction of AI

literacy and explanations on informational fairness perceptions by performing a multi-
way ANOVA with explanations, human oversight, contestability, task stakes, and AI lit-
eracy as between-subject factors and perceived informational fairness as the dependent
variable. We found that AI literacy may have an effect on perceptions of informational

fairness (F (1, 249) = 4.14, p < 0.05, η2
p = 0.02) and that explanations and AI literacy may

interact (F (1, 249) = 4.19, p < 0.05, η2
p = 0.02) in creating perceptions of informational

fairness (see Figure 4.5). These results suggest that participants with low AI literacy
rated informational fairness perceptions negatively when no explanations were given,
but their perceptions of informational fairness substantially increased when decisions
were explained. The presence of explanations had a milder effect on informational fair-
ness perceptions among participants with higher AI literacy.

Effects of Human Oversight.
Our exploratory analyses suggest that human oversight had no effect on any of the items
that contribute to procedural fairness perceptions individually. As a matter of fact, our
results show that the inclusion of human oversight in the initial decision has a slight
negative impact on perceptions towards process consistency and lack of bias (Figure
4.4). Human oversight and contestability further seemed to interact in affecting pro-

cedural voice perceptions (F (2, 254) = 4.08, p < 0.05, η2
p = 0.03) and outcome influence

(F (2, 254) = 3.65, p < 0.05, η2
p = 0.03). This result may suggest that configurations where

decision subjects can contest the decision basis of the process lead to varying degrees of
procedural voice and outcome influence perceptions depending on whether the initial
decision was overseen by a human or not.

Effects of Contestability.
In our exploratory analysis, we found that contestability mainly contributed to the “cor-
rectability” sub-element of procedural fairness perceptions (F (2, 254) = 108.29, p < 0.001,

η
2
p = 0.46). This is somewhat unsurprising considering that correctability directly refers

to the requirement of having an appeal process in place [253]. Interestingly, however,
although contestability seemed to improve perceptions of procedural voice (F (2, 254) =
13.76, p < 0.001, η2

p = 0.1), the mean values of perceived procedural voice are still be-
low zero (on a [−3, 3] scale) for all three configurations: the configuration where there is
no contestability (M = −1.84, SD = 0.16), the configuration where participants can con-
test the initial decision (M = −0.81, SD = 0.17) and the configuration where participants
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Figure 4.4: Effects of human oversight on perceptions of (a) process consistency and (b) lack of bias; effects
of contestability on perceptions of (c) procedural voice and (d) outcome influence (HO = human oversight, C
= contestation, ID = initial decision, DM = decision-maker). Connecting lines are used to visualize the differ-
ences between the cases.

can contest the decision-maker (M = −0.65, SD = 0.19) (Figure 4.4). The mean values
for perceptions of outcome influence are also below zero for all three configurations: no
contestability (M = −1.69, SD = 0.16), contest initial decision (M = −1.21, SD = 0.16) and
contest decision-maker (M = −1.30, SD = 0.16). This suggests that none of the contes-
tation mechanisms put in place may sufficiently contribute to decision subjects’ sense
of having a voice in the process and influence over the outcome (i.e., the first two sub-
elements that constitute procedural fairness perceptions). Our exploratory results also
do not point to any differences between contestation types for any of the sub-elements
that compose procedural fairness perceptions; except for ethicality (β = −0.81, p < 0.05).
This might indicate that, based on ethical and moral standards, participants do require
human intervention in the review process. Note that there is no interaction between
contestation types and human oversight for ethicality, which could suggest that having
a human-in-the-loop configuration in the original decision is no substitute for human
intervention in the review process when upholding ethical standards.

Effects of Task Stakes.
Our exploratory analyses surprisingly suggest that task stakes contribute to one item of
procedural fairness perceptions: adequacy of factors (e.g., credit score, loan amount re-

quested, total annual income) (F (1, 254) = 86.79, p < 0.001, η2
p = 0.25; see Figure 4.5).

This suggests that participants perceived the decision factors used in our scenario as less
adequate for the low-stakes decision (holiday) than for the high-stakes decision (buying
a house).
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Figure 4.5: (a) Effect of task stakes on perceptions of factor adequacy (LS = Low stakes, HS = High stakes).
(b) Interaction between explanations and self-reported AI literacy on perceptions of informational fairness.
Red refers to the configurations where explanations were given and Green refers to the configurations with no
explanations. Connecting lines are used to visualize the differences between the cases.

4.5.4. Qualitative Analysis
We performed our qualitative analysis using a reflexive thematic analysis [68]. We induc-
tively generated individual codes from the responses our participants gave to the open-
ended questions and we then clustered them into code groups. We identified three main
tension areas: one related to perceptions of informational fairness and two related to
perceptions of procedural fairness. This section explains each of those areas of tension
in detail. For a comparison and discussion between quantitative and qualitative results,
see Sections 4.6.1, 4.6.2, and 4.6.3. We again refer to quotes as Q.i, where i is the index of
a specific quote. Appendix B.1. shows all selected quotes.

Tension #1: Amount of Information vs. Generating Understanding for All.
Our qualitative results indicate that getting detailed information about the decision was
a general concern among participants. Participants who were placed in a configura-
tion without explanation of the decision outcome directly highlighted the need for the
bank to give detailed explanations (115/133) about the way in which different factors are
used for making the decision and the reasons for the outcome (Q.11). They also consid-
ered that the bank should provide decision subjects with an alternative course of action
(34/133; Q.12).

Participants who were placed in scenarios where the bank would offer explanations
of the decision outcome positively evaluated the level of detail of this information (70/134).
They generally also appreciated the fact that the counterfactual scenarios gave action-
able information (21/134). Some of them requested further information about the pro-
cess and the algorithmic system itself (51/134; Q.13). However, some participants pointed
out that increasing the amount of information could generate difficulties in understand-
ing (23/134) the explanations and could restrict such understanding to people with lit-
eracy in AI (Q.14).

Tension #2: Human Involvement vs. Timely Decision-Making.
Another major theme in our qualitative analysis was that of human involvement. Our
qualitative analysis suggests that, regardless of the presence or absence of human over-
sight, participants were still asking for a higher degree of human involvement (75/267)
in the process (e.g., by including a human that deals with borderline cases, or by allowing
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decision subjects to personally interact with a bank employee). In cases where human
oversight was included in the original decision, our participants thought that this would
ensure reliability. However, some (13/267) of them indicated that a human should al-
ways make the final decision, for every instance (Q.15, Q.16).

On the other hand, as some of our participants highlighted, not having humans in-
volved could make the process speedy (47/267) and would allow Kim to explore alter-
native options (Q.17). Although we did not explicitly compare the difference in time of
having a human or an algorithmic system (with or without human oversight) making the
decision, the presented scenario did mention that the reason for introducing algorithmic
decision-making processes was due to time constraints. Many participants referred to
the temporal dimension as one that makes the process fair (Q.18, Q.19).

Tension #3: Standardized Fact-based Process vs. Accounting for Personal Circum-
stances.

The fact that an algorithmic system was fully or mainly driving the process also encour-
aged reflections on the advantages and disadvantages of having a standardized process
that treats everyone equally (44/267; Q.20). Some of our participants considered that in-
troducing algorithmic systems in decision-making processes helps to get rid of human
biases (39/267). They considered that thanks to such systems, the process would not
be subject to human subjectiveness and prejudice (Q.21). Introducing an algorithmic
system was also viewed as contributing to the consistency of the decision-making pro-
cess. Participants generally appreciated that the same information was considered for
everyone (Q.22). The basis of the decision-making process was also regarded as sound
because it was based on facts (40/267; Q.23). Some (27/267) indicated that the bank
should consider additional factors when making a decision, but, in general terms, the
presented factors were considered fair and relevant (Q.24).

Despite the general sentiment of facts being a sound basis for decision-making, some
of our participants highlighted the need to sometimes consider individual circumstances
(17/267; Q.25, Q.26). Humans were viewed as being more flexible and prone to give
in to cases that are close to the decision boundary (Q.27). Some participants pointed
out that a human should be responsible for double-checking boundary cases (Q.28).
In those cases, participants requested the implementation of negotiation mechanisms
(Q.29) that would allow decision subjects to discuss with humans (47/267; Q.30) who
could treat the situation with compassion (Q.31).

4.6. Discussion
In this section, we relate quantitative results with qualitative ones and reflect on our key
findings. Each subsection summarizes the results related to one of the tested factors and
its entanglements (i.e., explanations in Section 4.6.1, human oversight in Section 4.6.2,
and contestability in Section 4.6.3). We also list the practical implications of our findings,
highlight future challenges, and reflect on the benefits and shortcomings of adopting a
multi-dimensional approach for capturing perceptions of fairness (Section 4.6.4). We
finally acknowledge the limitations of our study (Section 4.6.5).
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4.6.1. Leveraging Transparency Beyond Outcome Explanations
Our quantitative results show that explanations improve informational fairness percep-
tions (see Section 4.5.2). Exploratory findings further suggest that AI literacy may mod-
erate the effect of explanations on informational fairness perceptions, i.e., indicating
that the effect of explanations on informational fairness perceptions is stronger for par-
ticipants with low AI literacy (see Section 4.5.3 and Figure 4.5). However, contrary to
our expectations, and to suggestions from earlier work [365], we did not find evidence
that explanations moderate the effect of contestability on procedural fairness, i.e., help
participants question structural aspects of the decision-making process such as the fac-
tors requested by the bank and how these are used. The insights we obtained from our
qualitative analysis suggest that participants were generally happy with the factual basis
of the decision in question (see Section 4.5.4). It should be noted that, as opposed to
earlier work [365] and our own preliminary study, we had decided to discard gender as
one of the decision-making factors in our main study because it is explicitly protected by
law [46]. This might have influenced how people perceived the decision basis. Moreover,
some participants were asking for system-level explanations that would enable them to
explore and evaluate biases encoded in the algorithmic system. The lack of this infor-
mation might have prevented them from questioning additional aspects of the decision-
making.

Implications. Although our study replicated the finding from earlier work that ex-
planations support informational fairness perceptions [365] (which in turn contribute
to overall fairness perceptions), restricting explanations to technical solutions that are
currently available through XAI may limit the grounds for contestations [269]. Our re-
sults (e.g., Q.13) suggest that providing decision subjects with information that goes
beyond outcome explanations could support contestations that are not only limited to
post-decision mechanisms but that apply to the system lifecycle as a whole [8]. These
system-level explanations could include information about data, algorithmic features,
or the way in which algorithmic systems are integrated in broader workflows [116]. For
instance, previous studies have shown that data-centric explanations [21] have the po-
tential to assist decision subjects in assessing fairness. Future work should look into ex-
planations and transparency that go beyond outcomes and test how these insights affect
perceptions of informational fairness and whether they set grounds for contestations
that go beyond appeal processes. We foresee that this would not only have implications
for perceptions of informational fairness but also for perceptions of procedural fairness.

Challenges. Previous research has demonstrated that increasing levels of transparency
can lead to information overload [84], so expanding explanations could restrict under-
standing to individuals with literacy in AI. Moreover, earlier work has pointed to a risk
that malicious actors might use explanations to defraud algorithmic systems [421] or to
manipulate decision subjects by conveying untruthful levels of “fairness” [271]. Future
work should look into methods for designing strategies that leverage adequate levels of
transparency [421] and that convey appropriate fairness perceptions (i.e., condition that
is satisfied if fairness perceptions towards a system are high when the system is indeed
fair) [364]. Such strategies should be adapted to decision subjects’ insight needs [386]
and designed in a way that they would understand [29, 222]. For example, these could
include videos [406], stories [406], or comics [418, 420]. Our qualitative analysis further
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revealed some participants’ feeling that the process could not be biased because it is
impossible for algorithmic systems to be biased (Q.20), suggesting that future explana-
tions should also account for decision subjects’ imaginaries [297] and expectations [228]
around algorithmic systems.

4.6.2. Designing Appropriate Human-AI Configurations
Our quantitative results do not contain any evidence that human oversight would af-
fect decision subjects’ procedural fairness perceptions; in fact, a Bayesian analysis even
revealed moderate evidence that human oversight has no effect here (see Section 4.5).
These results resonate with earlier work on the topic [419], where a case-by-case human
intervention did not contribute to perceptions of fairness. Nevertheless, our qualitative
results suggest that, regardless of human oversight in the original decision, participants
were still asking for a higher degree of human intervention (e.g., Q.15; see Section 4.5.4).
The reason for this might be that end users might think about the decision-maker in
binary terms, as either “a human” or “not a human” [239]. Since, even in the scenario
with human oversight, the first prediction was made by the algorithmic system, our par-
ticipants might still have thought about it as a non-human decision-maker. This would
explain why human oversight did not affect perceptions of procedural fairness and why,
even in the case where the decision was overseen by a human, participants were asking
for more human intervention in the process.

Implications. More research is needed to find adequate forms of human-AI collabo-
rations in algorithmic decision-making processes. Future studies should go beyond con-
figurations where humans confirm the quality of the decision made by an algorithmic
system [14] and craft alternative human-AI teams. For instance, AI systems could access
large quantities of data and perform preliminary analyses to produce easily digestible
summaries for human experts to make final decisions [327]. Such a configuration would
respond to our participants’ desire to always have a human making the last decision.
A follow-up study to ours could test perceptions towards human decision-making pro-
cesses that are advised by AI systems [39, 440] rather than algorithmic decision-making
processes that are overseen by humans. One could argue that many studies have already
studied different human-AI teaming configurations. However, these studies have mainly
focused on exploring the interaction of data domain experts (i.e., bank employees in our
case) with algorithmic systems and distilling the effect on trust [318, 361] or trust-related
constructs [413] such as reliance [331, 440]. Future studies should also capture decision
subjects’ fairness perceptions for each of those configurations.

Challenges. Including humans in algorithmic decision-making processes costs time
[80, 114, 271] and our qualitative results suggest that participants value timely decision-
making processes. For appeal processes, Lyons et al. [271] found that, when subject
to a trade-off situation, participants prioritised the type of review and the review time
rather than the reviewer. We emphasize the need to perform more studies where par-
ticipants are shown the time cost of different configurations so as to capture their per-
ceptions of procedural fairness in a space of trade-offs. Furthermore, our participants
regarded configurations with no human intervention as less biased and more consis-
tent. We echo Almada [14] and suggest that comparative measures of performance of
human-controlled and fully-automated procedures should be included. This would al-
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low end users to freely shape their preferences and fairness perceptions in an informed
way.

4.6.3. Giving Voice to Decision Subjects
As we hypothesized, our quantitative results show that including contestability (in the
form of appeal processes) enhances decision subjects’ perceptions of procedural fair-
ness. Our qualitative results back up the value that participants put on the ability to
contest the decision. Despite the positive effect of contestability on perceptions of pro-
cedural fairness, perceptions of procedural voice and influence over the outcome were
still negative. In a within-subjects user study, Lyons et al. [271] found that participants
perceived the new information appeal condition (equivalent to our “option to contest
the initial decision and provide additional information” appeal condition) as fairer than
the rest of the suggested appeal processes. Contrary to these findings, we do not find any
differences between the suggested appeal processes. This might be due to the between-
subject nature of our study. Lyons et al. [271] also found that the reason for the prefer-
ence towards this condition was that decision subjects perceived they had a “voice” in
the decision-making process. Our results contradict these findings, and indicate that,
even when any of the suggested appeal processes are in place, our participants did not
have the feeling that the decision subject had a voice in the process or influence over
the outcome. This discrepancy might be due to the nature of the performed analysis.
Lyons et al. [271] arrived at this conclusion through a thematic analysis of qualitative
data, whereas our results rely on quantitatively evaluating responses to statements that
directly address perceptions of procedural voice and influence over the outcome.

Implications. Our findings highlight that, although contestability enhances decision
subjects’ perceptions of procedural fairness (which in turn contribute to overall fairness
perceptions), more research in contestable AI is needed. The field of contestable AI is
still growing [9] and many of the guidelines on how to design for contestability are con-
ceptual in nature [9, 179, 269]. Further research is necessary to translate those concep-
tualizations into actual design guidelines [8, 249] and validate designs of contestable
algorithmic systems. Our results also suggest the need to research into the design of
contestation mechanisms that effectively provide voice and outcome influence to deci-
sion subjects. Sarra [355] argue that a “dialectical exchange” is necessary between deci-
sion subjects and human reviewers to effectively support contestability. This resonates
with our qualitative findings: many of our participants were asking for options to per-
sonally discuss or negotiate the outcomes with humans. Our participants considered
that discussing the decision with humans would potentially lead to a change in out-
come for cases that were close to the decision boundary (e.g., Q.27, Q.28; in line with
earlier work [148, 271]) and that humans would treat decision subjects with dignity and
compassion (e.g., Q.31; also in line with previous research [59, 271, 407]). These find-
ings further suggest that contestations might be better designed as dialogues [179, 224],
rather than mere appeal processes. When it comes to outcome influence, future research
should focus on ways of increasing the ability of subjects to exercise agency and true in-
fluence over the process [23]. This entails allowing decision subjects to determine the
input data that they want to provide along with the ability to influence the logics of the
decision-making process [249]. A promising research line in this field is that of interac-
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tive contestations [185].
Challenges. A major challenge when trying to give effective outcome influence to de-

cision subjects is the distribution of levels of control across individuals. Since the process
will eventually influence multiple people rather than one individual, the way in which
this control is distributed remains a key challenge [304]. We consider that participatory
design strategies [176], such as the workshops conducted by Vaccaro et al. [407], can help
deal with the trade-offs identified in our qualitative analysis. These workshops facilitate
conversations among different stakeholders (e.g., the development team and decision
subjects) and could, therefore, help identify the compromises in designing contestation
mechanisms that attend to individual circumstances while contributing to perceptions
of process consistency.

4.6.4. Multi-dimensional Measurement of Fairness Perceptions
In this chapter, we advocated for a multi-dimensional approach for capturing percep-
tions of fairness, inspired by literature in human decision-making. Our quantitative
analyses confirm that informational and procedural facets of fairness predict overall fair-
ness perceptions. Moreover, this multi-dimensional approach has enabled us to perform
exploratory analyses that have generated a nuanced understanding of how people per-
ceive each algorithmic configuration. Our findings, therefore, suggest that future studies
and practical applications could benefit from adopting a multi-dimensional rather than
a one-dimensional approach.

Despite our promising findings, using a tool that was designed for human decision-
making to evaluate algorithmic decision-making may not encompass the unique chal-
lenges that the inclusion of algorithmic systems bring to existing processes (as it is the
case for other fields such as human-agent collaboration [88]). Our aim behind using this
tool designed for human decision-making in an algorithmic context was to distill in-
sights from it and to identify future research directions. There is evidence that suggests
that decision subjects care about justice-related aspects in algorithmic decision-making,
as they care in human decision-making [59]. However, we acknowledge that there are
novel considerations that the usage of these systems results in [59] and that future work
should consider. For instance, the approach suggested by Colquitt [95] does not explic-
itly include the temporal dimension of the decision-making process as an attribute that
contributes to perceptions of procedural fairness. Through our qualitative analysis, we
found that this aspect was paramount for our participants. We note that most of the
criteria we evaluated were defined several decades ago. Due to societal changes and a
change in perceptions of time brought in by algorithmic systems, further research would
be needed to consider and effectively evaluate speed of decision-making as a procedu-
ral justice principle [409]. We, therefore, encourage further research into defining stan-
dardized methodological approaches that appropriately capture perceptions of fairness
across dimensions while being specifically adapted to algorithmic decision-making.

4.6.5. Limitations
In this section, we summarize limitations of our study that could represent threats to its
validity.

Reflections on our experimental setting. The design of our study might have had an
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impact on the obtained results. First, the between-subjects nature of the study might
have prevented participants from comparing different algorithmic configurations. The
effects of task stakes and human oversight might have been diluted because of this. Sec-
ond, the scenario used for conducting our controlled user study presented a case that
participants considered to be close to the decision boundary (see Q.27). This made the
request to have a human involved in the decision-making process, for example, to be
especially relevant for some participants (see Q.28). Fairness perceptions and the de-
sires expressed by participants might have been different if we had included scenarios
with different characteristics. Third, the design of our experiment described a loan de-
nial scenario for an individual called Kim. As opposed to some other authors (e.g., [271,
419]) we decided to tell this story in the third person [23, 365, 381] with no reference
to the individuals’ personal characteristics. The reason behind this design choice was
to minimize, as far as possible, the outcome favourability bias [419]. In the same line,
we limited the interaction between participants and the algorithmic system to a one-
shot interaction. Previous research has shown that, under repeated interactions, system
favorability towards the group that the decision subject belongs to has an effect on fair-
ness perceptions [154]. Our results indicate that, generally speaking, participants were
happy to endorse negative outcomes if explanations and contestation mechanisms were
in place. However, outcome favourability bias might have resulted in different reactions
had we referred to a case where the participants themselves had been denied a loan or
had we disclosed the demographics of different individuals and asked participants to re-
peatedly interact with the algorithmic system. Fourth, although we varied the level of
stakes involved in the task and found that perceptions of informational and procedural
fairness are robust across stakes, our study is still limited to a loan decision-making sce-
nario. Results may vary depending on the context. Fifth, terminology has been claimed
to affect decision subjects’ fairness perceptions [239]. Langer et al. [239] suggest that
the usage of multi-item measurement tools softens the impact of terminology, an ad-
vice we followed when measuring perceptions of informational and procedural fairness.
However, results may have been different had we used terms such as algorithmic system,
statistical model, or computing system instead of artificial intelligence.

Generalizability across cultures. For our study we recruited participants from the
Global North whose first language was English. Previous work has shown that cultural
and geographical differences play a key role in perceptions towards algorithmic sys-
tems [28, 54, 211]. Thus, we acknowledge that our study is subject to representativeness
limitations [252].

Need to incorporate empirical ethics as part of broader design frameworks for algo-
rithmic systems. Empirical studies represent a necessary strategy for testing the practi-
cal implications of theoretical claims. However, moving towards algorithmic decision-
making processes that enhance decision subjects’ feelings of justice requires that em-
pirical studies are part of broader efforts to create methodological tools that consider
different stakeholders’ (including decision subjects) viewpoints in the design and evalu-
ation processes of algorithmic systems [334, 438].
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4.7. Chapter Takeaways
In this chapter, we presented a preregistered user study investigating the right to contest
automated decisions and related safeguards as interpreted from Article 22(3) of the Gen-
eral Data Protection Regulation (GDPR) [131]. We evaluated the effect that the presence
(or lack thereof) of explanations, human oversight, and appeal mechanisms on decision
subjects’ ’ informational, procedural, and overall fairness perceptions. We found that ex-
planations and appeal mechanisms affect perceptions of informational and procedural
fairness, respectively. Even if appeal mechanisms positively contributed to procedural
fairness perceptions, they were still negatively perceived. We did not find evidence of
the effect of human oversight on these measurements. We also found that perceptions
of informational and procedural fairness, independently, are positively related to per-
ceptions of overall fairness. Our results confirm the need to rethink traditional appeal
mechanisms when dealing with algorithmic decision-making. The findings presented
in this chapter additionally highlight the need to further look into the operationaliza-
tion of human intervention and the effect that this safeguard has on decision subjects’
fairness perceptions (RQ4).



5
Decision Subjects’ Fairness
Perceptions Towards Human
Intervention

In this chapter, we evaluate how decision-making configurations with varying levels of
human intervention affect decision subjects’ fairness perceptions in algorithmic decision-
making (RQ4). Studying the effect of human intervention on decision subjects’ fairness
perceptions is relevant to contestability because human intervention is one of the safe-
guards that conditions decision subjects’ right to contest automated decision as inter-
preted from Article 22(3) of the General Data Protection Regulation (GDPR). While hu-
man intervention has been claimed to protect decision subjects’ rights, it is not clear
how decision-subjects perceive hybrid decision-maker configurations (i.e., combining
humans and algorithms). We address this gap through a mixed-methods study in an al-
gorithmic policy enforcement context. Through qualitative interviews (Study 1; N1 = 21),
we identify three characteristics (i.e., decision-maker’s profile, model type, data prove-
nance) that affect how decision-subjects perceive decision-makers’ ability, benevolence,
and integrity (ABI). Through a quantitative study (Study 2; N2 = 223), we then systemat-
ically evaluate the individual and combined effects of these characteristics on decision-
subjects’ perceptions towards decision-makers, and on fairness perceptions. We found
that only decision-maker’s profile contributes to perceived ability, benevolence, and in-
tegrity. Interestingly, the effect of decision-maker’s profile on fairness perceptions was
mediated by perceived ability and integrity.

This chapter is based on the following publication: Mireia Yurrita, Himanshu Verma, Agathe Balayn, Ujwal
Gadiraju, Sylvia Pont, Alessandro Bozzon. “Towards Effective Human Intervention in Algorithmic Decision-
Making: Understanding the Effect of Decision-Makers’ Configuration on Decision-Subjects’ Fairness Percep-
tions”. In Proceedings of the 2025 CHI Conference on Human Factors in Computing Systems (CHI ’25)

107



5

108 5. Decision Subjects’ Fairness Perceptions Towards Human Intervention

5.1. Introduction
In the context of algorithmic decision-making, human intervention refers to the act of
mediating an algorithmic output, where the (human) mediator has the appropriate com-
petence and authority to potentially change this output [354]. Human intervention is
included in regulatory efforts, like the European Union’s General Data Protection Regu-

lation (GDPR) [131], as a safeguard to protect decision-subjects’1 “rights and freedoms

and legitimate interests” against fully automated decisions2. By allowing a competent
human to have control over automated decisions, hybrid decision-maker configurations
(i.e., with human and artificial elements) are believed to offer the best of both worlds,
i.e., the efficiency and data processing capabilities of Artificial Intelligence (AI) systems,
and the flexibility of humans [140, 230, 339]. To evaluate the effectiveness of human
intervention in algorithmic decision-making, the HCI community is increasingly exam-
ining the influence of different decision-maker configurations on decision-subjects’ fair-
ness perceptions (e.g., by varying the roles defined for humans and AI systems) [59, 271,
437]. Crafting algorithmic decision-making processes that uphold decision-subjects’
standards of fairness is, in turn, key to ensuring the responsible implementation and
broader acceptance [53, 119, 247, 316] of AI systems that could help deal with large-scale,
increasingly-complex issues [140].

While previous HCI work capturing decision-subjects’ fairness perceptions towards
different decision-maker configurations has made important contributions, we identi-
fied two main research gaps. First, prior work mainly compared fully-automated config-
urations to exclusively-human configurations (e.g., [23, 80, 181, 247, 264, 271, 317, 406]).
In most cases, these studies concluded that decision-subjects prefer exclusively-human
configurations [80, 247, 264]. Although these inquiries are valuable for understanding
when algorithmic decision-making processes might not be desirable at all, they may
not provide insights into whether and how humans can intervene in algorithmic pro-
cesses to effectively safeguard decision-subjects against harmful automated decisions.
The few studies that did compare fully-automated vs. hybrid decision-maker configura-
tions found little evidence that confirms the effectiveness of human intervention in im-
proving decision-subjects’ fairness perceptions [419, 437]. Hence, informing the design of
future algorithmic decision-making processes that appropriately integrate human input
requires to further look into the effects of different hybrid decision-maker configurations
on decision-subjects’ fairness perceptions.

Second, prior work (e.g., [21, 23, 247, 365]) mainly evaluated characteristics of differ-
ent decision-maker configurations (e.g., profile of the decision-maker, training data of
the AI system, output explanations) in isolation, i.e., one characteristic at a time. How-
ever, prominent characteristics of such configurations might be intricately intertwined.
For example, the role played by the AI training data in an algorithmic configuration de-
pends on the decision-maker’s profile. If the decision-maker is composed of (a) an AI

1We will use the term decision-subjects to refer to individuals impacted by algorithmic decision-making.
2We will use the term algorithmic or Artificial Intelligence (AI) system to refer to computational systems for

decision aid. We will use the term algorithmic decision-making to refer to decision-making processes that
are driven or augmented by algorithmic systems —i.e., processes that are either fully automated or hybrid,
respectively. To refer to decision-making processes where there is no algorithmic element, we will use the
term human decision-making.



5.1. Introduction

5

109

system (i.e., fully-automated profile), it will rely on the training data to compute an out-
put and make a decision; if the decision-maker is composed of (b) a combination of a hu-
man and AI system (i.e., hybrid decision-maker profile), the human will consider the AI
output, which is conditioned by the training data, as an additional source of information
—along with their knowledge and judgment— when making a decision. The perceived
adequacy of the training data and the decision-maker profile might, therefore, co-shape
decision-subjects’ perceptions towards the decision-maker configuration and, jointly,
impact decision-subjects’ fairness perceptions. Identifying which decision-maker con-
figuration is perceived as most beneficial by decision-subjects, therefore, requires also to
look into the combined effects of diverse characteristics that define each configuration.

In this chapter, we aim to inform ways in which humans can effectively intervene
in algorithmic decision-making by capturing decision-subjects’ (1) perceptions towards
different decision-maker configurations and (2) fairness perceptions towards the decision-
making process (see Figure 5.1). To this end, we adopted a mixed-methods approach
[197] grounded in a context of algorithmic policy enforcement; specifically, the detection

of illegal holiday rentals.3 The mixed-methods approach consisted of two main stages:

1. Foundational interview study: We first conducted interviews with 21 participants who
rent their properties out for holiday purposes (Study 1; described in Section 5.3) —
decision-subjects of illegal holiday rental detection. Note that these interviews are the
same ones we analyzed in chapter 3. However, by re-analyzing these interviews with
a focus on decision-makers rather than contestability, we aimed to identify the char-
acteristics that decision-subjects prioritize when assessing the adequacy of decision-
maker configurations for this particular use case. The interview study also aimed to
generate a preliminary understanding about how these characteristics might affect
perceptions towards decision-makers’ Ability, Benevolence and Integrity (ABI) [280].
We chose to characterize perceptions towards decision-makers through the ABI model
[280] because this model distinguishes perceptions of trustworthiness towards decision-
makers from trust (see section 5.2.3). The following research questions guided the
interview study:

• RQ4.1.1.: What are the main characteristics that decision-subjects consider when
assessing the adequacy of decision-maker configurations?

• RQ4.1.2.: How do these decision-maker characteristics relate to perceptions of abil-
ity, benevolence and integrity towards decision-makers?

Through these qualitative interviews, we identified three prominent characteristics
(i.e., decision-maker profile, model type, input data provenance) that affect decision-
subjects’ perceptions towards different decision-maker configurations (RQ4.1.1.). We
mapped these characteristics onto the Ability, Benevolence, and Integrity (ABI) model
[280] (RQ4.1.2.).

3We chose an algorithmic system suggested by the municipality of Amsterdam for detecting illegal holiday
rentals as a use case. https://algoritmeregister.amsterdam.nl/en/illegal-holiday-rental-housing-risk/ (last
accessed 11.09.2024)

https://algoritmeregister.amsterdam.nl/en/illegal-holiday-rental-housing-risk/
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2. Large-scale quantitative study: We then used the insights generated in the interviews
to design a large-scale quantitative study (Study 2; described in Section 5.5). The ob-
jective of the large-scale quantitative study was to evaluate whether the preliminary
insights generated in Study 1 are generalizable to a larger population and inform de-
sign decisions by decision-making entities. The following research questions guided
our quantitative study:

• RQ4.2.1.: How do characteristics related to decision-makers’ configuration (i.e.,
decision-maker profile, model type and input data provenance) shape decision-
subjects’ perceptions of ability, benevolence, and integrity towards decision-makers?

• RQ4.2.2.: How do perceptions of ability, benevolence, and integrity towards decision-
makers predict decision-subjects’ fairness perceptions towards algorithmic decision-
making processes?

For our quantitative approach, we designed an online, preregistered4 user study. Par-
ticipants were shown a scenario where a municipality would either incorporate a
fully-automated or a hybrid decision-maker configuration to identify illegal holiday
rentals. Decision-makers would make use of either a probabilistic or a rule-based
model, fed with publicly or non-publicly available data. For each scenario, we mea-
sured perceived ability, benevolence, and integrity towards decision-makers and fair-
ness perceptions towards the algorithmic decision-making process as a whole.

Our results show that the decision-maker profile (fully automated vs. hybrid) af-
fected perceived ability and benevolence. Our exploratory analysis further shows that
the decision-maker profile additionally may affect perceived integrity. In all cases per-
ceptions towards hybrid decision-maker configurations were more favorable than fully-
automated ones. We did not find a main effect of model type (rule-based vs. proba-
bilistic) and data provenance (public vs. non-public) on perceived integrity. However,
exploratory analyses suggest that there may be an interaction effect between the two
characteristics (RQ4.2.1.). Our results also show that perceived ability and integrity pos-
itively relate to fairness perceptions (RQ4.2.2.). Furthermore, mediation analyses indi-
cate that the effect of the decision-maker profile on fairness perceptions may be me-
diated by both perceived ability and integrity. In a similar vein, exploratory analyses
suggest that the effect on fairness perceptions of participants’ agreement with policy
may also be mediated by perceived integrity. To ensure that human intervention safe-
guards decision-subjects’ rights, freedoms, and legitimate interests, our findings encour-
age public agencies implementing algorithmic decision-making processes to (a) design
workflows where street-level bureaucrats can effectively intervene, (b) balance the need
for justifying algorithmic decisions with decision-subjects’ right to privacy, (c) disentan-
gle perceptions towards decision-makers and the implemented policy, and (d) engage
with impacted communities when designing human intervention. Our findings addi-
tionally encourage future HCI research to (e) further examine the effectiveness of hybrid
decision-maker configurations in real-world contexts and (f) account for the complex
and distributed human labor that AI systems result from.

In this chapter we, therefore, make two main contributions.

4The preregistration is available at https://osf.io/82c95 (preregistered on 10.12.2023)

https://osf.io/82c95
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Figure 5.1: In our study, we evaluate the effect of different decision-maker configurations on decision-subjects’
perceptions of decision-makers’ ability, benevolence, and integrity. We also evaluate the relationship be-
tween decision subjects’ perceptions of decision-makers and their fairness perceptions towards the algorith-
mic decision-making process. Decision-maker configuration refers to the collection of entities that compose
a decision-making unit and the interactions among those entities. Entity refers to each independent element
that composes a decision-maker configuration. Characteristic refers to the attributes that define the speci-
ficity of each entity. Profile refers to the characteristic that specifically describes the nature of each entity (e.g.,
human). The union of profiles that define the entities composing a decision-maker configuration constitutes
the profile of the decision-maker configuration itself (e.g., if the profile of entity1 is “human” and the profile of
entity2 is “AI system”, the profile of the decision-maker configuration is “hybrid”).

• We generate empirical data on the individual and combined effects of decision-maker
profile, model type and input data provenance on perceptions of ability, benevolence
and integrity, and we identify how these perceptions relate to fairness perceptions.

• Drawing from those empirical insights, we provide four recommendations for public
agencies developing and deploying AI systems for decision-making.

All supplementary materials linked to this chapter can be found in our repository
(https://doi.org/10.4121/8c19bb03-14de-4c85-b781-33eed0cac44a). These include the
interview protocol and prompts used for the qualitative study and the preregistration,
task design, data, and code for analysis of our quantitative study.

5.2. Related work
This section first introduces the concept of human intervention for algorithmic decision-
making (section 5.2.1). We then summarize recent research looking into fairness per-
ceptions towards human intervention in algorithmic decision-making (section 5.2.2).
We finally give an overview of different models capturing perceptions towards decision-
makers (i.e., models of trust and perceived trustworthiness) and their relation to fairness
perceptions (section 5.2.3).

https://doi.org/10.4121/8c19bb03-14de-4c85-b781-33eed0cac44a
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5.2.1. Human Intervention in Algorithmic Decision-Making
In the context of algorithmic decision-making, human intervention is defined by regu-
latory efforts, such as the European Union’s General Data Protection Regulation (GDPR)
[131], as the act of providing human input by an individual with the competence and au-
thority to change an algorithmic output [354]. In Article 22(3) of the GDPR [131], human
intervention is represented as one of the three measures —along with decision-subjects’
right to express their point of view and to contest automated decisions— that safeguard
decision-subjects’ “rights, freedoms, and legitimate interests” against fully-automated
decision-maker configurations. Legal scholars have framed human intervention as a
means to protect decision-subjects’ fundamental right of human dignity [14]; a measure
to acknowledge the “foundational indeterminacy of human self” [182, 286]. By allow-
ing a competent human to provide input, human intervention is also claimed to be “an
antidote to machine error” [14].

The role of human intervention is especially important in the public sector. Public
decision-making processes deal with societally-sensitive topics [356, 445], where decision-
subjects do not have an alternative to dealing with public administration [11] —unlike
the private sector, where decision-subjects can stop using a service if they are not sat-
isfied with it. Decision-making processes in the public sector rely on the interpreta-
tion of policy performed by street-level bureaucrats (i.e., civil servants that directly in-
teract with citizens) [13, 445]. At the decision-making time, street-level bureaucrats en-
gage in reflexivity [13] and account for decision-subjects’ individual circumstances for
turning defined policies into effective policies, i.e., they apply administrative discretion.
When AI systems are introduced for public decision-making, decisions are made based
on decision-subjects’ position with respect to the algorithm’s decision boundary. Any
corrective feedback to consider decision-subjects’ individual circumstances is gathered
and applied after decision-making [13]. Human intervention in the public sector aims at
retaining and restoring street-level bureaucrats’ discretionary power as part of algorith-
mic decision-making [445]. Given the relevance of human intervention in algorithmic
decision-making in the public sector, we ground our study in a policy enforcement con-
text.

5.2.2. Decision-Subjects’ Fairness Perceptions Towards Decision-Maker
Configurations in Algorithmic Decision-Making

In an effort to test the effectiveness of human intervention in protecting decision-subjects’
rights in algorithmic decision-making, the number of HCI studies capturing decision-
subjects’ fairness perceptions towards various decision-maker configurations has pro-

liferated [55, 382].5

A considerable amount of work has been devoted to comparing fairness perceptions
towards human vs. fully-automated decision-makers [23, 80, 114, 181, 233, 247, 262,
307, 317]. Most prior work has claimed that people normally considered humans to be
more fair [80, 114, 181, 233, 247, 268, 307, 317]. Preference towards humans has been

5Note that we refer to literature that captured decision-subjects’ perceptions towards different decision-maker
configurations. Our related work section, therefore, does not include studies about the effect of different algo-
rithmic configurations on end-users’ trust/reliance or studies optimizing AI systems for teamwork in hybrid
decision-maker configurations (e.g., [38, 440]).
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claimed to be caused by the perceived facility to convince them towards a favorable out-
come as compared to algorithmic systems [148] and humans’ ability to account for non-
quantifiable aspects of the decision-making [307]. While comparing fully-automated vs.
exclusively-human decision-maker configurations is valuable to determine cases where
algorithmic decision-making might not be desirable at all, it generates little insight into
whether and how humans can intervene in algorithmic decision-making.

A smaller number of studies [303, 419, 437] has compared fully-automated vs. hy-
brid (i.e., involving humans and algorithmic systems) decision-makers. These studies
have, counterintuitively, led to inconclusive results. On the one hand, Wang et al. [419]
and Yurrita et al. [437] did not find any significant differences between both profiles. In
both cases, the hybrid decision-maker configuration consisted of a human who would
supervise every algorithmic decision [419] or those cases where the confidence of the AI
output was low [437] (i.e., the interaction between the human and AI was based on super-
visory control [348]). Nagtegaal [303], on the other hand, found that procedural justice
perceptions could increase when the decision was made by a hybrid decision-maker for
low-complexity tasks. In this case, the interaction in the hybrid decision-maker con-
figuration was based on advisory control [348], where the human would evaluate the
output given by the AI system. However, the preference towards hybrid decision-makers
was only true for high-complexity tasks if both options (hybrid and human decision-
maker) were juxtaposed through a within-subject setup but did not hold if the setup was
between subjects [303]. Motivated by the absence of conclusive evidence, this chapter
aims to deepen the understanding of the impact of human intervention in algorithmic
decision-making. To this end, we evaluate decision-subjects’ perceptions towards differ-
ent decision-maker configurations that include algorithmic elements and varying levels
of human input.

Recent work has also tested the effect of additional decision-maker-related charac-
teristics on decision-subjects’ fairness perceptions. These studies (mainly) tested the
effect of one characteristic at a time. The most prominent ones are explanations [59,
116, 365, 437], the decision basis [166], details about the design [419] and data to train
the system [21]. Explanations have been found to have a positive effect on informational
fairness perceptions [365, 437], which, in turn, positively relate to overall fairness per-
ceptions [437]. Using features that are perceived as relevant as the decision basis has
been found to lead to positive fairness perceptions [166]. No evidence has been found
of development procedures (e.g., developed in-house vs. outsourced) affecting fairness
perceptions [419]. Information about the data used to train the system has been found
to help users assess the fairness of a system [21].

To account for the potential entanglements between several decision-maker-related
characteristics, in our study, we systematically evaluate the individual and combined
effects of prominent decision-maker-related characteristics.

5.2.3. Models Capturing Perceptions Towards Decision-Maker Configu-
rations and their Relation to Fairness Perceptions

Fairness perceptions towards algorithmic decision-making have been captured in vari-
ous different ways. A recent systematic review by Starke et al. [382] showed that fourteen
of the reviewed studies directly captured fairness perceptions through single items. In-
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stead, seventeen of the reviewed studies used fairness scales designed for human decision-
making and adapted them to algorithmic decision-making. One of the most popular fair-
ness scales is the one suggested by Colquitt [95]. Colquitt [95] defined fairness percep-
tions across four justice dimensions: distributive (i.e., dimension related to decision out-
comes), procedural (i.e., related to the process), interpersonal (i.e., related to the treat-
ment towards decision-subjects) and informational (i.e., related to the provided infor-
mation). Despite the widespread usage of Colquitt’s [95] scale, the suggested dimensions
put little emphasis on evaluating the adequacy of the decision-maker configuration. The
interpersonal justice dimension, for instance, captures whether decision-subjects were
treated with respect during their interaction with decision-makers. However, it does not
capture decision-subjects’ perceptions towards the decision-maker configuration itself.
This might make it difficult to disentangle potential reasons why decision-subjects might
deem the decision-maker configuration (in)appropriate [280].

In organizational psychology, methods for capturing perceptions towards decision-
maker configurations have instead been characterized as models of trust (e.g., [97, 280,
312]). Some scholars [97, 254, 281, 312, 341, 344] conceptualize trust as the trustor’s (i.e.,
party that trusts another party) positive expectations towards the trustee’s (i.e., party that
is trusted) conduct, motives, and intentions in a situation that entails risk. This generates
in the trustor a willingness to act based on the trustee’s words, actions or decisions [96].
An alternative line of work has studied trust as the trustor’s willingness to be vulnera-
ble to the trustee’s actions [279, 280]. Mayer et al.’s [280] work is especially influential in
this research area. Mayer et al. [280] define ability, benevolence and integrity (i.e., ABI
model) as factors contributing to the perceived trustworthiness of the trustee. Ability
refers to a set of competencies or skills that the trustee possesses and that enable the
trustee to influence the decision-making domain [280]. Benevolence refers to the good-
will of the trustee towards the trustor [280]. Integrity is defined as the trustor’s perception
that the trustee adheres to an acceptable set of principles [280]. Trust is conceptualized
as a result of the trustee’s perceived trustworthiness, along with the trustor’s propensity
to trust in a risk situation. Previous work on automation has built on Mayer et al.’s [280]
model and adapted it to scenarios where the trustee is an automated agent [48, 231, 282].

In this chapter, we inform ways for humans to effectively intervene in algorithmic
decision-making by first capturing perceptions towards different decision-maker con-
figurations. To this end, we follow Colquitt and Rodell [96] and adopt the ABI model [280]
to characterize perceptions towards decision-makers. The reason for adopting the ABI
model [280] and not other trust models [97, 254, 281, 312, 341, 344] is that the ABI
model [280] distinguishes perceptions of trustworthiness towards decision-makers from
trust. The ABI model [280] characterizes perceived trustworthiness as an antecedent to
trust and captures it separate from trustor-related factors (e.g., propensity to trust) or
contextual factors (e.g., perceived risk). This distinction between trust and trustworthi-
ness can bring conceptual clarity and precision to capture perceptions towards decision-
maker configurations (conceptualized as their ability, benevolence, and integrity) and
evaluate their effect on fairness perceptions [96]. We apply the ABI model [280] in its
original form. While studies in automation have shed light on how to adapt the ABI
model [280] to automated decision-making scenarios, their focus has been on capturing
end-users’ (i.e., individuals interacting with the automated system) perceived trustwor-
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thiness towards the automated system (e.g., e-commerce agents [48], AI-enabled tech-
nology [168], AI for decision aid [380]). In our study, however, we focus on decision-
subjects’ (i.e., individuals impacted by the decision-making process) perceptions towards
decision-maker configurations and their effect on fairness perceptions. To the best of
our knowledge, Höddinghaus et al. [186]’s work has been the only one that charac-
terized decision-makers from a decision-subject perspective for algorithmic decision-
making. Höddinghaus et al. [186] characterized decision-makers through the original
ABI model [280] and adjusted ability items to capture two relevant facets of algorithmic
decision-making: data processing capacity and adaptability to changing conditions. We
follow Höddinghaus et al.’s [186]’s approach and apply the original ABI model [186] with
adapted ability items to capture perceptions towards decision-maker configurations.
Unlike Höddinghaus et al. [186], we use this approach to compare decision-subjects’
perceptions towards fully-automated vs. hybrid decision-maker configurations.

Perceptions towards decision-maker configurations and fairness perceptions towards
the decision-making process are, in turn, highly connected. Several theoretical works
(e.g., [398, 401]) have noted the existence of relationships between perceived trustwor-
thiness and fairness perceptions. In an empirical study, Colquitt and Rodell [96] showed
that the relationship between perceived trustworthiness towards decision-makers — con-
ceptualized through the ABI model [280]— and fairness perceptions is reciprocal for hu-
man decision-making. To the best of our knowledge, no prior work has investigated
how trustworthiness perceptions towards decision-maker configurations conceptual-
ized as the decision-makers’ ability, benevolence, and integrity affect fairness percep-
tions in algorithmic decision-making. We do so in this study. On a practical level, we
believe that evaluating this relation can inform design decisions by decision-making en-
tities. For example, if, based on the decision-maker configuration, decision-subjects
have already formed negative perceptions of ability, and this strongly affects decision-
subjects’ fairness perceptions, making changes in appeal mechanisms –element beyond
the decision-maker configuration that has been shown to contribute to fairness percep-
tions [437]– might not be effective; changes in the decision-maker configuration itself
should be prioritized. On an empirical level, it also allows us to bring nuance to the re-
lation between trustworthiness and fairness constructs, and capture whether and how
fairness perceptions relate differently to each of ABI [280] dimensions.

5.3. Study 1: Qualitative Interview Study
In this chapter, we adopt a mixed-methods approach [197]. We followed prior work [44],
and first conducted a foundational interview study (1) to identify the main characteris-
tics that participants highlighted when evaluating the adequacy of decision-maker con-
figurations for an illegal holiday rental detection scenario and (2) to get a preliminary
understanding on how these might relate to perceptions towards decision-makers’ abil-
ity, benevolence, and integrity. In contrast to [44], we focused on decision-subjects’
perceptions towards decision-maker configurations, rather than perceptions of indus-
try experts towards AI systems. We, then, used these findings to formulate our research
questions, hypotheses, and to design our quantitative study (as described in Sections 5.4
and 5.5).
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5.3.1. Use case and Participant Recruitment
Illegal Holiday Rental Detection
For our study, we focused on illegal holiday detection as a use case within the context of
algorithmic policy enforcement. In recent years, the proliferation of short-term rentals
(e.g., Airbnb) in highly populated cities has led to municipalities increasing their efforts
to regulate those rentals (e.g., Amsterdam, Barcelona), or, in some cases to ban some
listings (e.g., New York City) [45, 308]. To identify illegal holiday rentals and address the

presented issue, municipalities all over the world6 have suggested workflows to search
for potential illegal holiday rentals. For Study 1, we chose to focus on the algorithmic sys-

tem suggested by the municipality of Amsterdam7 to identify illegal short-term rentals.
The municipality of Amsterdam developed a risk-based system that prioritizes reports
submitted by citizens by relying on features about the identity of the reported property
owner, building data, and prior illegal housing cases. This system was suggested in 2019
and expected to be pilot tested in 2020.

Although this system has, to date, not been deployed due to delays in data collection

caused by the COVID-19 pandemic,8 we argue that this use case represents a compelling
context for our study. The reasons for this are threefold. (1) It is a timely decision-making
process that deals with a widespread issue and for which algorithmic systems might be
used in the near future. (2) It is a real-world use case and, therefore, allows us to in-
form municipalities on the design of algorithmic systems that are aligned with decision-
subjects’ fairness perceptions. (3) It also allows us to recruit participants that could po-
tentially be affected by similar systems in the future.

Participant Recruitment
We recruited 21 participants from Western countries with experience renting their prop-
erties out as short-term rentals and that could potentially be correctly or incorrectly
identified by these types of systems (i.e., they had a personal stake in the topic [90],
and, therefore, represented proxy decision-subjects). Since the topic at hand affects a
wide range of highly populated cities in several Western countries, we decided not to
limit the study to the Amsterdam area and included participants who rent out proper-
ties in cities where initiatives to identify illegal holiday rentals (algorithmic or not) have
been put in place. We also ensured diversity in participants’ disciplinary backgrounds
and self-reported AI literacy. We recruited participants by announcing our study in our
institution and in short-term rental channels, and by reaching personal contacts.

Interview Procedure
In line with previous research (e.g., [70, 129, 211]), we used a scenario-based approach
to introduce our participants to the use case.We introduced a fictional piece of news de-

6See the examples of New York City: https://portal.311.nyc.gov/article/?kanumber=KA-02317; Barcelona:
https://meet.barcelona.cat/habitatgesturistics/en; Berlin: https://ssl.stadtentwicklung.berlin.de/wohnen/
zweckentfremdung_wohnraum/formular/adresswahl.shtml; or Porto: https://www.asae.gov.pt/espaco-pub
lico/formularios/queixas-e-denuncias.aspx

7https://algoritmeregister.amsterdam.nl/en/illegal-holiday-rental-housing-risk/(last accessed 11.09.2024)
8Check the official communication on the status of the project https://amsterdam.raadsinformatie.nl/docum

ent/12731876/2#search=%22Afhandeling%20toezegging%20pilot%20algoritme%20Alpha%20handhaving
%20vakantieverhuur%22 (last accessed 11.09.2024)

https://portal.311.nyc.gov/article/?kanumber=KA-02317
https://meet.barcelona.cat/habitatgesturistics/en
https://ssl.stadtentwicklung.berlin.de/wohnen/zweckentfremdung_wohnraum/formular/adresswahl.shtml
https://ssl.stadtentwicklung.berlin.de/wohnen/zweckentfremdung_wohnraum/formular/adresswahl.shtml
https://www.asae.gov.pt/espaco-publico/formularios/queixas-e-denuncias.aspx
https://www.asae.gov.pt/espaco-publico/formularios/queixas-e-denuncias.aspx
https://algoritmeregister.amsterdam.nl/en/illegal-holiday-rental-housing-risk/
https://amsterdam.raadsinformatie.nl/document/12731876/2#search=%22Afhandeling%20toezegging%20pilot%20algoritme%20Alpha%20handhaving%20vakantieverhuur%22
https://amsterdam.raadsinformatie.nl/document/12731876/2#search=%22Afhandeling%20toezegging%20pilot%20algoritme%20Alpha%20handhaving%20vakantieverhuur%22
https://amsterdam.raadsinformatie.nl/document/12731876/2#search=%22Afhandeling%20toezegging%20pilot%20algoritme%20Alpha%20handhaving%20vakantieverhuur%22
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scribing the use case and we asked our participants about their perceptions towards the
benefits and drawbacks of introducing an AI system for the detection of illegal holiday
rentals. We additionally showed our participants the information about the system as
summarized in the algorithm register (e.g., data provenance, type of algorithm, work-
flow, potential harms) —see the interview protocol in Appendix B.1. This allowed us
to obtain a nuanced understanding of the aspects of the system and the decision-maker
configuration that participants perceived as (in)appropriate. Note that participants were
not directly asked about their perceptions of ability, benevolence, and integrity towards
the decision-maker configuration. These connections were drawn as a result of the anal-
ysis process.

Data Collection and Analysis

We conducted one-hour online interviews between July and August 2023. Before con-
ducting our study, our research plan was reviewed and approved by the ethics commit-
tee in our institution. The participation in our study was compensated with 25 EUR or
equivalent in local currency. The recordings of the interviews were transcribed and an-
alyzed using thematic analysis [90, 91] with a combination of inductive and deductive
orientation to data. The analysis process took place in an iterative way, moving between
empirical data and theory. The first author inductively explored the empirical data and
generated a first set of codes. The second and third authors partially coded the data. We
then consulted Mayer et al.’s [280] model and deductively grouped the codes into the di-
mensions of ability, benevolence and integrity. While these dimensions might overlap at
times (e.g., a decision-maker showing empathy could be considered to have the ability to
be empathetic —ability dimension— or having the willingness to do good —benevolence
dimension—), we identified the strongest association between the code groups that we
generated in the analysis and Mayer et al.’s [280] definition of each dimension (e.g., we
interpret empathy as “a positive orientation of the trustee towards the trustor” [280] even
when there is no extrinsic reward, and cluster it within the dimensions of perceived
benevolence). We then reflected on the characteristics of the decision-maker configu-
ration relative to which participants were evaluating the adequacy of the configuration,
i.e., the characteristics that might cause the observed variations in perceptions. In most
cases, participants would not explicitly mention the characteristic that caused variations
in their perceptions, but the identification of such characteristics was the result of the
interpretative process that the authors engaged in [90, 91] –see Figure 5.2. Unlike [44],
in this chapter we do not intend to provide an exhaustive set of all characteristics that
might affect participants’ perceptions but rather identify a set of characteristics whose
effect we can then quantitatively test. We narrowed the number of characteristics down
applying two main criteria: (1) the characteristic was prominent and (2) the total num-
ber of characteristics was tractable quantitatively. We, therefore, report a list of three
characteristics that caused variations in perceptions of at least one third of participants.
Note that the extent to which characteristics deemed prominent in the interviews were,
indeed, relevant to a larger population was then quantitatively tested through Study 2.
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Figure 5.2: Example of the analysis process for one quote.

5.3.2. Findings from Study 1
In the following lines, we map prominent characteristics relative to which our partic-
ipants evaluated the adequacy of decision-makers to each dimension of Mayer et al.’s
[280] model (i.e., ability, benevolence, integrity).

Perceived Ability
Overall, participants were optimistic about integrating an AI system into the decision-
making process. 19 out of 21 participants evaluated the ability of the decision-maker to
detect illegal holiday rentals based on the decision-maker’s profile, from fully-automated

decision-makers to hybrid decision-maker configurations, i.e., with the intervention of
civil servants (“We have been using AI to deal with data since a long time ago. It depends
on which level of autonomy the AI has.” P6). When referring to the necessary competen-
cies, and characteristics of the decision-maker, most participants highlighted accuracy
as one of the most important dimensions. Many (13/21) pointed out the data processing
capabilities of AI systems, considering AI systems effective tools for initial screening (“I
suppose you could design an AI system that would flag questionable complaints that, you
know, need to be investigated in some way.” P7). AI systems were believed to be able to
detect patterns that humans cannot (9/21). Efficiency was considered the main reason
to implement an AI system (12/21), viewing it as a good way of dealing with bureaucracy.

Even if AI systems were seen as a means to improve decision accuracy, several partic-
ipants acknowledged the imperfect nature of AI (7/21) and the importance of ensuring
good quality input data (4/21) (“I think a human has to be behind it. I would use the AI to
flag the ones [reported properties], and rank the ones that could be more illegal. But, some-
times there can be errors, or some houses maybe have an old license. I know that databases
can be outdated. There has to be someone checking.” P10). Remarks about AI (in)accuracy
and (lack of) data quality were often made to highlight that decision-maker configura-
tions should include some level of human intervention at decision-making time: civil
servants were seen as capable of correcting errors made by the AI system during the
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interaction (8/21). Only a few (3/21), were interested in knowing about human interven-
tion in the definition of training data or during AI system development for evaluating the
ability of the decision-maker configuration.

Perceived Benevolence

13 out of 21 participants evaluated the decision-maker’s willingness to do good (i.e.,
benevolence [280]) based on the decision-maker’s profile. AI systems were seen as un-

able to account for contextual factors and to allow decision-subjects to discuss and ar-
gue, which is needed to treat decision-subjects with consideration (6/21) (“They [human
civil servants] need to use their more personal human skills. Maybe they [owners] can lie,
but, you still give the owner a chance to at least defend and argue.” P10). Civil servants, in-
stead, were considered to be willing to understand the “shades” of the decision-making
process, and to offer a full picture of the situation to a partial AI (8/21); if civil servants
made the last decision, decision-subjects would not be reduced to numerical values. A
few (3/21) highlighted that civil servants should show empathy and politeness towards
the decision-subject (“I would prefer to have the point of view of a person that can also
really understand me. A real person who is available to explain, who is polite, who is
available to give information. And to help me also.” P12). Others (5/21) additionally
mentioned care, commitment, and consideration as necessary properties for decision-
makers to be considered benevolent (“I [as a decision-subject] want to talk to someone
that can understand what I’m afraid of and not to someone that will tell me on the phone:
yeah, this is not right.” P18).

Perceived Integrity

20 out of 21 participants evaluated the decision-makers’ integrity based on the means
that these use for making the decision, namely the decision basis operationalized as the
model type (i.e., probabilistic vs. rule-based). For ensuring integrity, those participants

highlighted that the decision basis should comprise relevant and actionable features,
where the cause of the decision should be clearly stated in relation to the rules violated
by the decision-subject (“But where is the proof that it [illegal rental] is so? That I have a
35 m2 apartment? And that a neighbor has called to complain about that? It proves that
I am renting my home illegally? I don’t think so, if this is not backed up with other data.”
P9). 9 out of 21 participants evaluated the decision-makers’ integrity based on input
data provenance (i.e., publicly vs. non-publicly available). Those participants indicated

that the information used for decision-making should be aligned with the principle of
proportionality, i.e., come from an ethically acceptable source (“If they have a movie or
camera, a picture with a large group of people, people moving in the house with big back-
packs. In that case, I would question if they are using the data for the purpose that the
data was generated.” P20). Facilitating fraud detection was seen as positive to avoid a
shortage of long-term rentals, which was seen as a social good (4/21) (“There might be
many citizens who don’t have access to housing, and I believe housing is a human right. So
if this algorithm is being used to identify cases where the house that is being rented should
be given to citizens instead of tourists. Then I think this AI is doing something good.” P4).
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5.4. Hypotheses for Study 2
Combining the insights we got from our qualitative study with prior literature in algo-
rithmic and human decision-making (e.g., [59, 96, 365, 419]), we formulated seven hy-
potheses about the effect of characteristics defining a decision-maker configuration on
perceived ability, benevolence, and integrity, and the effect of these on fairness percep-
tions. An overview of the hypotheses is given in Figure 5.3. All seven hypotheses were
pre-registered before collecting the data. The combined effects between characteristics
were examined in an exploratory fashion (see section 5.6.3).

Figure 5.3: Overview of our hypotheses.

5.4.1. Hypotheses related to RQ4.2.1: Characteristics affecting Perceived
Ability, Benevolence, Integrity

• Hypothesis 4.1a (H4.1a). A hybrid decision-maker configuration (i.e., with human in-

tervention)9 is perceived as more able than a fully-automated one.

Rationale. In Study 1, we observed that 19 out of 21 participants evaluated decision-
makers’ ability based on the decision-maker profile, hybrid configurations being con-
sidered as the ones that bring the best of the AI system and the human. Previous work
suggests that fully-automated decision-maker configurations are perceived to be ef-
ficient and objective [247, 437]. However, these are also perceived to be less adapt-
able than humans [186]. Participants in our qualitative study highlighted that a hybrid
decision-maker benefits from the ability of the algorithmic system to efficiently and
accurately process data, while enabling the human to exercise discretion. We, there-
fore, hypothesize that a hybrid decision-maker configuration will be perceived as more
able than a fully-automated decision-maker configuration.

• Hypothesis 4.1b (H4.1b). A hybrid decision-maker configuration is perceived as more
benevolent than a fully-automated one.

9In the pre-registration, we formulated our hypotheses by referring to hybrid decision-maker configurations as
“a human decision-maker that uses an algorithmic system to augment their capabilities” and fully-automated
decision-makers as “algorithmic decision-makers”. For the sake of consistency with the rest of the chapter, we
will use the term “hybrid decision-maker configuration” vs. “fully-automated decision-maker configuration”.

https://doi.org/10.4121/8c19bb03-14de-4c85-b781-33eed0cac44a
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Rationale. In Study 1, we observed that 13 out of 21 participants evaluated decision-
makers’ benevolence based on the decision-maker profile, configurations relying only
on AI systems being considered as unemphatic and rigid. Previous work, through
qualitative findings, suggests that fully-automated decision-maker configurations are
considered impersonal and dehumanizing [59]. Problematic aspects of fully-automated
decision-maker configurations include their inability to account for the unique indi-
vidual circumstances of decision-subjects, and to adapt the decision-making to their
needs and preferences [264, 437]. In our qualitative study, participants highlighted
that a decision-making process where the final decision is made by a human, can show
empathy and consideration towards the decision-subject, i.e., can be more benevo-
lent. We, therefore, hypothesize that a hybrid decision-maker configuration will be
perceived to be more benevolent than a fully-automated algorithmic decision-maker
configuration.

• Hypothesis 4.1c (H4.1c). The perceived integrity of a decision-maker configuration
is higher when it concerns rule-based models than when it concerns a probabilistic
model.

Rationale. In Study 1, we observed that 20 out of 21 participants assessed decision-
makers’ integrity based on the model type. Binns et al. [59], through their qualitative
findings, suggested that decision-subjects consider statistical inferences unacceptable
as a basis for algorithmic decision-making. Similarly, some participants of our quali-
tative study claimed that generalization should not be acceptable as a decision basis,
and that decisions should not be supported by a system that relies on what other indi-
viduals did. Participants, in contrast, were asking for a clear indication of the rules that
they were violating. Even if Wang et al. [419] did not find any effect of the model type
on decision-subjects’ fairness perceptions, we hypothesize that relying on rule-based
models will contribute to higher perceptions of integrity compared to probabilistic
models.

• Hypothesis 4.1d (H4.1d). The perceived integrity of a decision-maker configuration is
higher when the data used for decision-making comes from publicly available databases
rather than non-publicly available data sources.

Rationale. In Study 1, we observed that 9 out of 21 participants assessed decision-
makers’ integrity based on the input data provenance. These participants suggested
that it is acceptable to use publicly available data as input data while accessing data
that might invade the privacy of decision-subjects (i.e., non-publicly available data)
was not considered acceptable. Previous work showed that information about data
sources used for training a model allows users to judge the trustworthiness of a system
and to assess its fairness [21]. Even if the effect found by Anik and Bunt [21] referred
to training data rather than input data, we hypothesize that the type of input data will
affect decision-subjects’ perceptions. More concretely, using non-publicly available
data for decision-making will negatively impact decision-subjects’ perceptions of in-
tegrity towards the decision-maker as compared to using publicly available data.
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5.4.2. Hypotheses related to RQ4.2.2: Effect of Perceived Ability, Benev-
olence, Integrity on Fairness Perceptions

• Hypothesis 4.2a (H4.2a). Perceived ability relates positively to perceptions of fairness.

Rationale. Previous literature in human decision-making did not find ability to be a
significant predictor for fairness perceptions [96]. As opposed to these findings, we
hypothesize that a difference in context might play a role. Colquitt and Rodell [96]
studied the relationship between perceived ability and perceptions of fairness by re-
cruiting alumni from a university and capturing their perceptions towards their imme-
diate managers. For this context, the authors argued that more able managers might
create more outcome differentiation in their units, which the alumni might not always
benefit from, and therefore, might not perceive as fair. As opposed to this context,
we hypothesize that in a context where citizens might benefit from higher levels of
ability in the decision-maker (e.g., by ensuring that, thanks to detecting illegal holiday
rentals, the societal issue of not having enough long-term rental availability is amelio-
rated), perceived ability will relate positively to fairness perceptions.

• Hypothesis 4.2b (H4.2b). Perceived benevolence relates positively to perceptions of
fairness.

Rationale. Prior literature in human decision-making found that for benevolence and
integrity, the relationships between perceived trustworthiness and fairness percep-
tions are reciprocal; both influencing one another [96]. Similarly, we hypothesize that
in algorithmic decision-making, benevolence will relate positively to fairness percep-
tions.

• Hypothesis 4.2c (H4.2c). Perceived integrity relates positively to perceptions of fair-
ness.

Rationale. Literature in human decision-making has shown that perceptions of in-
tegrity affect dimensions of distributive, procedural, informational and interpersonal
fairness perceptions [96]. We hypothesize that for algorithmic decision-making pro-
cesses, there will also be a positive relation between perceived integrity and fairness
perceptions.

5.5. Study 2: Large-Scale Quantitative Study
In this section, we describe how the insights generated in Study 1 (section 5.3) informed
the design of our quantitative study. Our quantitative study aims at testing the hypothe-
ses (see section 5.4) formulated based on the understanding we gained through the in-
terview study.

5.5.1. Variables
Independent Variables
To capture perceptions towards decision-makers while avoiding outcome favorability
bias [268, 419], the scenario shown to our participants was narrated in the third per-
son and we asked them to look into it through the lens of a decision-subject, following
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Table 5.1: Overview of independent variables and their origin.

Independent
Variable

Conditions Origin

Profile Hybrid Examples given by participants in Study 1 (e.g., “So, if it’s just
something that is supporting the human decision-making when
dealing with huge amounts of data, I think that’s fine.” (P6)).

Fully-
automated

Previous work where AI makes the final decision [419].

Model type Probabilistic Original system designed by Amsterdam municipality. Unlike
prior work [419], we did not use terms like “machine learning”
to refer to probabilistic models to make the provided informa-
tion accessible to participants with all levels of AI literacy and to
avoid ambiguity bias (i.e., association of negative perceptions to
missing or ambiguous information [118]).

Rule-based 20 out of 21 participants’ desire to be evaluated in relation to the
rules they had violated in Study 1.

Data prove-
nance

Publicly avail-
able databases

Workings of the original system suggested by the municipality
of Amsterdam.

Non publicly
available data
sources

Examples given by participants in Study 1 (e.g., “You could
use street cameras to determine how many people stay there for
which period of time” (P21)).

prior work [23, 365, 381, 437]. We generated 2× 2× 2 = 8 different scenarios based on
three independent variables.

• Profile (categorical, between-subjects). Each participant was randomly assigned to
one of two configurations (Table 5.1):

1. Hybrid (AI-Human). An AI was used as a screening tool that informs the decision of
the human civil servant to consider the reported property an illegal holiday rental.
The human civil servant would evaluate the output of the system and, based on
their own judgment [303], decide whether to send a first warning to the property

owner.10

2. Fully-automated (only AI). An AI would evaluate the reported property and, based
on that evaluation, determine whether there is an illegal holiday rental in that ad-
dress. Based on the output of the AI system, a warning letter would be sent to the
property owner.

• Model type (categorical, between-subjects). Each participant was randomly assigned
to one of two configurations:

1. Probabilistic. The AI system would calculate the probability of the reported address
to be an illegal holiday rental based on a set of parameters. Each parameter was fol-

10The study was pilot-tested with 12 experts in human-computer interaction from our institution. During the
pilot test, we checked the effectiveness of the manipulations, the feasibility of the presented scenarios [40],
the layout, wording and potential biases that we might trigger [118].
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lowed by a different number of (+) signs to indicate that some of those parameters
had a more prominent impact on the final probability [59, 116].

2. Rule-based. The AI system would evaluate whether the reported address meets rel-
evant conditions that might indicate the property is being illegally rented as a holi-
day rental.

The parameters that the probabilistic and rule-based models would consider depend
on the type of data that the AI system would retrieve. If publicly available data was
retrieved, we would present participants with a few of the parameters that the original
system suggested by the municipality of Amsterdam relies on for calculating a proba-
bility. If data that is not publicly available was retrieved, we would present participants
with parameters related to the flow of people accessing the building.

• Data provenance (categorical, between-subjects). Each participant was randomly as-
signed to one of two configurations:

1. Publicly-available data sources. The AI system would have access to and retrieve
information available in the public registry.

2. Non-publicly-available data sources. The AI system would have access to and re-
trieve the camera footage from the doorbell in the building or the footage from the
nearest street camera.

Dependent Variables.
The measurement instruments can be found in our repository.

• Perceived ability11 (continuous). Measured by the average score on the six items sug-
gested by Höddinghaus et al. [186].

• Perceived benevolence (continuous). Measured by the average score on the five items
suggested by Mayer and Davis [279].

• Perceived integrity (continuous). Measured by the average score on the six items sug-
gested by Mayer and Davis [279].

• Perceived fairness (continuous). Measured by a one-item construct on a 7-point Likert
scale, following previous work [239, 247, 437].

Descriptive and Control Variables
The measurement instruments can be found in our repository.

• Age group (categorical). Age group that participants belong to. Participants chose one
of the six categorical options.

11To validate if the responses of our participants were consistent with the initial definition and use of the
measurement tools (i.e., items capturing perceived ability, benevolence, integrity) by Höddinghaus et al.
[186] and Mayer and Davis [279], we conducted a principal component analysis (PCA). We encourage the
interested reader to check the document ABI-Fairness.pdf (pages 46-49) in our repository.

https://doi.org/10.4121/8c19bb03-14de-4c85-b781-33eed0cac44a
https://doi.org/10.4121/8c19bb03-14de-4c85-b781-33eed0cac44a
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Table 5.2: Overview of control variables and rationales for including them.

Control variable Rationale for inclusion

Lessee of short-term
rentals

We sought to understand whether having experience as a lessee of
short-term rentals and, therefore, having a personal stake in the
topic [90], had an impact on perceptions towards decision-makers.

AI literacy It has been shown to impact fairness perceptions in algorithmic
decision-making [365, 437].

Affinity for technology It has been shown to affect perceptions of ability towards algorithmic
systems [239].

Personal experience
with decision-makers
of illegal short-term
rentals

Experience and familiarity with a specific decision-maker profile (al-
gorithmic or non algorithmic) has been shown to lead to preferences
towards that decision-maker [233].

Personal experience
with public administra-
tion

From our qualitative study, we observed that, in 6 out of 21 partici-
pants, previous experiences with the public administration affected
their perceptions towards the suggested scenarios.

Affinity for short-term
rental policy

From our qualitative study, we observed that, in 4 out of 21 partici-
pants, perceptions towards the adequacy of the policy itself affected
their perceptions towards the suggested scenarios.

Perceived task complex-
ity

Previous work has shown that task complexity affects preferences to-
wards human or algorithmic decision-makers [247, 303].

• Level of education (categorical). Highest level of education that participants had com-
pleted. Participants chose one of the six categorical options.

• Lessee of short-term rentals (categorical). Experience renting out their property as a
short-term rental —see Table 5.2.

• AI literacy (continuous). Knowledge and expertise working or interacting with AI [365].
We captured it through the average score on the four items suggested by Schoeffer et
al. [365].

• Affinity for technology (continuous). Curiosity towards and willingness to engage with
the technical working of systems [239]. We captured it through the average score on
the four items suggested by Franke et al. [143], following previous work [239, 437].

• Personal experience with decision-makers of illegal short-term rentals (continuous). We
captured participants’ personal experience with algorithmic systems or humans mak-
ing decisions about illegal holiday rentals through an adapted version of the scale used
by Kramer et al. [233] and measured by the average score of the two suggested items.

• Personal experience with public administration (continuous). We employed an adapted
version of the scale used by Kramer et al. [233] and measured the average score on the
two suggested items.

• Affinity for short-term rental policy (continuous). We measured affinity to policy through
a one-item construct on a 7-point Likert scale, following previous work [288].
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• Perceived task complexity (continuous). We measured perceived task complexity through
a one-item construct on a 7-point Likert scale, similar to previous work [271, 437].

5.5.2. Procedure
We designed a four-step study —see Figure 5.4.

Figure 5.4: Procedure of the study.

Step 1. Participants accepted the informed consent and responded to questions re-
lated to our exploratory variables (see section 5.5.1).

Step 2. Participants were shown a brief paragraph with information about the policy
of their municipality in matters of short-term rentals. Participants were then introduced
to the decision of the municipality to introduce an Artificial Intelligence system to ac-
celerate the detection of illegal holiday rentals. Depending on which of the 2× 2× 2 = 8
between-subject scenarios participants got randomly assigned to, they would read about
a workflow where a fully-automated or a hybrid decision-maker configuration was put
in place. Participants would also get to know whether the system relied on a probabilis-
tic or rule-based model and whether it operated on publicly-available or non-publicly-
available data. Participants would then be shown a graphical representation of the work-

flow12 to facilitate comprehension.
Step 3. Participants were then shown an example of how the workflow looks in prac-

tice. The decision to do so was based on the observations from our qualitative study,
where participants, especially those with lower AI literacy levels, would not understand
what the jargon would entail in practice until they saw an example. Participants then
answered the first attention check.

Step 4. Participants were asked to evaluate perceived ability, benevolence, and in-
tegrity towards the decision-maker through a set of questions (see section 5.5.1). Af-
ter each set of questions, participants were asked to further elaborate and justify their

perceptions of ability, benevolence, and integrity through open-ended questions.13 The
second attention check was located between the questionnaire about perceived ability

12The graphical representations for each scenario were designed so that participants would not anthropomor-
phize the algorithmic system or link human-like intelligence traits to it (e.g., by avoiding to represent the AI
through a brain and a human-looking robot), as suggested by experts in the pilot study.

13For the sake of conciseness, we do not include the responses to open-ended questions in the main body of
this chapter. The interested reader can find these responses in our repository.
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and perceived benevolence. Participants were finally asked to evaluate their fairness
perceptions towards the algorithmic decision-making process.

5.5.3. Data Collection

We planned to recruit at least 205 participants for data collection purposes. We calcu-
lated our planned sample by using the software G*Power [136], for a between-subjects
ANOVA (Fixed effects, special, main effects and interactions). We calculated the sample
size by setting the default effect size 0.25, a significance threshold of α = 0.05/7 = 0.007
since we will test several hypotheses on the same data, a desired power of 0.8, with 8
groups and the respective degrees of freedom.

We recruited 223 participants on Prolific (https://www.prolific.com/) where we
shared the link to our study with them. The study was conducted on Qualtrics (https:
//www.qualtrics.com/). All our participants were at least 18 years old and participated
in the study only once. Since geographical location has been found to have an effect on
fairness perceptions in algorithmic decision-making [211], we screened participants to
ensure that they were located in a country in the Global North. All our participants were
proficient in English. The participation in the study was compensated with an hourly
rate of $12 or equivalent in the currency of the platform, which is higher than the federal
minimum ($7.25/hour) and than the average compensation ($11/hour). Participants
were introduced to an informed consent statement before they began the survey.

5.5.4. Data Analysis

We mapped all (seven-point) Likert scale answers onto an ordinal scale going from −3 to
3 (i.e., from strongly disagree to strongly agree). We used both parametric and nonpara-
metric tests in our analysis, and our choice of tests was informed by the criteria defined
by Harwell [172]. We used parametric tests when the underlying assumptions of normal-
ity (Shapiro-Wilk test) and equality of variance (Bartlett’s test) were satisfied, or when the
test itself was robust to departures from these assumptions. For the sake of brevity, we
will omit reporting the tests for assumptions. Since we are testing 7 hypotheses on the
same data, we applied a Bonferroni correction to our significance threshold, reducing it
to 0.05

7
= 0.007.

We used ANOVA (Analysis of Variance) as a parametric test and Kruskal-Wallis as a
non-parametric test to examine the differences among the independent variables. Effect
sizes for these tests were calculated using the eta-squared measure. We also used linear
regression –both parametric and non-parametric– to model the influence of indepen-
dent and control variables on dependent variables and to examine interaction effects.
Finally, we conducted a mediation analysis to better explain the direct and indirect ef-
fects of the independent and control variables on the dependent variables. Mediation
analysis [273] permits us to explore the nuanced effects of mediator variable(s) on the
observed relationship between the independent (or control) and dependent variables –
whether the observed total effect is the main effect or whether there is a mediation effect
that can better explain the variance in the originally observed relationship.

https://www.prolific.com/
https://www.qualtrics.com/
https://www.qualtrics.com/
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5.6. Results and Analysis of Study 2
In this section we summarize the quantitative —confirmatory (section 5.6.2) and ex-
ploratory (section 5.6.3)— results of our study. The anonymized data, code for analy-
sis (in R) and a report of the performed tests (with visualizations) are available in our
repository.

5.6.1. Descriptive Statistics
For our study, we recruited 232 participants, out of which 223 participants passed both
attention checks. Demographics are summarized in Table 5.3.

Table 5.3: Summary of our 223 participants’ demographics.

Feature Category (Number of participants, percentage)

Education Incomplete high-school (1/223, 0.4%), High-school diploma (41/223, 18.4%),
Some college education (52/223, 23.3%), Bachelor’s degree (71/223, 31.8%),
Professional Schooling (8/223, 3.6%), Postgraduate degree (50/223, 22.4%)

Age 19-25 years old (36/223, 16.14%), 26-35 years old (61/223, 27.36%), 28-50 years
old (62/223, 27.8%), 50+ years old (74/223, 28.7%)

Self-reported AI
literacy

Response to having a a good knowledge in the field of AI, working with AI, or
being confident when interacting with AI: Disagreed (121/223, 54.26%), Agreed
(102/223, 45.74%)

5.6.2. Hypothesis Tests
For our confirmatory analyses, we report the results for H4.1a, H4.1b, H4.1c, H4.1d based
on Kruskal-Wallis tests. To test H4.2 we performed a non-parametric multiple linear
regression.

H4.1a: We found a main effect of the decision-maker’s profile on perceived ability,

χ
2(1) = 72.01, p < .001, η2 = 0.32. Perceived ability was observed to be higher for hybrid

profiles as compared to fully-automated ones (see Figure 5.5).

Figure 5.5: Effect of decision-maker’s profile on perceived ability.

https://doi.org/10.4121/8c19bb03-14de-4c85-b781-33eed0cac44a
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H4.1b: We also found a main effect of the decision-maker’s profile on perceived benev-
olence, χ2(1) = 39.80, p < .001, η2 = 0.18. Perceived benevolence was found to be higher
for hybrid profiles compared to fully-automated profiles (see Figure 5.6). Even if the
decision-maker’s profile has a significant effect on perceived benevolence, it is worth
noting that the mean values of perceived benevolence are below the midpoint of our
chosen Likert scale of [−3,+3]; both for a hybrid decision-maker configuration (Mean =
−0.49, Median = −0.6, SD = 1.49) and for a fully-automated one (Mean = −1.68, Median
= −2.0, SD = 1.17).

Figure 5.6: Effect of decision-maker’s profile on perceived benevolence.

H4.1c: We found no significant difference in perceived integrity across model type,

χ
2(1) = 0.06, p > .1, η2 = −0.004.

H4.1d: We found no significant difference in perceived integrity based on the input

data provenance, χ2(1) = 2.69, p = .1, η2 = 0.008.
H4.2a, H4.2b, H4.2c: Our results showed that perceived abililty and integrity signifi-

cantly affected fairness perceptions, however, the effect of perceived benevolence was

not significant, R2 = 0.71, F(3, 219) = 93.35, β = 0.26, p < .001. We observed that a unit
increase in perceived ability resulted in a 0.42 point increase in fairness perceptions (p
< .001). Similarly, a unit increase in perceived integrity led to a 0.63 point increase in
fairness perceptions (p < .001).

We, therefore, found evidence in favor of four of our hypotheses (H4.1a, H4.1b, H4.2a,
H4.2c). These results show that the decision-maker’s profile has a main effect on both
perceived ability and benevolence, and that perceived ability and perceived integrity re-
late positively to fairness perceptions.

5.6.3. Exploratory Analyses
Besides the pre-registered confirmatory analyses, we also conducted exploratory anal-
yses to better understand the observed effects. In particular, we performed two types
of analyses: (1) additional main and interaction effects of the independent and control
variables (see section 5.5.1) on perceived ability, benevolence, and integrity, and (2) me-
diation analyses as described earlier in section 5.5.4.
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(1) Main and interaction effects.

Effect of Decision-Maker Profile on Perceived Integrity. Through a Kruskal-Wallis test,
we examined differences in perceived integrity across profiles. Our analysis revealed

that perceived integrity differed significantly across the decision-maker’s profile, χ2(1) =

53.08, p < .001, η2 = 0.24. Higher perceived integrity was reported for hybrid decision-
maker configurations as compared to the fully-automated profile (see Figure 5.7).

Figure 5.7: Effect of decision-maker’s profile on perceived integrity.

Effect of Model Type and Data Provenance on Integrity. In our confirmatory analy-
ses, we found no significant main effect of model type or data provenance on perceived
integrity. However, as an exploratory analysis, we examined the main and interaction
effects of profile, model type, and data provenance on perceived integrity by fitting a lin-
ear regression. Our results indicate an interaction effect between model type and data

provenance (β = 0.83, p = .04) in modeling perceived integrity, R2 = 0.26, F(7, 215) = 11.12,
β = 0.27, p < .001 (see Figure 5.8).

Effect of Policy Agreement on Perceived Integrity. Next, we examined the effect of
participants’ policy agreement on perceived integrity through a quantile regression. Our

results showed a significant effect, R2 = 0.07, F(1, 221) = 20.07, β = 0.25, p < .001. A
one-point increase in policy agreement resulted in a 0.25-point increase in perceived in-
tegrity (p = .03). It is worth noting that although policy agreement has a significant effect
on perceived integrity, the effect itself is weak.

(2) Mediation effects. We followed the procedure outlined by MacKinnon [273] in con-
ducting the mediation analysis, and we tested the significance of the mediation effects
using nonparametric bootstrapping approximations. Specifically, we computed unstan-
dardized mediation effects for each of the 500 bootstrapped samples, and the 95% con-

fidence interval (CI) was determined by computing the indirect effects at the 2.5th and
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Figure 5.8: This figure shows the significant interaction effect between model type and data provenance when
modeling perceived integrity.

97.5th percentiles.

Mediation Effect of Perceived Ability on the Relationship Between Decision-Maker’s
Profile and Perceived Fairness. In section 5.6.2 we reported significant effects of pro-
file on perceived ability, and of perceived ability on fairness perceptions. Consequently,
we hypothesize that these two effects may be related and that perceived ability may
mediate the effect of profile on fairness perceptions. We observed that the regression
coefficients between profile and fairness perceptions (β = 1.25, p < .001), and between
perceived ability and fairness perceptions (β = 0.80, p < .001) were significant (see Fig-
ure 5.9) . In addition, we observed a complete and significant mediation effect, β = 1.40,
C I = [1.07, 1.77], p < .001.

Figure 5.9: Mediation effect of perceived ability on the relationship between decision-maker’s profile and fair-
ness perceptions.

Mediation Effect of Perceived Integrity on the Relationship Between Decision-Maker’s
Profile and Perceived Fairness. As with perceived ability, we hypothesize that per-
ceived integrity may mediate the effect of profile on fairness perceptions. Our analysis
revealed another complete and significant mediation effect, β = 1.23, C I = [0.94, 1.51],
p < .001. The regression coefficients between profile and fairness perceptions (β = 1.25,
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p < .001), and between perceived integrity and fairness perceptions (β = 1.08, p < .001)
were significant (see Figure 5.10).

Figure 5.10: Mediation effect of perceived integrity on the relationship between the decision-maker’s profile
and fairness perceptions.

Mediation Effect of Perceived Integrity on the Relationship Between Policy Agreement
and Perceived Fairness. Previously, we reported a significant effect of policy agree-
ment on perceived integrity. In addition, our exploratory analysis revealed a significant

effect of policy agreement on fairness perceptions, R2 = 0.02, F (1, 221) = 5.18, β = 0.45,
p = .02. Therefore, we conducted a mediation analysis with perceived integrity as the
mediator. Our results show a significant mediation effect, β = 0.20, C I = [0.05, 0.37], p =
.008. The regression coefficients between policy agreement and fairness perceptions (β
= 0.18, p = .02) and between perceived integrity and fairness perceptions (β = 1.09, p <
.001) were significant (see Figure 5.11).

Figure 5.11: This figure shows the mediation effect of perceived integrity on the relationship between policy
agreement and fairness perceptions.

5.7. Discussion
Drawing from our findings and prior literature, we discuss implications for the design of
algorithmic decision-making processes in the public sector and for future HCI research.

5.7.1. Summary of Results In Relation to Previous Work
In this section, we summarize the results of our interview (RQ4.1.1., RQ4.1.2.) and large-
scale quantitative studies (RQ4.2.1., RQ4.2.2.). We focus on the findings related to the
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decision-maker profile in section 5.7.1, and on the findings related to the model type and
data provenance in section 5.7.1.

Effect of decision-maker profile.
In algorithmic decision-making, human intervention aims at ensuring that decisions are
not uniquely based on decision-subjects’ data shadows, i.e., computational representa-
tions of decision-subjects through aspects of a person that can be metrified [286]. Find-
ings from our interviews indicate that decision-subjects’ perspectives on human inter-
vention were aligned with such intention, profile of decision-makers (i.e., with or with-
out human intervention) being a prominent characteristic that decision-subjects would
consider when assessing the adequacy of decision-maker configurations (RQ4.1.1.). De-
cision subjects evaluated the ability and benevolence of decision-maker configurations
based on the decision-maker’s profile (RQ4.1.2.). In our quantitative between-subjects
study, and unlike previous work [303, 419, 437], we did find statistically significant differ-
ences between ability and benevolence perceptions towards hybrid decision-maker con-
figurations and fully-automated ones, hybrid configurations being perceived as more
able and benevolent (RQ4.2.1.). Additionally, our results indicate that there might be
an effect of decision-maker profile on integrity perceptions too, hybrid configurations
being associated with higher levels of integrity. The reason why we found significant
differences between decision-makers’ profiles might be due to (1) presenting a hybrid
decision-maker configuration where the interaction paradigm relies on advisory con-
trol rather than supervisory control [348] and (2) differences in research method. Pre-
vious work comparing decision-subjects’ perceptions towards fully-automated vs. hy-
brid decision-maker configurations [303, 419, 437] mainly gave humans a supervisory
role and attributed them the task to monitor AI’s actions (supervisory control [348]).
Instead, we explicitly indicated that the AI’s task was limited to flagging potential ille-
gal holiday rentals but it was the human who would evaluate the output and make the
final decision (advisory control [348]). The advisory control paradigm might have led
participants to perceiving human intervention as more effective. On a methodologi-
cal level, we followed practices from literature in organizational psychology for human
decision-making [96]. Instead of capturing the effect of decision-maker configurations
(a) on fairness perceptions directly [382], or (b) through fairness scales with little em-
phasis on the decision-maker [95], we first measured decision-subjects’ perceptions of
ability, benevolence, and integrity towards decision-makers. We then captured fairness
perceptions towards algorithmic decision-making. Such an approach enabled us to ver-
ify that decision-maker configurations with human intervention were seen as more able
and benevolent, and associated with higher levels of integrity than fully-automated con-
figurations.

It should be noted that, even if hybrid decision-maker configurations were perceived
as more benevolent than fully-automated ones, benevolence perceptions were still neg-
ative in every case we evaluated. We suspect the nature of the public sector might have
had an impact on such results. Algorithmic decision-making in the public sector presents
several peculiarities compared to the private sector [11]. Unlike the private sector, where
decision-subjects can, e.g., look for an alternative financial company if their loan gets
rejected [437], decision-subjects necessarily have to deal with decisions made by public
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institutions [11]. This lack of alternatives might have contributed to negative benev-
olence perceptions across conditions. Additionally, participants might have perceived
that, even when a human was making the final evaluation informed by the AI, the sug-
gested action (i.e., sending a warning) was too harsh.

Effect of Model Type and Data Provenance
In our interview study, we observed that model type and input data provenance were
also prominent characteristics that decision-subjects would consider when assessing
the adequacy of decision-maker configurations (RQ4.1.1.) Participants evaluated decision-
makers’ integrity based on the model type and the input data provenance (RQ4.1.2.). In-
terviewees were especially interested in receiving a clear statement about the cause that
led to the warning and the rules that they, as decision-subjects, had violated (i.e., they
were asking for a justification [179]). The lack of alternatives and the nature of the public
sector might also explain this demand, which would align with findings by Aljuneidi et
al. [11]. Aljuneidi et al. [11] observed requests for justifications in a scenario capturing
decision-subjects’ fairness perceptions towards an algorithmic process for expired ID-
card renewals. Instead, for a loan approval scenario in the private sector, counterfactual
explanations were considered adequate as long as these were actionable [365] —without
necessarily having to point to the appropriateness of the factors, which is needed in jus-
tifications [179].

In our quantitative study, we did not find a main effect of model type and data prove-
nance on perceived integrity (RQ4.2.1.). However, our quantitative study did reveal that
there might be an interaction effect between model type and data provenance when pre-
dicting perceptions of integrity. The desire for systems that provide justifications like
rule-based models, therefore, depends on the data source (publicly available or non-
publicly available) that the model relies on. This suggests that, even for contexts such
as policy enforcement, relying on data that respects decision-subjects’ privacy is key in
shaping decision-subjects’ perceptions. Exploratory results also indicate that, in addi-
tion to model type and input data provenance, decision-subjects’ agreement with the
implemented policy might have an effect on integrity perceptions, which mediates its
effect on fairness perceptions.

Findings from our large-scale quantitative study also showed that perceptions of
ability and integrity relate positively to fairness perceptions (RQ4.2.2.). We further dis-
cuss this finding in section 5.7.4.

5.7.2. Implications for Designing Algorithmic Decision-Making Processes
in the Public Sector

Based on our findings, we highlight four main recommendations for designers develop-
ing and deploying AI for public decision-making.

1. Design workflows where street-level bureaucrats can meaningfully intervene in al-
gorithmic decision-making.

Our study suggests that, when humans are meaningfully involved in the algorith-
mic decision-making process, decision-subjects’ perceptions of ability, benevolence,
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and integrity towards the decision-maker tend to improve. Therefore, the first de-
sign implication is that decision-making workflows should be structured to ensure
street-level bureaucrats are actively involved and maintain effective control when in-
teracting with AI (e.g., through an advisory control paradigm [348]). However, even
if street-level bureaucrats have final control over decisions, the nature of their in-
teraction with the AI requires careful consideration. Prior work has highlighted the
problematic opacity of AI systems [75, 346], i.e., presenting high-dimensional char-
acteristics stemming from mathematical optimizations in a format adapted to end-
users’ needs for semantic interpretation and reasoning is not a trivial task [75]. Dif-
ficulties in presenting algorithmic outputs might lead to overreliance on the AI sys-
tem [72, 198]. End-users’ cognitive biases have also been shown to contribute to over-
reliance [174]. Public agencies designing AI systems and integrating them in decision-
making should, therefore, carefully look into how interactions between street-level
bureaucrats and AI systems occur so that street-level bureaucrats can apply their tacit
knowledge when making decisions [14]. This is necessary to prevent human interven-
tion from boiling down to a confirmation mechanism of algorithmic outputs [354].
Explanations [411], cognitive forcing functions [72], or reinforcement learning paradigms
[73, 226] have been suggested as potential solutions to AI overreliance. For algorith-
mic decision-making in the public sector, street-level bureaucrats might be better po-
sitioned to apply discretion if they were provided with multidimensional outputs and
algorithmic suggestions instead of mandated outcomes [356]. Designers should eval-
uate the utility of those solutions while considering the complex bureaucratic pro-
cesses street-level bureaucrats face in their everyday practice [445].

2. Balance the need for justifications and decision-subjects’ right to privacy. Our quan-
titative results showed an interaction effect between data provenance and model type.
This indicates that decision-subjects’ wish for justifications (which would indicate
their preference toward rule-based models) does not hold when compliance with ex-
isting rules is evaluated based on data that comes from ethically questionable sources.
Public organizations designing future algorithmic decision-making processes for pol-
icy enforcement should, therefore, balance the need to rely on models that provide
justifications about the decision and the need to respect decision-subjects’ privacy,
i.e., rule-based AI systems should not be implemented when the data that these sys-
tems evaluate does not align with the principle of proportionality.

3. Disentangle perceptions towards hybrid decision-maker configurations and per-
ceptions towards the implemented policy. Our exploratory quantitative findings in-
dicate that integrity perceptions towards decision-maker configurations might be im-
pacted by participants’ agreement with the policy behind the identification of illegal
short-term rentals. This finding implies that public institutions aiming to inform ef-
fective mechanisms for human intervention by capturing decision-subjects’ fairness
perceptions should disentangle decision-subjects’ perceptions towards the suggested
mechanisms and their agreement with the enforced policies. This requires crafting
experimental designs that not only capture perceptions towards human-AI configu-
ration properties, but also towards the alignment between the goal of the decision-
making and citizens’ political stance. Representative modes of civic participation are
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well suited to ensure that the enforced policies are aligned with democratic values [7].

4. Engage with impacted communities when designing human intervention in algo-
rithmic decision-making processes. Beyond a mere quality control mechanism, hu-
man intervention should represent an effective means for protecting decision-subjects’
fundamental rights (e.g., human dignity) [14]. It is, therefore, important that orga-
nizations developing and deploying AI systems for public decision-making account
for the perceptions towards human intervention of communities who will suffer the
consequences of automating those processes [182]. Ours is an effort in this direc-
tion. Recent studies indicate that cities like Amsterdam include civic participation
approaches to inform the design of pilot AI systems [7]. If municipalities like Amster-
dam were to integrate our approach as part of their civic participation initiatives, we
recommend that they engage with individuals who have previously been impacted by
similar systems or, who might be impacted in the future in that specific municipal-
ity. Through interviews, designers could capture impacted communities’ lived expe-
riences, which would help identify additional factors that contribute to perceptions
of fairness for that specific context. There might be cultural factors that our study has
not captured and that are relevant for that case. The qualitative insights could then be
complemented with a large-scale quantitative user study for capturing perceptions
of citizens of that municipality. This would shed light on the generalizability of the
qualitative findings and on the broader acceptance of the suggested decision-maker
configuration. Studies like these would address the need to encourage public partic-
ipation and reasoned deliberation about public AI, moving away from procurement
processes with limited visibility of design choices [301].

HCI scholars could additionally contribute in this direction by examining how hu-
man intervention is being shaped in real-world public algorithmic decision-making
processes. This includes exploring (a) whether and how participatory approaches
focus on informing human intervention, (b) what mechanisms exist for scaffolding
decision-subjects’ perceptions when shaping human intervention, or (c) how to adapt
existing (generic) frameworks for responsible AI design to specifically focus on hu-
man intervention design [108, 125]. Exploring how human intervention is shaped is
especially relevant in an era where the European Union’s Artificial Intelligence Act
(entered into force on August 1st 2024) will require deployers of high-risk AI systems
to provide a “description of the implementation of human oversight measures” as
part of a “Fundamental Rights Impact Assessment” (Article 27(1)) [134].

5.7.3. Making Complex and Distributed Human Intervention(s) Visible
Across AI Pipelines

Our findings confirm the need for street-level bureaucrats to retain discretionary power
to effectively intervene in algorithmic decision-making and to safeguard decision-subjects’
rights. However, those designing decision-support AI systems also hold some level of
discretionary power [445]. By translating high-level system goals into specific design
requirements, system designers encode legislation into software [445]. Findings from
our interviews indicate that most of our participants thought of human intervention as
the act of providing human input at the time of decision-making for correcting AI er-
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rors (aligned with how the GDPR [131] defines human intervention). Only a few were
interested in knowing how humans intervene in the early stages of AI design. It could be
argued, however, that human intervention in algorithmic decision-making should not
be limited to the human making the final decision. Instead, human intervention should
account for the complex and distributed human labor that AI systems result from [354],
i.e., human intervention should be framed as a problem of many hands [92]. This re-
quires to acknowledge the (partial) shift of discretionary power from decision-making
time to design time [445], and to ensure reflexivity at all stages of the AI pipeline. The
HCI community could explore several future research directions stemming from a holis-
tic take on human intervention.

One of those future research directions involves adopting a preventive approach to
human intervention [14]. There are different ways of “datafying” an action or a per-
son [183]. A preventive approach to human intervention [14] advocates for disclosing
and challenging the assumptions underneath design choices (and the rationales that
led to those choices [436]). Practitioners need both (1) infrastructure [32] and (2) guid-
ance [36, 109, 274] to meaningfully exercise reflexivity. Future HCI research could look
into methods for bringing visibility to the design choices (e.g., choices on which data
to include or not to include when training AI systems [300]) that shape machine be-
haviour [322, 323, 350] and the downstream impact of such choices.

Furthermore, with the proliferation of generative AI systems, AI design pipelines are
becoming increasingly modular [35, 92]. Since actors distributed across different organi-
zations contribute to the production, deployment and use of AI systems, responsibility
is distributed across those actors and there is limited visibility of the choices made by
others (i.e., actors suffer from accountability horizon [92]). Future HCI research should
further investigate the dynamics that prevail in those algorithmic supply chains. This in-
cludes conducting ethnographic and workplace studies to uncover, e.g., who is involved
in algorithmic supply chains, how their interactions are structured, or how AI supply
chains develop over time [35, 92].

5.7.4. Adapting the ABI Model to Algorithmic Decision-Making
To capture decision-subjects’ perceptions towards algorithmic decision-maker config-
urations with varying levels of human intervention, we characterized each decision-
maker configuration based on Mayer et al.’s [280] ability, benevolence, and integrity
(ABI) model. We then related perceptions of ability, benevolence, and integrity to decision-
subjects’ fairness perceptions. Our confirmatory analysis showed that perceived ability
and integrity positively relate to fairness perceptions. Our exploratory analyses further
revealed a mediation of both perceived ability and integrity on the effect that decision-
makers’ profile has on fairness perceptions. Similarly, a mediation analysis revealed that
the effect of policy agreement on fairness perceptions might be mediated by perceived
integrity. These results are testimony to the potential suitability of the multidimensional
ABI model [280] to provide a nuanced understanding of how and why fairness percep-
tions towards algorithmic decision-making processes might be mediated by decision-
subjects’ perceptions towards decision-makers.

The ABI model [280] was created to capture perceived trustworthiness (conceptual-
ized through perceptions of ability, benevolence, and integrity) towards human decision-
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makers [280]. Even if not explicitly developed for algorithmic decision-making, using
the ABI model [280] was especially suitable in our study because it distinguishes percep-
tions towards decision-makers from trustor-related and contextual factors. This brings
conceptual clarity and precision when capturing the relationship between perceptions
toward decision-makers and fairness perceptions in algorithmic decision-making. We
followed Höddinghaus [186] and modified the dimension of ability to highlight data
processing capabilities and flexibility in algorithmic decision-making. The dimensions
of benevolence and integrity were captured through the tool developed by Mayer at al.
[279]. In light of our findings, future research capturing decision-subjects’ perceptions
towards algorithmic decision-maker configurations could benefit from adopting an ap-
proach similar to ours. However, further methodological contributions are needed to
capture the unique parameters that define benevolence and integrity in algorithmic de-
cision making. Although efforts in this direction have taken place from an end user per-
spective in the area of automation [48, 168, 229, 231, 242, 282, 380] (see section 5.2.3), the
need for adapting the ABI model [280] from the perspective of decision-subjects or the
wider public has received relatively little attention. From the interviews, for example,
we identified that, for algorithmic decision-making, explainability and actionability of
the decision basis could be important parameters within the dimension of integrity (see
section 5.3.2). Methodological approaches are needed to systematically identify factors
unique to algorithmic decision-making and rigorously validate constructs equivalent to
the ABI model [280] across different contexts.

5.7.5. Caveats and Limitations
In this section, we discuss relevant caveats and report the limitations of our study.

1. Participants With a Personal Stake: For our qualitative study, we decided to recruit
participants with experience renting their properties out as short-term rentals. We
did so to ensure our participants had a personal stake in the hypothetical scenario [90].
For our main study, instead, we did not screen participants based on their experience
as short-term rental lessors. We decided to tell the story in the third person, asked
participants to look into the scenario through the lens of a decision-subject [365, 437],
and captured participants’ experience renting properties out as short-term rentals as
a control variable (section 5.5.1). We did so to avoid outcome favorability bias [268,
419] as it has been done in prior work [23, 365, 381]. We suspect results might vary if
all participants had experience with short-term rentals, e.g., the perceived of appro-
priateness of the enforced policy might be lower, affecting integrity perceptions.

2. Participants With Different Cultural Backgrounds: We recruited participants from the
Global North who were proficient in English. Fairness perceptions towards algorith-
mic decision-making have been shown to vary depending on whether participants
belong to the Global North or South [211]. Our study might, therefore, be subject to
representativeness limitations [252].

3. Additional Characteristics and Human Factors: Our study controlled for a limited
number of decision-maker characteristics and human factors. However, additional
characteristics (e.g., training data) or human factors (e.g., AI skepticism) might im-
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pact decision-subjects’ perceptions towards algorithmic decision-maker configura-
tions in different cultural contexts and use cases.

4. Generalizability Across Use Cases: Our study is limited to a single use case (i.e., de-
tection of illegal holiday rentals) to generate in-depth insights into the selected con-
text [90]. We expect our results to partially generalize to other use cases. We expect
the effect of hybrid decision-maker configurations on perceptions of ability, benev-
olence and integrity to be generalizable across use cases as long as the presented
human intervention is as meaningful as in an advisory control paradigm [348]. We
expect negative benevolence perceptions and the interaction between data prove-
nance and model type to generalize only to other policy enforcement contexts. For
contexts other than policy enforcement, however, statistical inferences that provide
counterfactual explanations may be perceived as acceptable [365] and lead to posi-
tive integrity perceptions regardless of the data provenance. As for the effect of policy
agreement on perceptions of integrity, we expect this effect to be generalizable to use
cases beyond policy enforcement. While in contexts other than policy enforcement
there is no “implemented policy” as such, we predict that the agreement with the po-
litical principles inherent to a specific decision-making process may affect perceived
integrity. For example, in a loan approval process, decision-subjects’ perception to-
wards the need to request a loan in itself –instead of the government offering every
citizen a home– may affect perceptions of integrity towards the decision-maker con-
figuration.

5. Effect of Design Choices: We made specific design choices when selecting the termi-
nology and designing the visual stimuli for our quantitative study. We decided to use
the term Artificial Intelligence and avoid images that anthropomorphize algorithmic
systems (e.g., brains, humanoid robots). Results might have been different if we had
used a different terminology (e.g., computational system, statistical model) [239] or
visual means.

5.8. Chapter Takeaways
In this chapter, we presented a mixed-method study that looks into the effect of varying
levels of human intervention on decision subjects’ fairness perceptions. Through a com-
bination of qualitative and quantitative methods, we evaluated the effect of decision-
maker profile, model type, and data provenance on decision subjects’ perceptions of
ability, benevolence, and integrity. We found that the decision-maker’s profile affects
perceptions of ability, and benevolence. We also found that perceived ability and in-
tegrity relate positively to fairness perceptions. Mediation analyses indicated that the
effect of the decision-maker’s profile on fairness perceptions is mediated by perceived
ability and integrity. Decision subjects additionally highlighted the need to ensure data
quality, output correctness, and effective discretion from human controllers. Our find-
ings suggest that human intervention shall not be limited to human controllers making
the final decision; it should encompass all humans that play a role in developing and
deploying AI systems. In chapter 6, we reflect on how a broader interpretation of human
intervention relates to the concept of contestability by design.
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In this concluding chapter, we first recall the aim of this dissertation. We then sum-
marize our findings and outline how these findings respond to the formulated research
questions. We also reflect on the implications of the work included in this dissertation.
Next, we point out the limitations of our work. We finalize with some concluding re-
marks.

6.1. Recalling the Aim
In view of the potentially harmful effects of adopting Artificial Intelligence (AI) systems
for decision-making, several actors such as the European High-Level Expert Group ap-
pointed by the European Commission have suggested ethical principles for ensuring
that such AI systems are trustworthy [140]. One prominent ethical principle for trustwor-
thy AI is contestability; a property that makes AI systems open and responsive to human
intervention throughout their lifecycles [9]. Contestability has been claimed to be an ef-
fective way of empowering decision subjects and of ensuring that algorithmic decision-
making processes are regarded as legitimate and acceptable alternatives to human-led
decision-making [95, 162, 253, 259, 393, 400].

Despite recent interest, most guidelines for designing contestable AI are concep-
tual and there is little insight into whether and how contestability empowers decision
subjects in algorithmic decision-making. In this dissertation, we addressed this gap by
generating empirical insights into decision subjects’ needs for and fairness perceptions to-
wards contestability. These insights are aimed at informing the development and deploy-
ment of contestable AI systems that empower those subjects to algorithmic decision-
making. To this end, in chapter 2, we first contextualized contestability in the current
discourse on trustworthy AI. In chapter 3, through interview-based qualitative meth-
ods, we identified decision subjects’ procedural and information needs for meaningful
contestability. In chapter 4, we operationalized contestability as the right to contest au-
tomated decisions and related safeguards (i.e., explanations, human intervention) as in-
terpreted from Article 22(3) of the European Union’s General Data Protection Regulation
(GDPR) [131]. We conducted a large-scale quantitative study and evaluated the individ-
ual and combined effects of explanations, human oversight, and appeal mechanisms on
decision subjects’ fairness perceptions. In chapter 5, we further explored how to articu-
late human intervention as a safeguard that conditions the existence of the right to con-
test automated decisions as interpreted from Article 22(3) of the GDPR [131]. Through a
combination of qualitative and quantitative approaches, we captured decision subjects’
fairness perceptions towards algorithmic decision-making configurations with varying
levels of human intervention.

6.2. Summary of Findings
RQ1: What are the main trustworthy Artificial Intelligence principles and how are
these principles operationalized so as to enable a multi-stakeholder deliberation in
AI design and assessment?
With research question 1, we aimed at (1) generating an overview of the current dis-
course on trustworthy AI so as to locate contestability in such discourse. We also aimed at
(2) operationalizing trustworthy AI principles and (3) at encouraging a multi-stakeholder
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deliberation to deal with tensions inherent in the design and assessment of socio-technical
systems. To this end, in chapter 2, we conducted a meta-review on recent trustworthy AI
standards. The meta-review resulted in the development of a framework that summa-
rizes prominent ethical principles for trustworthy AI design and assessment in a circular
arrangement (see figure 6.1). The circular framework presents two bipolar dimensions.
Principles that are located close to each other tend to uphold similar values. Opposing
dimensions denote tensions between the principles located in those dimensions. The
circularity of the framework, therefore, allows to visually identify potential similarities
and tensions between different principles. In our framework, contestability is located
next to explainability and human control, within the dimension of individual empow-
erment. Contestability, therefore, upholds values that are closest to explainability and
human control, and contributes to the safeguard decision subjects’ interests.

Figure 6.1: Graphic representation of the developed framework.

We operationalized each of the identified prominent principles by breaking them
down into criteria that define those principles and their manifestations (see figure 6.2).
Since several of these principles and criteria are mutually exclusive and require negoti-
ation, we advocated for engaging several stakeholders in such negotiations. To enable
a multi-stakeholder deliberation, we mapped currently available stakeholder-specific
means for communicating manifestations of trustworthy AI principles and correspond-
ing criteria. Through this mapping we identified a scarcity of guidelines for operational-
izing contestability and means for enabling multi-stakeholder deliberation about con-
testability.

RQ2: What are decision subjects’ needs for meaningful contestability in algorithmic
decision-making?
In response to RQ1, we identified that, despite contestability being part of the “norma-
tive core” [138] that guides a principle-based design of trustworthy AI, the operational-
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Figure 6.2: Workflow for operationalizing trustworthy AI principles and enabling a multi-stakeholder deliber-
ation. Each value was broken down into specific criteria and manifestations. We then mapped the communi-
cation means per stakeholder that were available at the time to deliberate each of the presented values.

ization of and deliberation about contestability had received little attention. Among the
different stakeholders that can exercise contestability [9], we decided to further explore
decision subjects’ needs for contestability. With research question 2, we aimed at gen-
erating empirical insights into decision subjects’ information and procedural needs for
meaningful contestability in algorithmic decision-making. Our findings highlight the
cooperative nature of contestability (see table 6.1): decision subjects need (1) coopera-
tion in sense-making, (2) support during contestation acts, and (3) appropriate respon-
sibility attribution throughout the AI development and deployment pipelines.

Cooperation in sense-making. The sense-making process that precedes a contesta-
tion act requires the cooperation of decision subjects, legal and AI experts that decision
subjects might contacts, and human controllers. The information needs and support
level required by decision subjects depended on participants AI literacy and experience
with topics related to AI fairness. All participants expressed the willingness to know the
why behind the decision output. They needed this information to be able to under-
stand their individual situation and to decide whether to engage in an act of contes-
tation. Some decision subjects were willing to know how the decision-making process
took place. The usefulness of knowing how the decision-making took place depended on
decision subjects’ capacity to make sense of such information. Our results suggest that
such sense-making capacity might be mediated by decision subjects’ AI literacy. The ca-
pacity of using information about the workings of the AI system as part of a contestation
process might, instead, be mediated by decision subjects’ experience with AI fairness.
Regardless of decision subjects’ profile, decision subjects requested means to facilitate
dialogue with controllers. These included effective communication means and accessi-
ble explanations.

Social support in contestation acts. The contestation procedure requires the coop-
eration between decision subjects, reviewers, third parties assigned to decision sub-
jects, and fellow sufferers. Decision subjects sought organizational and peer support.
As far as organizational support is concerned, decision subjects required reviewers of
the algorithmic decisions to be flexible, cooperative, empathetic, and experts in AI. De-
cision subjects additionally required an independent third party to mediate the conflict
to compensate power and knowledge differentials. Participants additionally expressed
their wish to be part of a collective. This was especially the case when contemplating the
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possibility of contesting aspects of the AI system itself.
Distributed responsibility. The need for appropriate responsibility attribution re-

quires cooperation between controllers, policy makers and other member of the pub-
lic administration. Distributing responsibility was highlighted as a means for ensur-
ing algorithmic accountability. Finally, decision subjects required public administration
to ensure social transparency (i.e., visibility of interactions within the complex socio-
organizational context where algorithmic decision-making takes place) in administra-
tive processes.

These findings highlight the need build capacity for contestation processes, person-
alize explanations for contestability, and open up sites for contestation throughout AI
pipelines.

Table 6.1: Overview of our findings for RQ2.

Information and Procedural Needs

T1. Cooperation in Sense-Making – post-hoc intervention

• T1.1. Strategizing Information Requests
• T1.2. Facilitating Dialogue with Controllers
T2. Social Support in Contestation Acts – post-hoc intervention

• T2.1. Seeking For Organizational Support
• T2.2. Seeking For Peer Support
T3. Distributed Responsibility – ex-ante intervention

• T3.1. Ensuring Algorithmic Accountability
• T3.2. Fostering Social Transparency

RQ3: How do elements related to “the right to contest” automated decisions as in-
terpreted from the European Union’s General Data Protection Regulation (i.e., expla-
nations, human intervention, appeal mechanisms) affect decision subjects’ fairness
perceptions?
With research question 3, we aimed at generating empirical insights into decision sub-
jects’ informational and procedural fairness perceptions towards contestable algorith-
mic decision-making configurations. To this end, we brought in perspectives of legal
scholars on contestability to complement the discourse in the field human-computer
interaction. We narrowed down contestability to appeal mechanisms. We operational-
ized contestability as the right to contest automated decisions and related safeguards
(i.e., explanations, human intervention) as interpreted from Article 22(3) of the General
Data Protection Regulation [131]. We found that (1) explanations and (2) appeal mech-
anisms positively impact decision subjects’ informational and procedural fairness per-
ceptions, respectively; we did not find find an effect of (3) human oversight on decision
subjects’ fairness perceptions; we found that (4) informational and procedural fairness
perceptions positively relate to overall fairness perceptions (see Figure 6.3).

Explanations. Our findings showed that the presence of explanations positively con-
tributes to informational fairness perceptions. Exploratory results additionally pointed
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Figure 6.3: Summary of our findings in response to RQ3.

towards an interaction effect between the presence of explanations and AI literacy. Re-
sponses to open-ended questions surfaced a tension between the optimal amount of
information to be provided and enabling understanding for all.

Contestability — operationalized as appeal mechanisms. Our results also showed
that the presence of contestability, operationalized as appeal mechanisms, positively
contributes to procedural fairness perceptions. Despite the positive effect of appeal
mechanisms on decision subjects’ procedural fairness perceptions, the presented ap-
peal processes were still negatively perceived in procedural voice and outcome influence
on a −3 to +3 scale. The option to contest the initial decision scored (M = −0.81, SD =

0.17) and (M = −1.30, SD = 0.16) on procedural voice and outcome influence, respec-
tively. The option to contest the decision-maker scored (M = −1.21, SD = 0.16) and
(M = −0.65, SD = 0.19) on procedural voice and outcome influence, respectively. Re-
sponses to open-ended questions surfaced a tension between enabling contestability to
account for personal circumstances and ensuring a standardized fact-based process.

Human oversight. We did not find an effect of human intervention (in the form of
human oversight) on decision subjects’ procedural fairness perceptions. Responses to
open-ended questions indicate that decision subjects required a higher level of human
involvement in the algorithmic decision-making process. However, this conflicted with
their willingness to be subject to a timely decision-making as involving humans in the
loop would slow down the decision-making process.

Multi-dimensionality of fairness perceptions. Our results also showed that both in-
formational and procedural fairness perceptions positively contribute to overall fairness
perceptions; with procedural fairness perceptions having a bigger impact. We did not
find an interaction effect between informational and procedural fairness perceptions.
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These findings highlight the need to leverage transparency beyond outcome expla-
nations while making sure explanations are accessible for all. The results also encour-
age to rethink appeal mechanisms so as to give effective voice to decision subjects. The
need to further look into effective ways of integrating human intervention in algorithmic
decision-making is also evident from our results.

RQ4: How do varying levels of human intervention affect decision subjects’ fairness
perceptions in algorithmic decision-making?
In response to RQ3, we did not find an effect of human intervention (in the form of hu-
man oversight) on decision subjects’ fairness perceptions. Despite this lack of empirical
evidence, current policy efforts heavily rely on human intervention as a safeguard of de-
cision subjects’ fundamental rights. According to interpretations of Article 22(3) of the
GDPR [131], human intervention shapes the existence of decision subjects’ right to con-
test automated decisions. Furthermore, human intervention might be interpreted as
the only safeguard that can prevent a chain of automatisms from happening if contes-
tations are dealt with through algorithms. Given the relevance of human intervention,
with research question 4, we aimed at further exploring the safeguard of human inter-
vention and characterizing the effect of human intervention on decision subjects’ fair-
ness perceptions. To this end, we first explored models in organizational psychology that
would appropriately capture decision subjects’ perceptions towards decision-makers
that present varying levels of human intervention; we identified the Ability, Benevolence,
and Integrity model (ABI model [280]) as an appropriate model to capture decision sub-
jects’ perceptions towards decision makers. We also evaluated how decision subjects’
perceptions towards decision-makers related to fairness perceptions.

Our qualitative findings indicated that the decision-maker profile might affect the
way decision subjects perceive decision-makers’ ability and benevolence. Qualitative
findings also indicate that model type and data provenance might affect the way in which
decision subjects perceive decision-maker’s integrity. Interview responses also indicated
that decision subjects insist on the need to ensure data quality, output correctness, and
the need for decision-makers to effectively apply discretion.

Our quantitative results showed that decision-maker profile affects decision sub-
jects’ perceptions of ability, benevolence, and integrity. Perceptions were more posi-
tive for hybrid decision-maker configurations than fully-automated ones. Interestingly,
benevolence perceptions in all cases were negative. Moreover, we found that the effect
of decision-maker profile on decision subjects’ fairness perceptions was mediated by
perceived ability and integrity. We did not find an effect of model type, and data prove-
nance on perceptions of integrity, but, through an exploratory analysis, we found that
there was an interaction effect between them. We also found that perceptions of ability
and integrity positively contribute to fairness perceptions (see Figure 6.4).

Our qualitative and quantitative findings indicate the multi-faceted nature of human
intervention. When interpreting human intervention uniquely as the intervention by the
human controller involved at the end of the decision-making process, our findings high-
light the central role of administrative discretion in upholding decision subjects’ justice
standards. When interpreting human intervention as the intervention of several humans
throughout the lifecycle of AI systems, our findings highlight the importance of exam-
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Figure 6.4: Summary of our findings in response to RQ4.

ining and documenting practitioners’ practices as a way to ensure the integrity of the
development process (e.g., data quality and output correctness).

6.3. Implications and Future Work
In this section, we discuss implications of our work along with future research directions
stemming from these implications.

6.3.1. Empowering Decision Subjects to Exercise Contestability
The findings in chapter 4 showed the positive effect of contestability on decision sub-
jects’ fairness perceptions. Yet, our results suggest that directly transferring appeal mech-
anisms designed for human-led decision-making to algorithmic decision-making does
not address decision subjects’ needs for contestability. This means that contestability for
algorithmic decision-making needs rethinking some aspects of contestations that are
unique to algorithmic decisions. Rethinking contestability involves several challenges
and future research opportunities.

Promoting understanding. Our findings in chapter 3 suggest that understanding an
algorithmic decision poses additional challenges compared to understanding a decision
that is uniquely based on human-led processes. Decision subjects need to make sense,
understand and strategically use information about the algorithmic decision-making as
part of a contestation. This sense-making process depends on different factors, among
which we identified two prominent ones: AI literacy and experience with fairness in AI.
Our results in chapter 4 additionally showed that AI literacy interacts with explanations
when predicting decision subjects’ informational fairness perceptions. A direct implica-
tion of our findings is that there is no one-size-fits-all solution to providing functional
and actionable explanations for contestability. Depending on individual factors, an ex-
planation —not necessarily limited to the algorithmic output— might be actionable or
not for a decision subject. Two interrelated future research opportunities emerge from
this phenomenon: (1) the need to characterize sense-making processes for contestabil-
ity, and (2) the need to design explanations that generate understanding among diverse
individuals. The first line of research involves conducting observational studies and en-
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gaging with theoretical frameworks coming from disciplines like information processing
or social cognition. This will generate insights into how decision subjects (individually or
collectively) make sense of explanations and might help identify additional factors that
affect such process. Characterizing sense-making processes can then inform the design
of explanations that are adaptable to different individuals’ needs. Different amounts
of information, granularity, or explanation modalities are just a few of the parameters
that could be tweaked to iterate on the design of actionable explanations for contesta-
bility [101, 235, 431].

Building capacity for contestability. Beyond the differences in information needs, our
findings in chapter 3 show that the processes needed to handle contestations in algorith-
mic decision-making also present some additional challenges compared to human-led
decision-making. An example is that decision subjects required reviewers to be knowl-
edgeable in AI and able to translate information about algorithmic decisions into ac-
cessible explanations. Additionally, decision subjects expressed the need to involve a
third party to mediate the conflict. This third party should (1) provide similar examples
to decision subjects’ individual situations and (2) identify whether the AI might have
made a potential error. Such requirements would demand considerable effort from an
organization to train their workforce in AI; decision-makers are normally experts in the
topic they deal with, but not necessarily experts in AI. It would also require organiza-
tions to build capacity to closely monitor the performance of the AI. Our work, therefore,
implies that, when switching to algorithmic decision-making, organizations should not
only consider the resources needed to adopt and monitor the main algorithmic decision-
making process, but also the additional costs that erroneous algorithmic decisions might
incur [333]. This is especially relevant in the case of the public sector, where decisions
are made in a context of resource scarcity and bureaucratic burden [356].

Enabling collective action. Our results in chapter 3 showed that the idea of indi-
vidually contesting the usage, design, or integration of AI systems in decision-making
processes was embraced by very few decision subjects. These had high AI literacy and
extensive experience with AI fairness. Instead, if found problematic, the option to collec-
tively contest the adoption of AI systems for decision-making was mentioned by many.
Decision subjects regarded collective action as a means for ensuring that their “rights,
freedoms, and legitimate interests” [131] are safeguarded. They regarded collectives as
effective consortia that could identify patterns of erratic algorithmic behavior and help
individuals remedy their situation. Enabling collective action brings in challenges that
future research should look into. We will highlight three: (1) accounting for decision
subjects’ imaginaries, (2) scaffolding collective action, and (3) incentivizing collective
action. First, for decision subjects to engage in collective action, they need to under-
stand that AI systems might lead to potential errors or risks. This requires raising aware-
ness of the fact that AI systems are not always “100% right and safe” [211]. Public enti-
ties advocating for contestability in algorithmic decision-making should, therefore, look
into ways that could help lay citizens acquire an intuition of what an AI system can and
cannot do. Further research is needed to identify the best communication means (e.g.,
videos [406], comics [418, 420] or stories [406]) for this purpose. Second, support struc-
tures are needed to scaffold and formulate collective action, when appropriate. Previ-
ous work has suggested different formats for collective action, both in a post-hoc and
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ex-ante fashion. Collective action can take place during the development and deploy-
ment of AI if decision subjects are involved early in the design process. Participatory
frameworks like WeBuildAI [250] explore computational models that represent decision
subjects’ views in policy creation. This enables design choices to be collectively agreed
or contested. When it comes to post-hoc collective action, the Contestation Café [93] has
been suggested as a speculative concept where a panel of “Fixers” –people with the right
expertise– help decision subjects identify and challenge unfair algorithmic outcomes.
Future research could use these two examples as starting points to structure effective
means for collective action. Third, collective action requires participation, and partic-
ipation requires incentives. Initiatives for engaging decision subjects in open debates
about potential problematic aspects of using AI systems can be of great benefit. If the
decision-making organization (e.g., public administration) is responsible for incentiviz-
ing the corresponding support structures, economic and/or political interests should
not derail the impartiality and independence of support structures that should be at the
service of decision subjects.

Normative considerations. Contestability in algorithmic decision-making is a rela-
tively new research area, and still lacks clear normative guidelines on how contestability
should look in practice. While the GDPR [131] defines decision subjects’ right to con-
test automated decisions, it does not specify when or how decision subjects can oppose
an automated decision. Our work provides insights into what decision subjects’ would
ideally require to meaningfully contest algorithmic decisions. However, policy decisions
about what can be contested, who can contest automated decisions, who is account-
able, or the type of reviews that should be in place are yet to be made [269]. Policy efforts
in this direction will further help contextualize and ground the insights we generated
through our work. This will help design for contestability with decision subjects’ em-
powerment in mind, while being consistent with legislation.

The burden of contestability. Our work showed the potential of contestability as a
prominent ethical principle for empowering decision subjects, but it also acknowledges
the burden that contestability might put on those subject to algorithmic decisions. From
our findings in chapters 3 and 4, it can be seen that being able to contest automated deci-
sions is viewed more positively by decision subjects than not being able to contest these.
However, decision subjects would prefer not having to deal with contestation processes
themselves if algorithmic decisions are mistaken. A direct implication of these findings
is that contestability, as exercised by decision subjects, should not be seen as an easy
shortcut to comply with legislation, yet disregarding quality control [160]. The algorith-
mic imprint (i.e., long-lasting harmful consequences of algorithmic systems [128]) of
erroneous algorithmic outputs cannot be ignored, even if these erratic systems are con-
tested and eventually removed. While decision subjects should be able to exercise their
right to contest algorithmic decisions, when erratic outputs are concerned, contestabil-
ity might be better exercised by other stakeholders, e.g., practitioners. Enabling practi-
tioners to exercise contestability requires further research into characterizing workflows
for the identification of potential erroneous algorithmic outputs and for the improve-
ment of AI robustness. For example, more studies are needed to characterize practices
for debugging models and ensuring robustness [395]. Developing tools that can support
practitioners in debugging processes is also an important future research direction [34].
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Inspecting these practices and related infrastructure contributes to the quality assurance
plan for contestable AI systems [9].

6.3.2. Broadening the Understanding of Human Intervention
The results from chapter 5 suggest a positive effect of human intervention on decision
subjects’ fairness perceptions. While including a human in the loop as part of algorith-
mic decision-making was positively perceived, decision subjects did emphasize the need
for human controllers to apply their tacit knowledge and exercise discretion. Decision
subjects required human controllers to have the ability to evaluate their individual cir-
cumstances and influence the output of the AI system. Our findings have several impli-
cations for the field of human-computer interaction.

Human intervention as a means to discretion. The field of human-computer interac-
tion (HCI) has long been aware of the impact that cognitive biases might have on the way
users interact with AI systems. Cognitive biases might impact human controllers’ abil-
ity to discern cases that need accounting for decision subjects’ individual circumstances
and might lead to overreliance [72, 174, 198]. Several solutions have been suggested to
ensure human controllers spot potentially erroneous outputs of the system and appro-
priately rely on AI. One of the most widely studied solutions to overreliance has been
the generation of explanations about algorithmic outputs (e.g., [246, 363, 411]). A recent
study has shown that providing explanations can be an effective way of reducing overre-
liance if explanations reduce the costs of verifying the AI’s prediction; it is in this case that
human controllers are willing to engage with explanations [411]. Other strategies include
cognitive forcing functions [72] (e.g., slowing down the decision-making process), which
are claimed to be more effective than simple explainable AI approaches in reducing
overreliance. For the specific context of public algorithmic decision-making, scholars
have also advocated for making algorithmic outputs multidimensional [356]. Multidi-
mensionality allows human controllers to have flexibility when interpreting algorithmic
outputs and to exercise discretion. Our findings reinforce the idea that hybrid decision-
making configurations are preferred to fully automated ones and, therefore, encourage
further HCI research in understanding cognitive biases and suggesting context-specific
solutions to reduce overreliance. This should include research into e.g., human factors
that contribute to overreliance, context-specific preferences towards specific solutions
that reduce overreliance, interfaces that allow human controllers to exercise discretion
while adapting to existing workflows in real-world contexts. Deepening our knowledge
in this area will ensure that human intervention is, indeed, a valid safeguard to uphold
the interests and rights of decision subjects.

Understanding human intervention as a problem of many hands. In our work, we
have limited human intervention to human controllers who can change algorithmic out-
puts and are involved at the very end of algorithmic decision-making processes. How-
ever, humans can intervene at many different points across the pipelines that compose
AI systems [14]. Our findings highlight that, even if not mentioned explicitly, decision
subjects required human intervention to be understood in a broad sense. For example,
when decision subjects requested to ensure data quality (chapter 5), they were indirectly
pointing to the need to inspect the “undisclosed yet impactful subjective choices” [78]
that humans involved throughout AI pipelines make in their everyday practices. Data
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quality is impacted by human-led decisions about which data to include or exclude
when training AI systems. These decisions might end up injecting representation bi-
ases [387] or generating syntactic data silences (i.e., un-inclusion of sub-populations)
[300]. When human intervention is understood as a problem of many hands [92], ad-
vocating for effective human intervention requires raising awareness about the discre-
tionary choices made during the development and deployment of AI systems. It also
requires researching into several individuals, their practices and tools involved through-
out AI pipelines so that these choices become transparent and open to dispute. This
is linked to the interpretation of the right to contest in Article 22(3) of the GDPR [131]
as the apex of contestability as an architectural principle of AI systems (i.e., contesta-
bility by design) [355]. We devote the full subsection 6.3.3 to describing the challenges
and future research directions in the field of human-computer interaction for upholding
contestability as a design principle.

6.3.3. Ensuring Contestability By Design for AI Systems
In order to ensure that AI systems used for decision-making are open to scrutiny and
dispute throughout their lifecycles (i.e., they are contestable by design [9]), transparency
needs to become a norm in different stakeholders’ daily practices —see Figure 6.5. Given
the complex and distributed nature of the human labor that AI systems result from,
opening up sites for contestation throughout AI systems lifecycles presents several chal-
lenges. We believe HCI scholars are well positioned to contribute in this research direc-
tion.

Promoting reflexivity. Oftentimes, technical work that leads to the development and
deployment of AI systems is viewed as “objective”. However, there are various value-
laden choices that different stakeholders make throughout AI systems lifecycles [322,
323, 350]. For example, during the very early stages of an AI project, business goals are
translated into design requirements. This means that appropriate target variables or
proxies to these variables are defined [321]. When dealing with data, practitioners de-
termine which data is included or excluded, and what is considered good data [328]. All
these choices are value-laden. In a similar vein, decisions about how to transform, an-
alyze, and visualize data are also far from being “objective” decisions. These decisions
are rarely disclosed yet considerably impact the behavior that AI systems display down-
stream [78]. Making discretionary choices salient can help increase transparency and ac-
countability in AI systems. The first challenge of making discretionary choices salient in-
volves identifying, reflecting, and acknowledging the value-laden nature of such choices.
HCI scholars can contribute in this direction by (1) developing adequate infrastructure
that promotes reflexivity, and by (2) further training and guiding practitioners in reflect-
ing upon their everyday practices. When it comes to technical infrastructure for promot-
ing reflection, the technique suggested by Cambo et al. [78] is a good example. Cambo
et al. [78] suggested a technique to digitally exhibit data annotators’ behaviors and vi-
sualize similarities and differences among annotators. The aim of this technique is to
provide data scientists a representation of the annotators’ positions with respect to the
annotated data. This allows data scientists to reflect about the social impact of their
models in advance. Beyond data annotation, further research is also needed to develop
technical interfaces that enable data versioning and to keep track of the effects of data
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Figure 6.5: Actors and processes that are part of contestable AI (adapted from [7, 9]). While the focus of this
dissertation was on understanding decision subjects’ needs for and perceptions towards contestability, con-
testable AI requires opening sites of contestation throughout the lifecycle of AI systems. This includes, not
only actors involved in the contestation loop, but also actors, like developers or human controllers, involved
in the development process and the decision workflow.

transformations on algorithmic fairness [32, 359]. As far as practitioners’ training is con-
cerned, prior work in the usage of fairness toolkits has highlighted the need to provide
practitioners with real-world examples and onboarding materials that offer guidance for
reflecting on the consequences of their choices [109, 188, 244]. Practitioners should also
be warned against turning reflexive practices in a mere checkbox culture [36].

Opening up sites for contestation. Many of the value-laden decisions that lead to the
development and deployment of AI systems are not a given, but are rather negotiated at
different stages of AI pipelines [436]. Negotiations that happen at critical junctures of AI
pipelines (e.g., at the problem formulation stage) should open up spaces for contestation
and collective reflection. These negotiations should bring together different stakehold-
ers with backgrounds in both technical and non-technical disciplines. As shown in chap-
ter 2 of this dissertation, enabling fruitful and informed negotiations among stakehold-
ers is not a trivial task. Human-computer interaction scholars can contribute to opening
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up sites for contestation by (1) inspecting current workflows and practices during the
implementation of AI projects and by (2) identifying relevant junctures in which value-
laden decisions should be open to scrutiny and dispute. While this dissertation does not
include contributions in this direction, we are currently exploring decision-making dy-
namics during AI projects both in the Dutch public sector and several European private
companies. Characterizing such dynamics allows us to open up sites for contestation
throughout AI pipelines while accounting for existing workflows. Additional HCI con-
tributions for fostering collective reflection would involve the development of tools that
facilitate communication among stakeholders [109, 188, 335] and digital objects (e.g.,
data visualization techniques) that enable fruitful negotiations [184].

Accounting for algorithmic supply chains. From the above reasoning, one could ar-
gue that we are limiting future challenges and research opportunities in contestability to
organizations that develop AI systems in-house. However, with the proliferation of Gen-
erative AI (GenAI), algorithmic systems are increasingly modular and result from com-
plex supply chains. In algorithmic supply chains, the development and deployment of AI
systems is distributed between interdependent actors. Responsibility is also distributed
across those actors. Due to such distribution of tasks and responsibilities, organizations
developing AI systems have little visibility and understanding of the context of deploy-
ment. Similarly, organizations deploying AI systems have little influence over how those
systems are developed [92]. This leads to a situation where different actors suffer from
accountability horizon (i.e., point beyond which an actor has no visibility of the choices
made in the supply chain) [92]. Accountability horizon makes it difficult to ensure trans-
parency and, consequently, to uphold the principle of contestability by design. Account-
ing for algorithmic supply chains when designing for contestability is a key aspect that
future research should consider. This leads to additional challenges and research op-
portunities. On a policy level, legal and institutional mechanisms are needed to foster
visibility across algorithmic supply chains and to ensure that design choices are open to
dispute [92]. Future policy efforts should, therefore, account for the dynamics of algo-
rithmic supply chains and frame their risk management approaches accordingly. When
it comes to HCI scholars, future research should study various aspects of supply chains,
e.g, who is involved in algorithmic supply chains, how these chains are structured, how
supply chains develop over time, or how decision-making processes take place across
supply chains [92]. Bringing transparency to the dynamics governing algorithmic supply
chains represents a first step towards effectively designing for contestability in a context
of distributed yet interdependent responsibilities. While not part of this dissertation,
we are currently exploring what contestability looks like in algorithmic supply chains.
We have organized a workshop at the 2024 ACM Conference on Computer-Supported
Cooperative Work and Social Computing (CSCW) that explores the challenges of ensur-
ing contestability in algorithmic supply chains [33]. This workshop brought together
HCI scholars to collectively reflect on the challenges mentioned above and identify ad-
ditional ones.

6.3.4. Recommendations Per Stakeholder
In this subsection we summarize the implications outlined in sections 6.3.1 to 6.3.3 in a
set of recommendations targeted at different stakeholders.
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• Recommendations for Organizations Developing and Deploying AI systems.

1. Tailor explanations about algorithmic outputs and decision-making processes to
decision subjects with different levels of AI literacy.

2. Build capacity to ensure decision subjects feel empowered in contestation pro-
cesses. For instance, by implementing effective communication channels, by en-
suring reviewers have relevant AI knowledge, or by providing decision subjects ac-
cess to a third party that can mediate the conflict.

3. Enable collective contestations. Arrange support structures that help decision sub-
jects formulate collective contestations. These support structures should be aligned
with the principle of impartiality.

4. Ensure robustness of AI systems and correctness of algorithmic outputs. Avoid em-
ploying contestability, exercised by decision subjects, as a safeguard against erratic
AI systems.

5. Provide human controllers with relevant metrics and interfaces to effectively exer-
cise discretion.

6. Balance the need to rely on models that provide justifications about the decision
and decision subjects’ right for privacy.

7. Disentangle decision subjects’ fairness perceptions towards algorithmic decision-
maker configurations and fairness perceptions towards the implemented policy.

8. Train and guide practitioners in incorporating reflection in their everyday practices.
Build teams with technical and non-technical expertise.

9. Bring different stakeholders together in negotiation processes. Foster collective re-
flection in key decision-making junctures along AI projects.

• Recommendations for Policy Makers.

1. Promote policy efforts to define normative boundaries for contestability. Define
what can be contested, who can contest algorithmic decisions, how reviews should
take place and who is accountable.

2. When defining human intervention, account for the complex and distributed hu-
man labor that AI systems result from. Frame human intervention as a problem of
many hands.

3. Foster visibility across supply chains. Account for dynamics in algorithmic supply
chains when framing risk management approaches for AI systems.

• Recommendations for HCI Scholars (future research directions).

1. Characterize sense-making processes that precede contestations. Characterize fac-
tors that impact such sense-making processes and the intersection of those factors.

2. Explore the design of explanations that are adapted to the needs of different deci-
sion subjects and that generate effective understanding for contestability.

3. Inspect and characterize dynamics of participation and incentivization in collective
contestation processes.
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4. Characterize practices for debugging models and develop tools that support prac-
titioners in ensuring robustness of AI systems.

5. Characterize cognitive biases that lead to overreliance on AI systems and possible
solutions to overcome these cognitive biases.

6. Characterize human controllers’ needs to effectively exercise discretion and factors
that affect these needs in real-world contexts.

7. Inspect ways in which human intervention is being shaped in real-world contexts
and whether or how decision subjects’ fundamental rights are considered as a cen-
tral aim.

8. Explore which technical infrastructure is effective in promoting reflection among
AI practitioners.

9. Characterize current workflows and negotiation practices in AI projects. Identify
relevant value-laden decisions that should be open to scrutiny and dispute at dif-
ferent junctures of AI pipelines.

10. Develop tools to facilitate collective reflection in decision-making junctures.

11. Characterize dynamics in algorithmic supply chains. Identify e.g., who is involved,
how supply chains develop over time, how decision-making processes take place in
algorithmic supply chains. Determine how these dynamics affect transparency and
contestability by design.

6.3.5. Reflections on Our Approach
In this dissertation, we captured decision subjects’ needs for and fairness perceptions
towards contestability. To conduct our work we relied on a mixed-methods approach,
grounded in two different decision-making contexts: one in the public sector and the
other one in the private sector. In this section, we reflect on the effectiveness of our ap-
proach in generating new knowledge on how contestable AI systems should be designed
and deployed.

Capturing Decision Subjects’ Needs and Perceptions to Inform the Development and
Deployment of Contestable AI. Ours is part of a broader effort to ensure that the devel-
opment and deployment of AI systems is conducted in a human-centered way [374].
The ultimate goal of human-centered approaches to AI is to avoid harmful and unde-
sired effects of AI systems [377]. Our work has relied on a combination of interviews
and user studies to capture decision subjects needs’ and fairness perceptions towards
contestability. This combination has allowed us to (1) generate nuanced insights into
decision subjects’ needs for contestability, and to (2) characterize the more basic per-
ceptions that drive those needs. In both our interview and user studies, we have relied
on indirect ways of capturing decision subjects’ needs for and perceptions towards con-
testability. Future research could additionally engage with participatory approaches that
directly involve decision subjects in AI design processes by following e.g., the participa-
tory workshops run by Vaccaro et al. [407] to inform the design of contestable content
moderation or the workshops conducted by Brown et al. [70] to capture the perspectives
of affected communities towards the use of AI systems in child welfare services. When
it comes to evaluating contestable AI systems, a promising approach is that of end-user
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audits [108, 112, 238, 372]. In end-user audits, the lived experiences of everyday users
are leveraged through crowdsourcing. These experiences help uncover harmful behav-
iors of AI systems. While this approach has not been used as part of this dissertation, we
have organized a workshop at the 12th AAAI Conference on Human Computation and
Crowdsourcing (HCOMP 2024) to explore the potential of crowdsourcing for engaging
end users in testing, auditing and contesting AI systems. This workshop brought to-
gether HCI and AI scholars (focused on human computation) to explore the design and
deployment of crowdsourcing pipelines that enable responsible AI auditing and evalu-
ation. We reflected on topics such as (a) future mechanisms for scaffolding crowds in
auditing and evaluation processes, (b) strategies for ensuring crowd diversity, or (3) psy-
chological aspects generative AI auditing and evaluation through crowdsourcing.

Combining qualitative and quantitative approaches. Through a combination of qual-
itative and quantitative approaches, we have been able to generate insights into decision
subjects’ needs for, and perceptions towards, contestability. Qualitative studies allowed
us to acquire a nuanced understanding of decision subjects’ needs for contestability. In
our qualitative studies, we involved short-term renters, i.e., participants who had some-
thing at stake in the studied context. Their lived experience and first-hand testimonies
brought perspectives that we could have not gained ourselves. These perspectives also
allowed us to narrow down the research questions that we would ask in our quantita-
tive studies. Through qualitative studies, we also identified potentially useful theoreti-
cal models to capture decision subjects’ perceptions towards decision-makers (i.e., the
ABI model [280]). We then modeled the nuanced insights we gained through qualitative
studies for these to be tractable through quantitative approaches. Quantitative studies
allowed us to test whether the perceptions that we identified in our small pool of inter-
viewees were also applicable to a bigger pool of participants.

Differences and commonalities between the public and private sectors. In section 1.4.3,
we pointed three differences between the private and public sectors (i.e., lack of alter-
natives, need for administrative discretion, and societally sensitive topics that the pub-
lic sector deals with, unlike the private sector) and motivated why we looked into both
sectors. Differences between the public and private sectors manifested in our findings.
First, in the private sector, decision subjects highlighted the positive impact of adopt-
ing AI systems for loan approvals, even if they received a negative decision. Time effi-
ciency was claimed to be a positive aspect of algorithmic decision-making since it would
give decision subjects a rapid response and an opportunity to look for an alternative
in another financial entity. This was not the case in the public sector. Decision sub-
jects have no alternative in the public sector and, therefore, time efficiency would not
make up for incorrect or unfavorable algorithmic outputs. However, in the public sec-
tor, some decision subjects did highlight the benefit of accelerating policy enforcement
decisions as a way to ensure a greater social good (i.e., in the studied context, access
to housing). Second, both in the public and private sectors decision subjects asked hu-
man controllers to attend to individual circumstances when incorporating AI systems in
their workflow, yet with different motivations. In the private sector, attending to indi-
vidual circumstances was linked to wishes of compassion and empathy from the human
controller. Instead, attending to individual circumstances, or, in other words, exercising
discretion, was linked to the very nature of the decision-making process in the public
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sector. Third, because of the nature of the explored public decision-making context (i.e.,
policy enforcement), decision subjects requested justifications rather than explanations.
This was not the case in the private sector, where the decision-making process involved
a prediction problem rather than a policy enforcement one.

All in all, inspecting the private and public sectors has shed some light on how some
of our findings apply to both sectors, while others are either shaped by the nature of
the particular decision-making problem or unique to the context. Such an observation
should act as a deterrent against suggesting one-size-fits-all solutions to contestability.
It should rather encourage HCI scholars to inspect and acknowledge the peculiarities of
the contexts that we study.

6.4. Limitations
This section aims at acknowledging the limitations of the work presented as part of this
dissertation.

Participant recruitment and incentivization. The cultural and geographical back-
ground of our participants might have influenced the results presented in this disser-
tation. For the qualitative studies presented in chapter 3 and chapter 5 (study 1), partici-
pants were recruited by publishing the call for participation in online housing channels,
by putting posters around TU Delft and by reaching out to personal contacts. Partici-
pants were then selected so as to obtain a pool of individuals with varying levels of AI lit-
eracy. All participants were educated individuals with high digital literacy. For the quan-
titative studies presented in chapters 4 and 5 (study 2), instead, we used crowdsourcing
platforms to recruit participants. All crowdworkers were coming from the Global North
and were proficient in English. Previous work [28, 54, 211] has shown that decision sub-
jects’ backgrounds affect their fairness perceptions towards decision-making processes.
In a similar vein, our participants received monetary incentives to participate in our
studies. This might have impacted our research outcomes. Future research should fur-
ther explore whether our results hold when participants coming from the Global South
are recruited or when participants are incentivized with rewards other than monetary
ones.

Vignettes as data generation method. The usage of vignettes as prompts to generate
data about decision subjects’ needs for and perceptions towards contestable algorithmic
decision-making configurations might have impacted the way our research process and
outcomes unfolded. Individuals that participated in our studies either had a stake in the
context at hand —qualitative studies presented in chapters 3 and 5 (study1)— or were
asked to empathize with decision subjects’ position —quantitative studies in chapters 4
and 5 (study 2)—. Vignettes were used in both qualitative and quantitative studies for
participants’ needs and perceptions towards the presented scenarios to manifest. Par-
ticipants were shown the corresponding vignettes once. Future research should look
into how different interaction modalities, data generation methods, or longer research
timescales might lead to different or additional insights.

Transferability of results to other contexts. The results obtained through the empirical
studies included in this dissertation are limited by the nature of the explored decision-
making contexts. The studies included in this dissertation were grounded in two differ-
ent decision-making contexts; one in the public sector (chapters 3 and 5) and the other
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one in the private sector (chapter 4). The decision-making context in the public sector
consisted of an algorithmic illegal holiday rental identification scenario. The decision-
making context in the private sector consisted of an algorithmic loan approval scenario.
When it comes to decision-making, the public and private sectors are distinct (see sec-
tion 1.4). Grounding our research in both sectors shed some light on how our results
might be transferable from one sector to the other. However, there are several other use
cases that we could have explored both in the public and private sectors. Future work
should explore additional use cases in order to determine the extent to which our results
are transferable to such contexts. An example in this direction includes a recent study
by Aljuneidi et al. [11] . Aljuneidi et al. [11] showed that, for a hypothetical algorithmic
identity card renovation scenario, the presence and level of detail of explanations affect
decision subjects informational fairness perceptions. These results highly resonate with
the results presented in chapter 4 of this dissertation and suggest that our results might
be transferable to additional contexts.

6.5. Concluding Remarks
This dissertation has contributed to the literature on contestable Artificial Intelligence
by generating empirical insights into decision subjects’ needs for and fairness percep-
tions towards contestability in algorithmic decision-making. In chapter 2, we identified
contestability as a prominent ethical principle for trustworthy AI, yet with a scarcity of
guidelines for its operationalization or means for multi-stakeholder deliberation (RQ1).
In chapter 3, we identified a variety of decision subjects’ information and procedural
needs for meaningful contestability (RQ2). In chapter 4, we identified the need to re-
think the design of appeal processes for algorithmic decision-making, as well as the need
to further look into human intervention as a key safeguard that conditions decision sub-
jects’ right to contest automated decisions (RQ3). In chapter 5, we provided insights that
suggest that human intervention should not be limited to the human controller making
the final decision, but should rather be framed as a problem of many hands (RQ4).

In sum, empirical insights generated as part of this dissertation emphasize the im-
portance of contestability for empowering decision subjects as part of algorithmic de-
cision making. However, organizations developing and deploying AI systems need to
rethink the way in which these contestations take place. Traditional appeal mechanisms
place a considerable burden on decision subjects. Our findings suggest that meaningful
contestability in algorithmic decision-making requires the cooperative effort between
civil servants in several different roles (i.e., street-level bureaucrats acting as controllers,
reviewers, policy makers, AI developers and deployers), citizens and third parties (e.g.,
legal counselors). This dissertation additionally generated empirical insights that high-
light and confirm the need to ensure contestability by design as a property of AI systems.
Contestability by design requires the activity of organizations and individuals involved in
the development and deployment of AI systems to be transparent and open to dispute.
This should involve research into the practices and perceptions of additional stakehold-
ers who can and should exercise contestability across AI pipelines. The right to contest
automated decisions provided by Article 22(3) of the GDPR [131] shall, therefore, not
be interpreted an easy shortcut to legal compliance at the expense of algorithmic out-
put correctness. It should rather act as a catalyst for the acknowledgment, reflection
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and scrutiny of the value-laden discretionary choices that make up algorithmic supply
chains. Towards the development of practices and tools that embed contestability as an
architectural principle in the design of AI systems.
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Appendix A: Chapter 2
Appendix A.1.: Tailored communication of system-related information

Development
team

Auditing team Data Domain
experts

Decision sub-
jects

Conservation

Privacy [K] [K] [A] [B]
Security [K] [W] [AB] [K] [W]

Performance
[F] [G] [H] [Y]
[Z] [AE]

[G] [H] [Y] [Z]
[AE]

[I] [J] [J]

Universalism

Respect for pub-
lic interest

[E] [AE] [E] [AE] [E] [C] [D]

Fairness
[G] [H] [K] [W]
[X] [Y] [Z] [AD]

[G] [H] [K] [W]
[X] [Y] [Z] [AD]

[I] [J] [J]

Non-
discrimination

[H] [K] [X] [Y]
[AD]

[H][K] [X] [Y]
[AD]

[J] [L] [J] [L]

Openness
Transparency [H] [K] [M] [H][K] [M] [I] [J] [L] [M] [B] [J] [L] [M]

Explainability
[M] [N] [O] [Q]
[AC] [AD] [P]

[M] [N] [O] [Q]
[AC] [AD] [P]

[J] [M] [N] [O]
[Q] [P]

[J] [M] [N] [O]
[Q] [R] [S] [P]

Individual
empowerment

Contestability [U] [U] [T] [U] [T] [AF]
Human Control [V] [V] [T] [V] [C] [T] [V]
Human Agency [T] [T] [B] [AA]

Table 6.2: Mapping of available means for transmitting value-specific manifestations to different stakeholders
based on the purpose of their insight and the nature of their knowledge. These means have been classified
into three main categories: descriptive documents specifying whether/how a value manifestation is fulfilled
(red), strategies for fulfilling value manifestations (blue), and complete tools for enabling the fulfillment of
value manifestations (green). This table aims at facilitating the navigation of table 6.3, where each means is
documented.
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Appendix B: Chapter 3
Appendix B.1.: Interview Protocol
Thank you very much for taking the time to answer to this interview. My name is . . . and
I am a researcher at . . . . As part of my research, I am interested in examining people’s
perceptions around automated decision-making processes. We will be recording this in-
terview to inform a scientific publication. [Informed consent] Through this interview,
in particular, I am interested in knowing more about the way in which people would re-
act to the outcomes automated decision-making processes and whether and how they
would like to contest these decisions. We define “contest” as the “act of opposing an ac-
tion; either because the action is perceived as mistaken or simply wrong”. Please feel free
to speak without any fear or hesitation. We will anonymize these interviews – meaning
your identity – won’t be revealed. If you want to say something off the record, please
indicate it to me, and I will make sure that this is not included in the analysis. Also,
use examples from your experiences or the experiences of your friends and loved ones,
which may be relevant to our research. The more elaborate you are, the more we will
learn, and this will help us improve these decision-making processes.

PART 1: PARTICIPANTS’ BACKGROUND AND EXPERIENCE

Experience with contesting decisions:

1. First, could tell me a bit about yourself?
2. Could you think of any decision made by an organization that you found unfair

/ treated you unfairly? By any I mean, your most recent experience or the most
painful one.
(a) If not (they never had a decision made by an organization that they found unfair)

i. Do you know of any case from someone close to you (e.g., family member,
partner, friend)?

(b) Did you contest this decision? Please, feel free to mention more than one deci-
sion if this is the case. Also feel free to describe the commonalities and/or differ-
ences from one to another contestation.

(c) If yes (they decided to contest):
i. Why did you decide to contest?

ii. How did you proceed?
(d) If not (they decided not to contest):

i. Why did you decide not to contest? What deterred you from raising your
voice?

Experience and motivation for renting the house:

1. Could you tell me about your experience renting your house?
(a) Why do you rent your house?

i. What are the stakes if something goes wrong in your rental?
ii. Does it have a big impact in your life?

2. How do you rent your house? Where do you announce the possibility of renting?
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(a) What are the reasons for using these means? What benefits does it bring you?

PART 2: PERCEPTIONS AROUND THE USAGE OF AI

Now let me introduce you the following news:

Show Prompt1-News.pdf

1. How appropriate do you think it is to use Artificial Intelligence systems for detect-
ing housing rental fraud?
(a) Can you think of any benefits of using such systems for determining whether a

house has been rented illegally?
(b) (If so) Who is it beneficial for?
(c) What are the factors / characteristics of an AI system that makes you think this

way?
i. How is this different from human decision-making?

PART 3: GETTING TO KNOW WHAT PARTICIPANTS WOULD LIKE TO CHALLENGE
AND HOW

Imagine you received the following letter from the municipality:

Show Prompt2-Letter.pdf

Now I would like to capture your reaction to such a scenario. As the letter mentioned,
this decision was triggered by an AI system.

1. How would you react if you received such a letter?
(a) How fair do you think this decision-making process is?
(b) What do you think could be the reasons why you received such a letter?
(c) How would you solve this problem?
(d) If you had the chance to contest the warning what aspects of the decision-making

process would you like to contest? As mentioned, we define “contest” as the “act
of opposing an action; either because the action is perceived as mistaken or sim-
ply wrong”.

2. The letter gives you an op>on to contest this decision by calling the number on the
letter, to what extent is this a good contestation process in your opinion?
(a) What format would you like to use contest the decision?
(b) What support (if any) would you seek to help you throughout the process?
(c) Where would you like to get at the end of the contestation process?
(d) How would you be satisfied?

3. How do you think that contestation process allows you to be heard by the munici-
pality?
(a) How much of a voice do you think you have in the process? To what extent do

you feel empowered?
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(b) To what extent would you feel that you have influence over the decision?
(c) To what extent you think that this review process treats you with dignity and re-

spect?

PART 4: ADDRESSING PARTICIPANTS’ INSIGHT NEEDS

Now I would like you to look at the following list of details about the system that
could be made available to you. I would like you to select those that you would actually
like to know for challenging the decision-making process.

Show Prompt3-InformationSheet.pdf

1. Are there any of the following aspects of the system and process that you would you
like to know more about?
(a) What are the reasons for prioritizing this information?
(b) Why did you prioritize this information A and not B?

2. How would you use this knowledge in the contestation process?
(a) How would you make sense of this information?
(b) What kind of resources would you use for looking for help?
(c) Do you think some other people in your social circle would do the same as you

intend to do?
3. Now, how would you now describe a good contestation process?

PART 5: FINISHING. CLEAN-UP QUESTION

I think this is basically everything that I wanted to ask you about. Do you have
anything else you would like to say or any final thoughts?

Do you know of anyone who rents their houses for short periods of time who would
be interested in participating in this interview?
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Appendix B.2.: Mapping of participants and statements
Our results section avoids naming participants for each statement that compose our
themes and sub-themes. We, instead, give a sense of the prominence of each statement
by using terms such as a few, many, mostly, generally, unanimously. We also mention
who said what when a statement is based on comments made by one to three partic-
ipants. We decided to do so to improve the readability of our manuscript. Table 6.4
offers a detailed mapping of the participants whose responses led to the statements in
our results section. Additionally, we release our codebook, where we include the specific
quotes that compose each statement.

Statements Participants

T1.1. Strategizing Information Requests
Case (1), hypothesized that they had violated the regulation P1, P3, P4, P5, P8, P10, P11,

P12, P13, P15, P16, P17, P18,
P19, P20, P21

Case (2), hypothesized that they represented a false positive P1, P2, P3, P4, P5, P6, P7, P8,
P9, P10, P11, P12, P13, P14,
P15, P16, P17, P18, P19, P20,
P21

Case (2a), hypothesized that they had rented their property out
with a license

P3, P6, P8, P19, P10, P13, P15,
P18

Case (2b), hypothesized that they had not rented their property
out but the system indicated that they did

P1, P2, P3, P4, P5, P6, P7, P8,
P9, P10, P11, P12, P14, P15,
P16, P17, P19, P20, P21

Unanimous priority to knowing why P1, P3, P4, P5, P6, P7, P8, P9,
P10, P11, P12, P13, P14, P15,
P16, P17, P18, P19, P20, P21

Difference between feature-based explanation and decision
justification

P1, P4, P6, P7, P8, P9, P10,
P12, P15, P16, P17, P19, P20,
P21

Municipality should be clear about the reasons behind the de-
cision

P13, P15, P18, P19, P21

Lack of actionable data features P1, P3, P7, P8, P9, P10, P12,
P15, P18

Want to understand the decision basis (policy) P3, P15, P18
Request for information to know where they stand with respect
to law

P1, P5, P15

Want to double-check that the algorithmic decision basis is
backed up by relevant policy

P1, P4, P8, P13, P15

Admit that they might not have been aware of the regulation
and would accept the first warning if duly motivated

P1, P10, P12, P13, P16

Ask for legal advice P1, P2, P4, P7, P14, P18, P19
Case (2b), difficult to show proof of innocence P11
Low AI literacy - uninterested in knowing how the algorithmic
system worked

P3, P9, P13, P18, P19

Medium and High AI literacy - data-related information re-
garded as actionable

P1, P2, P4, P5, P6, P7, P8, P10,
P11, P15, P16, P20, P21
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Statements Participants

Medium AI literacy and High AI literacy with no AI fairness expe-
rience- generally curious to know more about the system

P1, P2, P5, P8, P10, P11, P12,
P20, P21

Medium AI literacy and High AI literacy with no AI fairness expe-
rience- generally curious to know more about the system

P1, P2, P5, P8, P10, P11, P12,
P20, P21

Medium AI literacy and High AI literacy with no AI fairness ex-
perience - do not know how information about the how is useful
for contestability

P1, P2, P5, P6, P7, P8, P10,
P11, P20, P21

High AI literacy and experience with AI fairness - additionally re-
quested information about the model and the development of
the system

P4, P15

T1.2. Facilitating Dialogue with Controllers
Need to turn relevant information into meaningful explanations P1, P2, P3, P4, P5, P6, P7, P8,

P9, P10, P11, P12, P13, P15,
P16, P17, P18, P19

Need to clarify technical jargon P2, P3, P6, P7, P8, P10, P15,
P16

Communication channels should be designed to minimize fric-
tion

P1, P2, P3, P4, P5, P6, P8, P9,
P10, P12, P13, P14, P15, P17,
P18, P20, P21

Effort to understand the information has to be minimal P1, P2, P3, P4, P5, P6, P7, P8,
P9, P10, P11, P12, P13, P15,
P16, P17, P18, P19

Need for information to be relevant for their case, concise, sim-
ple and clear

P2, P4, P5, P7, P8, P9, P10,
P12, P15, P16, P18

Need to customize information, e.g., to decision subjects’ AI lit-
eracy

P4, P5, P6, P8, P11, P15, P18,
P19, P21

Progressive discovery of information based on relevance P8, P9, P10, P18
Need for communicative effort through visual explanations or
explanatory videos

P8, P16, P19, P21

Interactive explanations P1, P17, P21
T2.1. Seeking Organizational Support
Preference towards human reviewer P2, P5, P6, P12, P13, P16, P17,

P19, P21
AI seen as unable to change the output while humans could deal
with ill-defined situations

P5, P6, P12, P13, P16, P19

Need for human reviewer to be cooperative, empathetic and
proactive

P2, P5, P6, P8, P11, P12, P15,
P18, P19, P20, P21

Need for human reviewers to be active listeners P7, P20
Need for decision subjects to feel understood and heard P21
Defined the contestation process as a fight P6, P8, P10
Need for human reviewers to be experts in AI P2, P3, P4, P6, P7, P8, P11,

P12, P15, P16, P20
Power differentials between reviewers and decision subjects P10, P15, P17
Power differentials accentuated when there is a lack of knowl-
edge on the decision subject’s side

P17, P18

Requests for a third party to mediate P1, P2, P3, P7, P8, P10, P11,
P12, P14, P15, P18, P21

Third party could ask questions on the decision subjects’ behalf P15



6

180 Appendices

Statements Participants

Third party could have information about similar cases P8, P15
Third party should be independent from the municipality, but
as informed as developers

P11, P15, P18

Third party should have legal knowledge P1, P15, P18
Third party should have technical knowledge and help decision
subjects move forward

P2, P7, P8, P14, P15

Level of support needed from the third party would depend on
the decision subjects’ AI literacy

P10, P12, P15, P21

Level of support needed from the third party would depend on
the decision subjects’ level of satisfaction with the explanation
received from the controller

P12

Level of support needed from the third party would depend on
the decision subjects’ legal knowledge

P10

T2.2. Seeking Peer Support
General priority to clarify their own individual cases P3, P5, P6, P7, P8, P9, P10,

P11, P14, P15
Case (2b), contesting aspect of the algorithmic system more fea-
sible if done collectively

P11, P15, P18

Similar cases where the algorithmic system made an error - ba-
sis for collective contestation

P4, P16, P17

Collective - a place organized by citizens, by people that have
gone through this

P18

High AI literacy individuals, or experts could be technical guides P4, P11, P15
Attracting the attention of the media required P6, P15
Turning the issues into a political matter required P6, P15, P18
A collective to help citizens affected by the system to make sense
of their situation and act on it

P2, P16

A collective to provide decision subjects insights into similar
cases

P4, P7, P14, P16, P17

Collective to enable spotting error patterns across false posi-
tives

P3, P4, P7, P11, P13, P16, P17

Collective especially important for people with low AI literacy
and no immediate social support structures

P2, P18

T3.1. Ensuring Algorithmic Accountability
Appreciated the right to contest but dealing with errors made by
the algorithmic system perceived to be unfair

P9, P10, P15, P20, P21

Burden of showing proof of innocence P2, P5, P8, P17, P18, P20, P21
Effort needed to make sense of the information that would en-
able showing proof of innocence

P18

Consensus that correcting AI’s mistakes is not the decision sub-
ject’s responsibility

P4, P7, P13, P15, P18, P21

Requests for compensations for the time wasted and effort de-
voted to contesting

P5, P11

Contesting responsibility of the human controller P15, P21
Workflow suggested for human controller to contest decisions P21
Complexity of attributing responsibility if the system is not de-
veloped in house

P13
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Statements Participants

Certification as a solution to unburden decision subjects and
ensure fair responsibility attribution

P9, P13

T3.2. Fostering Social Transparency
Requests for transparency about AI development practices
within the organizational context of the public administration
(social transparency)

P4, P15

Requests for participatory development approaches P1, P11
Importance of probationary periods that do not impact ongoing
activities

P1

Nature of public administration makes the choices made during
the system development to be the correct ones

P2, P5, P7, P9, P13, P20, P21

Because the public administration is behind the system, as-
sumption that there will be more accountability and diligence

P2, P5, P10, P20, P21

In the public sphere algorithmic decision-making is believed to
be more contestable

P2, P21

Table 6.4: Mapping of statements that compose our results section and participants whose remarks led to
developing such statements.
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Appendix C: Chapter 4
Appendix C.1: Selected quotes
Selected quotes from the preliminary study (S1; see Section 4.4.1) and the main study (S2; see
Section 4.4.2). Each quote comes with a reference to the study where the response was collected
and to the the participant (Pj) who gave it.

Q.id Quote Participant

Q.1 “It is unfair for her to be denied based on someone else’s previous in-
ability to pay back the loan”

S1-P42

Q.2 “Just because some had a similar case as hers, does not prove that she
would not be able to pay back the loan.”

S1-P36

Q.3 “The best explanation gives the largest volume of information includ-
ing how the decision was made and what amount she could poten-
tially lend”

S1-P50

Q.4 “It explains the importance of each factor so she is able to see clearly
what factors are most influential”

S1-P32

Q.5 “It boils it down to very easy to digest reasons as to why Kim was re-
jected the loan request”

S1-P29

Q.6 “It provides 3 different ways in which Kim could improve her chances
of being accepted.”

S1-P33

Q.7 “She should contest how little impact her employment has on the de-
cisions since this is a big factor”

S1-P22

Q.8 “Gender should be contested as is a discriminatory factor. Although
all the variables in question are methods for the banks to discriminate
against someone, gender is not within a person’s control and therefore
a bad measure of their character and choices.”

S1-P56

Q.9 “Artificial intelligence does not take your lifestyle and circumstances
into account.”

S1-P46

Q.10 “It is assessing her by comparing her situation with another with simi-
lar salary & credit score & not taking her full circs [circumstances] into
consideration.”

S1-P53

Q.11 “I think there should be a breakdown of what the artificial intelligence
looks for and what the decision is based on.”

S2-P5

Q.12 “They should offer a detailed reason and list of suggested changes she
could make to help her in her efforts”

S2-P218

Q.13 “It does not tell us enough about how the AI uses the information. The
AI is programmed initially by a human. How can I be sure that no
bias is involved in this programming of the algorithm? This would be
appropriate information to have.”

S2-P8

Q.14 “If Kim is not familiar with AI then she may not understand the pro-
cess and view it negatively”

S2-P135

Q.15 “[...] each application should be reviewed by a human, not just the
ones which have low confidence”

S2-P179

Q.16 “Maybe for it to be processed primarily by the AI but secondly by a hu-
man before the answer is finalised. This could still be a quick process
as the person wouldn’t have to spend much time on it but it would
mean the decision also had a human input.”

S2-P226



Appendices

6

183

Q.17 “It is fairer than other options as [it] is quicker than a human decision
- [it] allows customers to explore other options”

S2-P153

Q.18 “It is fair because with the help of its AI the application process is much
faster and efficient”

S2-P146

Q.19 “I do think it is fair, it is a quick and easy procedure” S2-P182

Q.20 “It’s fair because it can’t be biased because it’s AI” S2-P110

Q.21 “[...] it may be fair as an algorithm does not take into account factors
such as someone’s manner or dress which may lead to an unconscious
bias for or against an applicant when assessed by a human.”

S2-P8

Q.22 “It is very fair because all applicants are assessed using the same list of
criteria.”

S2-P85

Q.23 “It takes in essential information needed to evaluate weather a loan is
risky from the bank’s point of view as a business deal, it doesn’t take
feelings or emotions, just facts, and applies them to the bank’s set cri-
teria with which they are happy to give a loan out to.”

S2-P98

Q.24 “I think they have asked the correct information to see if an individual
could be able to afford to pay back the loan.”

S2-P34

Q.25 “I think it is fair that it is based on the same factors for everyone but
there are circumstances under which more personal information in-
dividual to their case should be taken into consideration.”

S2-P51

Q.26 “The AI system will only deal with data/numbers and won’t take into
consideration Kim’s personal circumstances which could explain why
she was rejected in the first place. For example, many lost their jobs
due to no fault of their own during the pandemic and fell behind on
bills etc. and many have ended up in debt. If this was the case with
Kim it wouldn’t really be fair based on the circumstances.”

S2-P96

Q.27 “Everyone is treated the same, but it seems that if a human saw she
was only 5% off having the loan, they would have just let it slide.”

S2-P9

Q.28 “There should be some human to evaluate those cases that are in the
obscure region of the cutting-off point.”

S2-P209

Q.29 “If the person trying to get the loan is rejected within a small margin
and appeals I believe they should be able to re-negotiate.”

S2-P185

Q.30 “They took the human element away, which allows for communica-
tion and some compromise.”

S2-P245

Q.31 “[...] there will always be instances where an AI will get the decision
wrong when a person land in a grey area/their circumstances fall into
an area where a little compassion is needed.”

S2-P218

Table 6.5: Summary of some of our participants’ responses to the open ended questions. S1 = preliminary
study, S2 = main study, Pj = index of the participant.
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Appendix C.2: Summary of the experimental design

Parameters Conditions Descriptions
Explanation No explanation The artificial intelligence system uses some of this in-

formation for making the loan decision.
With explanations In the email received by Kim, an explanation of how

the decision-making system has reached the conclu-
sion is included. The email includes the importance
that each piece of information provided by Kim had
in the final decision. Factors are listed from the most
important to the least important factor based on the
bank’s criteria. The magnitude of the contribution of
each piece of information (negative (−) means that it
contributed to the rejection decision) is added between
brackets:
Credit Score (−0.15)> Loan amount requested (−0.12)>
Total annual income (−0.09)> Loan purpose (+0.02)>
Employment status (+0.02)> Loan amount term
(months) (−0.03)> Date of birth (+0.03)> Co-applicant
(if any) income (+0.01)> Number of dependents
(−0.07)> Education (+0.02)
The email also includes information about scenarios
where the individual would have been granted the
loan. Kim would have been granted a loan if one of
the following scenarios had been true:
• The loan amount requested had been 5% lower
• The total annual income of the individual had been

10% higher
• The credit score of the individual had been "Very

Good"

Human over-
sight

No human over-
sight

Given the latest technological advances and in an effort
to make loan decisions in a timely manner, the loan
application process is now fully automated. An artifi-
cial intelligence system receives the online requests and
evaluates each case. An email is sent to the applicants
with the final verdict.
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With human over-
sight

Given the latest technological advances and in an effort
to make loan decisions in a timely manner, the loan
application process is now hybrid: it combines artifi-
cial intelligence with human expertise. This involves a
two-step approval process. In the first step, an artifi-
cial intelligence system receives the online requests and
evaluates each case. If the artificial intelligence system
reaches a decision (approve or reject) with a high con-
fidence, an email is sent to the applicant with the fi-
nal verdict. If the artificial intelligence system has a
low confidence over the decision, there is a second step
where a human oversees the decision and makes the fi-
nal verdict and an email is sent to the applicant.

Contestability No contestability Since the reason for introducing an artificial intelli-
gence system is to handle home loan applications in a
timely manner, Kim has no option to request a review
of the decision.

Contest initial de-
cision

Kim has decided to appeal the decision and has asked
for a review of the process. As part of the review pro-
cedure, Kim has the opportunity to make objections
about the initial decision and provide any information
to support the application. The same artificial intelli-
gence system will then reevaluate the home loan appli-
cation.

Contest decision
maker

Kim has decided to appeal the decision and has asked
for a review of the process. As part of the review pro-
cedure, Kim has the opportunity to ask for a human
to review the process. This human reviewer will make
a completely new decision with the information that
Kim already provided for the initial decision.

Task stakes High stakes Buy a house / home loan
Low stakes Go on holiday / holiday loan

Table 6.6: Summary of the experimental design.
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Appendix D: Chapter 5
Appendix D.1.: Experimental Design

Your city has limited living space; both for citizens and visitors. If a citizen wants to rent out
their home on Airbnb to tourists, they need to meet certain requirements. They must also
request a license to the municipality. Not everyone adheres to those conditions. The munic-
ipality sometimes receives reports that a home has been rented out without meeting the re-
quirements. Until now, a human civil servant would manually investigate the report and find
evidence that would help determine whether the reported property was being illegally rented.

.
Given the shortage of long-term rentals in your city, the municipality has decided to increase
its efforts to identify citizens who do not meet the requirements to rent their homes on Airbnb.
For this reason the municipality of your city has adopted an Artificial Intelligence system to
accelerate the identification of these illegal rentals. With the new system, when a report is
filed, the Artificial Intelligence system has access to [Data provenance].

.
Based on that data, the Artificial Intelligence system [Model type] [Profile] and it is the first
time that this address is reported, a first warning is sent to request the owner to stop renting
the property illegally. After this first warning, the owner might face penalties if they fail to
adhere to the vacation rental policy.

.
[We present the diagram of the workflow. We provide an example to illustrate the workflow in
practice.]

.
A few hours ago, a report was filed to complain about a potential case of an illegal holiday
rental in 25 Green Hill Street. After retrieving [Data provenance (...)], the evaluation of the
Artificial Intelligence is the following:

[Model type] ∩ [Data provenance]
.

Since [Model type (...)], [Profile (...)]. The letter includes a first warning and a request to stop
renting the property illegally. It also includes information on how to [Profile (...2)] to ask any
questions the 25 Green Hill Street owner might have.

Table 6.7: Scenario presented to participants.
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Parameters Conditions Descriptions
Profile Hybrid the human civil servant in charge examines the evaluation of the

Artificial Intelligence. If, based on the civil servants’ judgment,
there are clear signs that indicate an illegal holiday rental in this
address, (...) the human civil servant in charge has examined the
evaluation of the Artificial Intelligence. Based on the civil servant’
judgment, there are indeed clear signs that indicate an illegal holi-
day rental in this address. The human civil servant has, therefore,
send a letter to the property owner of 25 Green Hill Street. (...2)
contact the human civil servant in charge,

Fully-
automated

- (...) the evaluation of the Artificial Intelligence system has led
to a letter to be sent to the property owner of 25 Green Hill Street.
(...2) interact with the Artificial Intelligence system

Model type Probabilistic calculates the probability of a property being illegally rented on
the reported address. If the probability is high, (...) the probability
of this property being illegally rented is high,

Rule-based evaluates through a rule-based system whether the reported ad-
dress meets the conditions of illegal holiday rental. If relevant
conditions are met that indicate an illegal holiday rental in this
property, (...) relevant conditions are met that indicate an illegal
holiday rental in this property,

Data prove-
nance

Publicly avail-
able databases

the public registry, where it retrieves information about prior ille-
gal housing cases, about the building and about the identity and
housing rights of the residents. (...) information from the public
registry

Non publicly
available data
sources

the camera footage of the doorbell in the building. If the doorbell
has no camera, then it accesses the footage of the nearest street
camera. Thanks to this footage, the AI identifies the flow of people
accessing the building. (...) footage from the cameras

Model ∩
Data

Probabilistic ∩
Public

“The property in 25 Green Hill Street has a high probability prob-
ability of being an illegal holiday rental. According to the infor-
mation in the public registry, the following factors determine the
high probability:
• Street code +++
• Anonymous reporter +++
• Number of rooms ++
• Date of residence in the address +”
(+) means that this factors contributed to getting a high proba-
bility. The more (+) signs, the bigger the impact of that factor on
getting a high probability.
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Probabilistic ∩
Non-public

“The property in 25 Green Hill Street has a high probability proba-
bility of being an illegal holiday rental. According to the informa-
tion obtained from the camera in the last month, the following
factors determine the high probability:
• Total number of suitcases detected entering the building +++
• Total number of non-regular residents entering the building

+++
• Flow of people during weekends and holidays ++
• Frequency of access of people during working hours +”
(+) means that this factors contributed to getting a high proba-
bility. The more (+) signs, the bigger the impact of that factor on
getting a high probability.

Rule-based ∩
Public

“The property in 25 Green Hill Street meets the conditions for be-
ing flagged as an illegal holiday rental. According to the informa-
tion in the public registry, the following conditions were met:
• The property is located in a highly touristic area of the city
• The complaint is not anonymous, it comes from the neighbour

nextdoor
• The property has more than 2 rooms
• The property owner is not registered in this address and has sev-

eral other properties”

Rule-based ∩
Non-public

“The property in 25 Green Hill Street meets the conditions for be-
ing flagged as an illegal holiday rental. According to the informa-
tion obtained from the camera, the following conditions were met
in the last month:
• Total number of suitcases detected entering the building > 15
• Total number of non-regular residents entering the building >

50
• Flow of people during weekends and holidays > 5 people enter-

ing the building on average every 30 minutes during the day
• Flow of people during working hours > 3 people entering the

building on average every hour”
These conditions apply to this particular building based on its size
and factors such as the presence of other Airbnb-s in the building.

Table 6.8: Experimental design. Depending on the scenario assigned to each participant (e.g., profile = hybrid,
model type = probabilistic, data provenance = publicly available data sources), the descriptions corresponding
to those conditions were introduced in the scenario presented in table 6.7.
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Appendix D.2.: Measurement Tools
Measurements
A. Items to measure perceived ability. Assessed on a seven-point Likert scale (1 = completely dis-
agree, 7 = completely agree).

1. [Decision-maker]11 has the competence to include all necessary information for making deci-
sions about illegal holiday rentals.

2. [Decision-maker] is able to process all data necessary for making decisions about illegal holi-
day rentals.

3. [Decision-maker] is able to consider all necessary data when making decisions about illegal
holiday rentals.

4. [Decision-maker] is capable of flexibly considering different circumstances when making de-
cisions about illegal holiday rentals.

5. [Decision-maker] has the competence to adapt its decision to different circumstances.
6. [Decision-maker] is able to react flexibly to circumstances in the decision-making process.

B. Items to measure perceived benevolence. Assessed on a seven-point Likert scale (1 = com-
pletely disagree, 7 = completely agree).
1. [Decision-maker] will take care of the welfare of the owner of 25 Green Hill Street.
2. [Decision-maker] will consider the needs and desires of the owner of 25 Green Hill Street.
3. [Decision-maker] will act on the best interest if the owner of 25 Green Hill Street.
4. [Decision-maker] will look out what is important for the owner of 25 Green Hill Street.
5. [Decision-maker] will go out of its way to help the owner of 25 Green Hill Street.

C. Items to measure perceived integrity. Assessed on a seven-point Likert scale (1 = completely
disagree, 7 = completely agree).
1. [Decision-maker] acts with a strong sense of justice.
2. [Decision-maker] acts in an honest way.
3. [Decision-maker] is fair when identifying illegal holiday rentals.
4. The behaviours and decisions coming out of [Decision-maker] are not very consistent (r).
5. I like the values and purposes behind having a [Decision-maker] for identifying illegal holiday

rentals.
6. Sound principles guide the behaviour of [Decision-maker].

D. Item to measure perceived fairness. Assessed on a seven-point Likert scale (1 = completely
disagree, 7 = completely agree).
1. Overall the decision-making process for identifying illegal holiday rentals set up by the munic-

ipality is fair.

Descriptive and control variables
A. Questionnaire for determining age range.

What is your age range?
• A1: 0-18
• A2: 19-25
• A3: 26-35
• A4: 36-50

11[Decision-maker] is either “The Artificial Intelligence system” or “The human civil servant (by) using the Ar-
tificial Intelligence system and their own judgment” depending on the condition that each participant gets.
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• A5: 50-80
• A6: 80+

B. Questionnaire for determining level of education.
What is the highest level of school that you have completed or the highest degree you have

received?
• A1: High school incomplete or less.
• A2: High school graduate or GED (includes technical / vocational training that does not award

college credit)
• A3: Some college (some community college, associate’s degree).
• A4: Four year college degree / bachelor’s degree
• A5: Some postgraduate or professional schooling, no postgraduate degree
• A6: Postgraduate or professional degree, including master’s, doctorate, medical or law degree

C. Items to determine experience as lessee of short-term rentals. Assessed as a yes/no question.
1. I have rented my house out for short-term rentals (for example, Airbnb) and I had a license for

it.
2. I have rented my house out for short-term rentals and I did not have a license for it.

D. Items to measure AI literacy. Assessed on a seven-point Likert scale (1 = completely dis-
agree, 7 = completely agree).
1. I have a good knowledge in the field of artificial intelligence.
2. My current employment includes working with artificial intelligence.
3. I am confident interacting with artificial intelligence.
4. I understand what the term artificial intelligence means.

E. Items to measure affinity to technology. Assessed on a seven-point Likert scale (1 = com-
pletely disagree, 7 = completely agree).
1. I like to occupy myself in greater details with technical systems (systems that include some

technology: computing systems, electronic gadgets, mechanisms)
2. I like testing functions of new technical systems.

3. It is enough for me that a technical system works; I don’t care about how or why (r)12.
4. It is enough for me to know the basic functions of a technical system (r).

F. Items to measure personal experience with short-term rentals. Assessed in a seven-point
Likert scale (1 = completely disagree, 7 = completely agree).
1. I am aware of human civil servants identifying illegal holiday rentals.
2. I am aware of artificial intelligence systems detecting illegal holiday rentals.

G. Items to measure personal experience with public administration. Assessed in a seven-point
Likert scale (1 = completely disagree, 7 = completely agree).
1. I have a good experience dealing with the human civil servants in the public administration.

H. Item to measure affinity to short-term rental policy. Assessed in a seven-point Likert scale
(1 = completely disagree, 7 = completely agree).
1. It is acceptable that the municipality enforces a policy to identify and penalize short-term

rentals like Airbnb(s) that are not officially registered.

12Reverse coded
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I. Item to measure perceived task complexity. Assessed in a seven-point Likert scale (1 = very
low in complexity, 7 = very high in complexity).
1. How complex do you think it is to identify illegal holiday rentals?

J. Open-ended questions.
1. Do you think [Decision-maker] is capable of correctly identifying illegal holiday rentals? Why?
2. Do you think the [Decision-maker] will try to help the 25 Green Hill Street owner? Why?
3. Do you think it is right that the municipality relies on [Decision-maker] for the decision-making

process? Why?
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