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ABSTRACT

Magnetic Resonance Imaging is one of the most widely used imaging modalities nowa-
days and it performs especially well imaging human organs such as the brain and liver.
One of its main limitations is the relatively long imaging times, to overcome this issue
and speed up the data acquisition, several techniques such as Parallel Imaging or PI have
been developed. These techniques require advanced hardware and software to be able
to decrease the acquisition time. On the hardware side, a highly efficient insert gradient
coil has been designed and built at the University Medical Center Utrecht. Specialized
software has to be implemented to optimally make use of this hardware. One of the re-
cently proposed PI methods called Wave-CAIPI has been proved to achieve a ninth fold
acceleration factor without compromising image quality.

This project aims to investigate the time gain that can be achieved when combing
the insert gradient coil with a Wave-CAIPI strategy. Two main aspects are reviewed. The
first one is the maximum achievable under-sampling factor that does not compromise
image quality. The second one is the decrease in acquisition time that can be obtained
when using the insert gradient coil compared to conventional gradient systems while
maintaining image quality. To do so, the strategy has been implemented and extensive
simulations have been performed to optimize the MR acquisition parameters. To prove
the results from the simulations, the Wave-CAIPI sequence was implemented in a 7T
scanner at the UMCU, where the acquired data was retrospectively under-sampled, ob-
taining the wave image to be further reconstructed.

Limitations of previous works on Wave-CAIPI have been the gradient specifications,
which can be overcome by the high-efficiency coil. It has been concluded that shorter
acquisition times without compromising image quality are possible when using the in-
sert coil compared with conventional systems. The time gain can be up to a factor of five,
and sixteen fold under-sampling factors could be possible. The time gain can be espe-
cially useful for Echo Planar Imaging sequences, where switching faster gradients allows
to acquire more signals in less time. The next steps for this research are to prospectively
under-sample the data in a Wave-CAIPI fashion with a sixteen under-sampling factor
and corroborate if sequences such as Echo Planar Imaging can be benefited with the
time gain.
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1
INTRODUCTION

Nuclear Magnetic Resonance Imaging, also known as Magnetic Resonance Imaging or
MRI, is currently one of the most popular medical imaging modalities worldwide. Up
until the mid-70s, the most advanced, efficient, and safe medical imaging technology
was Computer Tomography or CT, which uses X-rays and advanced image reconstruc-
tion techniques to generate a cross-sectional image of a specific section or organ of a
patient. One of the main drawbacks of CT is that during the image acquisition, the pa-
tient is exposed to radiation. Therefore, MRI has come along as a preferred technology
since it does not use radiation to generate an image of a patient’s body.

MRI has many advantages as it can generate images at millimeter resolution and
performs especially well when imaging soft human tissues such as the brain, liver and
other major organs. Nevertheless, two of its main limitations are the cost of the scanner,
which can be as triple as a CT and the relatively long imaging times. A typical clinical
imaging protocol takes on average 20-60 minutes [1], this is particularly a problem since
the patient has to stay still during the signal acquisition, patient movements can cause
artifacts in the final image. For this reason, a hot topic in MRI research focuses on devel-
oping different methods and techniques that can significantly shorten the imaging time
using state of the art hardware and algorithms.

This work investigates the time gain that can be achieved when combining a highly
efficient head gradient coil [2] with a recently proposed parallel imaging technique called
Wave-CAIPI [3] at a 7 Tesla scanner. This time gain was explored in a simulation study
which includes an optimization of acquisition and reconstruction parameters. The high-
est feasible acceleration factor that does not compromise image quality is investigated
, a comparison of the imaging times using the conventional and insert gradient is also
provided. Additionally, the Wave-CAIPI sequence was implemented on a 7T MR-scanner
and the quality of the reconstructed images, was validated against simulations and liter-
ature.

This report’s structure is as follows: the following section briefly describes the princi-
ples of MRI; its hardware, how signals are generated, and the image reconstruction pro-
cess; the concepts introduced there allow to describe advanced MRI techniques in the
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6 1. INTRODUCTION

following chapters. Chapter 2 introduces the main characteristics of the head insert gra-
dient coil presented in [4], this coil allows the gradient in the z-direction to be switched
on and off at a higher rate, being capable of reducing signal acquisition time. Chapter 3
describes the Wave-CAIPI method presented in [3]; it presents a brief introduction and
its mathematical formulation, this parallel imaging technique allows a significant imag-
ing time reduction without compromising image quality. Chapters 4 and 5 describe the
methods and results of this project. Lastly, chapter 6 presents the discussion, conclu-
sions, and further work.

1.1. MAGNETIC RESONANCE IMAGING
MRI is a medical imaging modality that takes advantage of the magnetic moment gen-
erated by the spin of certain nuclei to generate high-resolution, high-contrast, cross-
sectional images of the anatomy and physiological processes of the human body. The
signals used to create the image arise from the nuclear magnetic resonance properties
of some nuclei, which can be stimulated in various forms when placed inside a fixed
magnetic field with the help of variable Radio Frequency fields. The subject’s part of the
body to be imaged is virtually divided into different volumetric sections called voxels,
which are in the order of squared millimeters. To generate the final image, a gray-scale
value that depends on the intensity of the signal generated by the spins present in each
voxel is assigned to each of these units.

Nuclear Magnetic Resonance NMR is the physical phenomenon used in MRI to gen-
erate an image. It is well known that nuclei present a positive charge since it is composed
of protons and neutrons. Some of these nuclei, the ones with odd atomic or mass num-
ber, present charge, and angular momentum. This type of nuclei are said to have spin.
From Maxwell’s equations, it is known that circulating charges generate a magnetic field,
which in turn creates an electric field; the combination of these two produces an electro-
magnetic field. The nuclei that spins also posses a microscopic magnetic field, a typical
presentation of the spin of nuclei is of a positive charge spinning around its axis as in fig-
ure 1.1a. The magnetic moment vector µ of this microscopic magnetic field is described
by equation 1.1, where γ is the gyromagnetic ratio andΦ the angular momentum.

(a) (b)

Figure 1.1: Visual representation of spins, 1.1a typical representation of the spin of a nuclei and 1.1b vector
representation of sum of spins, reprinted from [5]

µ= γΦ (1.1)
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In normal conditions, these individual nuclear spins have random orientation and
cancel each other. Nevertheless, when placed into an external magnetic field B0 of higher
amplitude they tend to align with it. When aligning, their combined effect produce a spin
system which is a collection of individual spins that can be modeled using a bulk magne-
tization vector M , this vector is said to become magnetized when placed in an external
magnetic field as shown in figure 1.1b. If the spin system does not get disturbed, it will
reach equilibrium when placed into the static magnetic field and it will be parallel to B0.
The magnitude of this vector is described by equation 1.3, where k = 1.38×10−23 J ·K −1

is Boltzmann’s constant, h = 6.26×10−34 J · s is Planck’s constant, T is temperature in de-
grees Kelvin and PD is the proton density or the number of nuclei per unit volume. It is
important to note that the M(r , t ) is a function of position in the 3D space and time, for
visual representation the position dependency r is dropped from the notation.

M(t ) =
Ns∑

n=1
µn (1.2)

M0 =
B0

γ
2π

2
h2

4kT
PD (1.3)

The magnetization vector M(t ) can be disturbed if different magnetic fields are ap-
plied. These time-variant magnetic fields capable of modifying the magnetization vec-
tors are realized turning on and off different gradient coils and generating Radio Fre-
quency pulses. This time varying fields disturb the magnetic field and in turn the pre-
cessing frequency of M(t ) is modified as a function of space and time. Since M(t ) is a
magnetic moment, it experiences a torque if a time-varying magnetic field B (t ) is ap-
plied, this is described by:

d M(t )

d t
= γM(t )×B (t ) (1.4)

One of the fundamental equations of MRI is the so-called Larmor frequency, equa-
tion 1.5, which describes the rate of precession of the magnetic moment around the ex-
ternal magnetic field, and it has units of radians per second. A visual representation of
the precession phenomenon can be found in figure 1.2a.

ω0 = γB0 (1.5)

The vector M(t ) can be divided into its longitudinal Mz and transverse Mx y compo-
nents in the complex plane as seen in figure 1.2b. In MRI, the longitudinal component
points to the same direction as the static field, whereas the transverse is oriented or-
thogonal to the main field, equations 1.6 and 1.7 represent the decomposition of M(t ).
The angle between the components of M(t ) is characterized by equation 1.8 and is called
phase of the transverse magnetization.

Mz (t ) = Mz (t ) (1.6)

Mx y (t ) = Mx (t )+ j My (t ) (1.7)

φ= t an−1 My

Mx
(1.8)



8 1. INTRODUCTION

(a) (b)

Figure 1.2: Visual representation of precession phenomenon, 1.2a Vector M(t ) precessing and 1.2b its longitu-
dinal Mz and transverse Mx y components [5]

From Faraday’s law of induction, we know that a time-varying magnetic field cutting
across a coil of wire will induce a voltage. Using this principle, receiver RF coils are placed
close to the area to be imaged; the transverse magnetization will generate a voltage in the
receiver coil. The voltage generated in the coil represents the signal and is given by:

V (t ) =− ∂

∂t

∫
ob j ect

M(r , t ) ·B r (r )dr (1.9)

Where r is the vector of position in the 3D plane r = (x, y, z) and B represents the
magnetic field.

Applying a RF pulse is possible to move the spin system out of equilibrium. To do
so, the new time-varying RF field B1 has to match the Larmor frequency, equation 1.5 of
the magnetization vector, this will push the vector towards the transverse plane. Using
a circular polarized RF excitation with a rectangular envelope B e

1 (t ), the RF field is given
by equation 1.10. The final tip angle α and phase φ of M depends on the amplitude and
duration of B e

1 (t ).

B1(t ) = B e
1 (t )e jφ (1.10)

α= γ
∫ τp

0
B e

1 (t )d t (1.11)

Once the magnetization is flipped with an angle α , M(t ) will precess and two relax-
ation processes will occur, longitudinal and transverse relaxation. The first one describes
the recovery of the longitudinal magnetization Mz , which gets back to its equilibrium,
this happens in an exponential fashion and its characterized by the so called longitudi-
nal relaxation time T1. On the other hand, the transverse relaxation refers to the expo-
nential decay of Mx y and its time constant T2 describes the transverse relaxation time.
T1andT2 times are tissue specific and are important mechanisms to generate contrast in
the final image.
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Another important equation in MRI is the Bloch equation, which describes the be-
havior of the magnetization M(t ) for a given magnetic field B with respect to a reference
frame rotating at Larmor frequency. This equation is used to model how the magneti-
zation vector behaves during and after an excitation pulse. The Bloch equation for the
general case is:

∂M(r , t )

∂t
+γB (r , t )×M(r , t )+ 1

T2(r )
Mx y (r , t )+ 1

T1(r )
Mz (r , t ) = 1

T1(r )
M eq (r )i z (1.12)

1.1.1. HARDWARE
Different components of the MRI scanner work together to make the physical phenomenon
described above take place. The main five components of an MRI system are: main mag-
net, in most of the clinical scanners its magnitude is >1 T and is responsible for the align-
ment of spins. Gradient coils, which are turned on and off during the image acquisition
to provide spatial localization of the signal. RF coils, which transmit and receive radio
frequency pulses and signals; these coils are capable of flipping the magnetization to the
transverse plane. Electronics to program the timing for the transmission and reception of
signals. Console to view, manipulate and store the generated images. Figure 1.3 presents
a block diagram and the different components of an MRI system.

Magnet and Shim

Gradient Coils

RF coil

Waveform 

Generator

CPU

Data storage

Image processor

RF

Electronics

ADC's

Image 

Display

Shim 

Control Console

(a) (b)

Figure 1.3: Principal components of MRI system, 1.3a scanner electronics diagram and 1.3b scanner compo-
nents, reprinted from [6]

1.1.2. SIGNAL GENERATION AND DETECTION
When the magnetization vector is flipped along the transverse plane, an MR signal is
generated, two of the principal mechanisms to generate this signal are spin echo and
gradient echo, the principle underlying this signal generation is to make spins precess
with the same phase, so the magnitude of magnetization vector is as large as possible.
Spin echo consists of a 90 degrees RF pulse to flip the magnetization, followed by a 180
degrees pulse that causes the spin to get in phase after some echo time TE. On the other
hand, gradient echo switches negative gradients, followed by a positive one; this way, the



10 1. INTRODUCTION

spins get in phase, and a larger signal is generated after some echo time TE, an example
of pulse sequences of this type can be found in figure 1.5.

The signal generated is picked up by the Receiver RF coil, this signal corresponds to
the magnetization vectors of all the excited area (flipped spins), for this reason, it is nec-
essary to perform signal encoding to define the spatial location of each magnetization
vector. Signal encoding is achieved by slightly modifying the Larmor frequencies as a
function of position in the three dimensional space. Slice selection, frequency encoding
and phase encoding are the steps followed to be able to determine where the signal is
coming from and generate an image. These steps use the gradient coil system to modify
the magnetic field’s magnitude inside the scanner, which, as it can be seen from equation
1.5, will make spins precess at different frequencies depending on their spatial location.
Figure 1.4 presents the visual intuition of this concept.

Same frequency everywhere Low High

0 0B0

B

B0

B

Figure 1.4: Visual representation of the effect of gradients in the Larmor frequency. Left: when the gradient is
off, the B field and Larmor frequency ω is the same everywhere. Right: when the gradient is on, they depend
on its spatial position

To select a specific slice, a slice selection gradient Gz is turned on at the same time as
the RF transmit pulse. The gradient will modify the magnetic field amplitude and spins
will precess at different frequencies. As stated before, to flip the magnetization to the
transverse plane, a RF pulse with the same frequency as the spins to be flipped has to
be applied. For this reason, the RF pulse consists of a waveform that excites a range of
frequencies; this range is selected depending on the desired position and thickness of
the slice. After the described steps are performed, only spins from a specific slice will
be flipped to the transverse plane.In this work, the slice selection gradient is in the z-
direction. The Larmor frequencies during a slice selection gradient are given by:

ω(z) = γ(B0 +Gz z) (1.13)

Frequency encoding is the process used to define the location of spins in the readout
direction, the same principle as slice selection is used; when a gradient Gx is applied,
spins precess at different frequencies depending on their spatial location. This gradient
is applied at the same time as the Analog to Digital Converter ADC. This process gives
the spatial location in a second dimension. The frequencies along the readout direction,
when this is in the x-direction are given by:

ω(x) = γ(B0 +Gx x) (1.14)

To encode the signal in the third dimension, a process called phase encoding is used,
as both slice and frequency encoding, it consists of turning on a gradient Gy for a spe-
cific time Tp , the spins will as well process with different frequencies along the gradient
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direction and will accumulate phase, this phase accumulated is given by equation 1.15.
The phase encoding gradient has to be turned on before the frequency encoding and
after the slice selection gradient, if this dimension is y, the phase is given by:

φy (y) =−γGy Tp y (1.15)

Finally, the base-band signal acquired by the RF coil, which includes the effects of
the three space encoding steps described above, is given by:

s0(t ) =
∫ ∞

−∞

∫ ∞

−∞
f (x, y)e− j 2πγGx xt e− j 2πγGy Tp y d xd y (1.16)

The steps described above have to be repeated several times until the desired field
of view is covered. Three important parameters for the acquisitions are, Echo Time TE,
Repetition Time TR and flip angle α, TE is the time it takes for an echo (peak signal
intensity) to be generated, TR is the time between RF pulses applied to generate an echo
and flip angle defines parameters for the RF pulse, these parameters are usually selected
to generate a specific image contrast. This process can be visually represented in "pulse
sequence diagrams," which are timelines of the events occurring during an MR scan;
they represent the sequence on how the RF pulses, gradient coils, and ADC are activated
for the signal generation and acquisition. Examples of this pulse sequence diagrams can
be found in figure 1.5.

(a) (b)

Figure 1.5: Pulse sequence diagrams for the two main mechanisms to generate MRI signal,1.5a Spin Echo and
1.5b Gradient Echo , reprinted from [6]

The total scan time depends on the number of phase encoding steps PEsteps , TR and
number of average signals NEX (acquisition of several signals with same parameters to
average them and reduce noise) and can be calculated as:

Tacqui si t i on = T R ×PEsteps ×N E X (1.17)

The quality of a MRI image can be assessed by different factors, such as image reso-
lution, Signal to Noise Ratio SNR and Artifacts present in the image. Image resolution is
the level of detail of the image and is measured by the pixel size, SNR defines the ratio
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between the actual signal and background noise, the SNR can be obtained with equa-
tion 1.18, artifacts are distortions in the image which can be generated by the type of se-
quence, fat or fluid signal, anatomy outside the Field of View FOV or presence of metallic
objects.

SN R = |V |p
σ2

(1.18)

Where |V | and is the magnitude of the received signal and σ2 is the variance of the
received noise.

1.1.3. K-SPACE
MR systems acquire the signal in the frequency domain, which in MRI is called the K-
Space. As mentioned before, turning the slice selection, frequency encoding and phase
encoding gradients, slightly modifies the magnetic field, this make the spins precess at
different frequencies and phases as a function of its spatial location. The K-space can
be interpreted as a grid of points, each of them representing a sampling point of the
different signals acquired, and as explained before, each point represents a different fre-
quency.

Recording multiple signals to cover the whole area of interest is sometimes referred
as filling the K-space. Two important parameters of this frequency domain grid are the
distance between sampling points ∆k and the point farther from the center of the k-
space kmax , these two parameters represent the rate of sampling and the highest fre-
quency acquired respectively. They are related to the user-selected parameters Field of
View and pixel resolution ∆w in the image domain. Their relation is given by:

∆k = 1/FOV (1.19)

∆w = 1/kFOV (1.20)

K f ov = 2kmax (1.21)

Equation 1.19 defines the minimum distance ∆k between sampling points needed
to reconstruct the image without artifacts with the desired FOV and is derived from the
Nyquist-Shannon theorem [7], stating that to fully reconstruct a signal, it should be sam-
pled at least twice the higher frequency.

As can be seen from equation 1.19, increasing the distance between K-space points
∆k will reduce the FOV, and since the Nyquist-Shannon theorem is violated, artifacts
will appear in the image domain. From equation 1.20, it can be seen that if we keep ∆k
constant, but reduce K f ov , the image domain will have the same FOV, but ∆w will be
increased so that the final image will have lower resolution. The effects of changing this
parameters can be seen in figure 1.6.

An important characteristic of the K-space is that the center points are the ones with
higher amplitude and represent the lower frequencies, whereas the points far from the
center have lower amplitude and represent higher frequencies. When going from fre-
quency to image domain, the center points form the shapes and basic contrast of the
image, on the other hand, the points in the periphery give rise to the edges and details
in the final image. This is in-line with the previously described spatial location strategy
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Frequency domain / K-space

Image domain

Frequency domain / K-space

Image domain

(a)

Frequency domain / K-space

Image domain

Frequency domain / K-space

Image domain

(b)

Figure 1.6: Effect of∆k in reconstructed image, 1.6a doubling∆k and keeping kmax the same, produces an im-
age of half the FOV and same resolution∆w . 1.6b keeping∆k the same and decreasing kmax by half, produces
an image of the same FOV and lower resolution ∆w

which makes the spins far from the center precess at higher frequencies compared to
than the center ones, producing a signal low in amplitude.

The simplest way of filling the K-space is to define a constant∆k per dimension. This
makes the image reconstruction a simple step of just performing an Inverse Fast Fourier
Transform. Different trajectories that exploit the characteristics of the K-space more ef-
ficiently have been proposed. Nevertheless, these type of trajectories, do not have an
equal spacing ∆k per dimension, for this reason, the image cannot be reconstructed
with a simple FFT algorithm. Two of the most common non-Cartesian trajectories are
spiral and radial. A diagram can be found in figure 1.7.

Ky

K
z

Ky

K
z

Ky

K
z

K
z

Ky

Spiral Radial

Figure 1.7: Non-Cartesian K-space trajectories: Spiral and radial trajectories

1.1.4. IMAGE RECONSTRUCTION
As mentioned in the previous section, the signal acquisition can be performed either
in a Cartesian or non-Cartesian matter. For the Cartesian one, the image can be ob-
tained using a simple Inverse Fast Fourier Transform algorithm. On the other hand, a
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more complex algorithm is needed to reconstruct non-Cartesian acquisitions. One ap-
proach is to use a Non-Uniform Fast Fourier Transform algorithm [8], which uses in-
terpolation techniques to convert the non-uniform K-space data into an equally spaced
points and then apply an FFT algorithm to the interpolated data. When using Parallel
Imaging techniques and non-Cartesian K-space trajectories, image reconstruction can
also be performed iteratively, solving an optimization problem.

1.1.5. PARALLEL IMAGING

As previously mentioned, MRI is considered a slow medical imaging technique. Com-
pared to others like CT or Ultrasound, the time needed to acquire signals and generate
an image is significantly longer. Several methods have been proposed to accelerate the
acquisition time in MRI. As equation 1.17 suggests, one way to reduce the imaging time is
by reducing the number of phase encoding steps, this implies that the distance∆k, equa-
tion 1.19, between sampling points in the K-space is increased, skipping K-space lines is
also called under-sampling. In the image domain, this results in a reduction of the FOV,
generating aliasing in the image as explained in subsection 1.1.3. The amount of data
reduction (phase encoding steps reduction) is called the acceleration factor R = Ry ×Rz

and is defined as the ratio between the number of K-space points in the fully-sampled
data and the under-sampled one, Ry and Rz are the under-sampling factors in the phase
and slice encoding respectively. Parallel Imaging or PI is a technique that allows the re-
construction of an almost artifact-free image from under-sampling the K-space [9].

PI requires specialized receive coil arrays, which are composed of several indepen-
dent receiver channels, one for each coil, an example of this coils can be found in figure
1.8b. Since each of these coils are in a different position, they have different sensitivity to
the area being imaged compared with the others as in can be see in figure 1.8a. This dif-
ferent sensitivity can be used as extra spatial information in the reconstruction problem
since each of the coils will receive the same signal with different intensities. This way, a
full image can be reconstructed even if the number of phase encoding steps is reduced.

Different methods can be used to retrieve the underlying magnetization from the
under-sampled data and the coil sensitivity profiles. Sensitivity Encoding SENSE [10]
and GenerRalized Autocalibrting Partial Parallel Acquisition GRAPPA [11] are two of the
most commonly used. The first one separates the aliased pixels in the image domain,
whereas the latter reconstructs the missing K-space lines. Both methods need to solve a
set of equations. This work uses SENSE to reconstruct the under-sampled images.

The basic idea of SENSE reconstruction is that an image can be reconstructed with-
out significantly affecting its quality, even if the K-space is under-sampled. As shown
in figure 1.6a, under-sampling the K-space produces a reduced FOV image with aliased
pixels. SENSE uses the different coil sensitivities of each receiver channel as extra spatial
information, each coil will generate an incomplete image that can further be combined
in a process called unfolding, to arrive to the full FOV image, a visual representation can
be found in figure 1.8b. The key for signal separation is that each of the single-coil image
signal super-positions happens with different weights according to the local coil sensi-
tivities. The signal separation is achieved by solving:

v =U a (1.22)
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Where v is the resulting vector listing the separated pixel values from the original
superimposed ones, a is a vector containing the image values of the intermediate images
(reduced FOV), U is the unfolding matrix used to perform signal separation and is given
by:

U = (SHΨ−1S)−1SHΨ−1 (1.23)

Where the sensitivity matrix S contains the complex coil sensitivity maps as found in
figure 1.8b, andΨ is the noise receiver matrix that describes the levels and correlation of
noise in the receiver channels.

An essential concept in Parallel Imaging is the so-called geometry factor or g-factor,
which is a measure of noise amplification. This noise amplification occurs when the coil
sensitivities from different channels have similar values in the same location, making the
unfolding matrix inversion problem ill-conditioned. To solve the system of equations,
the matrix has to be inverted, one of the characteristics of this inversion is that when the
equations composing the matrix are similar, it will produce solutions extremely sensi-
tive to small variations in the data, in this case this variation is the random noise in the
acquired K-space data. Thus, this noise is amplified in the reconstructed image when
the sensitivities from different channels have similar values in the same location. The
g-factor values are always >= 1, depending on the distribution of the g-factor and the
application, acceptable values are bellow 1.2 [12].

Both the design of the receive coils and the K-space trajectory can be used to reduce
the g-factor penalty. For uniformly under-sampled Cartesian trajectories, the noise af-
ter reconstruction will be distributed consistently in the image domain. In contrast, for
non-Cartesian acquisitions, a non-uniform distribution of noise will be present in the
K-space data, and a different noise distribution in the image domain appears. For this
reason, non-Cartesian acquisitions are best suited for PI techniques. The general form
to calculate the g-factor is:

gρ =
√

[(SHΨ−1S)−1]ρ,ρ(SHΨ−1S)ρ,ρ ≥ 1 (1.24)

Where S is the sensitivity matrix, Ψ represents the noise correlation matrix, and the
subscript ρ represents the two dimensional position vector ρ = (x, y) in the image.

Furthermore, as is often said, there is "no free lunch" in MRI, in this case the speed
up in acquisition time reduces the overall Signal to Noise Ratio in the image, equation
1.18 is modified and yields the expression for the SNR in accelerated Parallel Imaging:

SN Racceler ated(x,y) =
SN R f ul l (x, y)

g (x, y)
p

R
(1.25)
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(a) (b)

Figure 1.8: Parallel Imaging, 1.8a example of receiver coil arrays used for PI, reprinted from [13] and 1.8b sim-
plified graphical representation of SENSE, each coil generates a partial image which together can be combined
into a full image
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HEAD INSERT GRADIENT COIL

As described in chapter 1, the gradient coil system is used to spatially encode the ac-
quired signal. The slice selection, frequency encoding and phase encoding steps have to
be repeated several times in order to acquire all the signals required to reconstruct the
image. It is for this reason, that a gradient coil that can be switched on and off faster will
decrease the total imaging time.

The gradient field is produced by passing an electrical current through coil arrange-
ments. An efficient gradient coil system generates a gradient field with minimum stored
magnetic energy, which will allow it to be switched rapidly. The way to achieve this is
by designing a coil that has low inductance and small resistance [14]. In general for MRI,
the higher the achievable gradient magnetic field strength, the better. The magnetic field
strength is given by:

G = ηI (2.1)

Where I is the applied current and η is the efficiency of the coil that its mainly in-
fluenced by the geometry of the coil. In general, the smaller the coil radius, the more
efficient it is. An important characteristic of this type of coils is the rise time, the time a
gradient coil takes to achieve its peak gradient strength, the shorter this time, the faster
the coil can be switched, rise time is defined by:

τ= LI

V-RI
(2.2)

Where L is the inductance, R resistance of the coil, I and V the maximum current and
voltage supplied by the gradient amplifier. A common way to evaluate the performance
of a gradient coil is by means of its Slew Rate, which is the ratio between the maximum
gradient strength and the rise time:

SR = Gmax

τ
= η(V −RI )

L
(2.3)

17



18 2. HEAD INSERT GRADIENT COIL

To address the gradient coil design parameters explained above a high efficiency in-
sert coil that outperforms conventional gradient systems was developed [4]. A compar-
ison of the main characteristics of this coil versus a conventional one can be found in
table 2.1. It can be seen that the maximum gradient amplitude and Slew Rate of the in-
sert gradient coil is significantly higher than conventional gradient systems, this allows
the coil to be switched in higher rates and thus allow shorter TR and acquisition times.
An image of the coil developed at the University Medical Center Utrecht can be found in
figure 2.1.

Slew Rate (T/m/s) Max G (mT/m)
Insert coil normal frequencies 1,300 200
Conventional gradient 150-200 20-45

Table 2.1: Comparison of gradient coil specifications

Figure 2.1: Head insert gradient coil developed at the UMC Utrecht
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WAVE-CAIPI

Wave-CAIPI [3] is a 3D parallel imaging method that allows higher under-sampling fac-
tor R and lower g-factor penalty compared with other Parallel Imaging techniques, and
it can be applied to any scan protocol. This method combines 2D CAIPIRINHA [15] and
Bunched Phased Encoding [16] strategies. It consists of playing sinusoidal gradients on
the phase encoding directions during readout and generating inter-slice shifts. The ef-
fect of playing this sinusoidal can be interpreted as an extra phase deposited in each
readout line; this translates into a corkscrew trajectory in the K-space. When acquir-
ing the Wave-CAIPI under-sampled data, it can be seen that the effect of the sinusoidal
gradients in the image is spreading the voxels in all three dimensions; this way, the 3D
sensitivity of the receiver coil is used, and the quality of the reconstructed image im-
proves. Reconstructing the underlying image from the under-sampled data can be seen
as solving the system of equations in a SENSE model as in section 1.1.5 and is performed
iteratively using as an input, the coil sensitivities, point spread functions, and the ac-
quired wave images. This section presents a brief introduction to 2D CAIPI and BPE,
followed by the mathematical formulation of the WAVE-CAIPI method.

3.1. 2D CAIPIRINHA AND BUNCHED PHASED ENCODING
The Controlled Aliasing in Parallel Imaging Results in Higher Acceleration or 2D CAIPIR-
INHA method modifies the trajectory in the under-sampled K-space. This way, the aliased
pixels are shifted in a controlled manner. This effect is achieved by changing the phase
encoding gradients in every readout line to be able to shift the collapsed pixels. Figure
3.1 shows the pulse sequence diagram, K-space trajectory, and how the collapsed pixels
can be shifted in the spatial domain image.

The method of Bunched Phased Encoding or BPE, uses a zigzag sampling trajectory,
and an increased number of readout samples are acquired, allowing to reduce scan time.
The zigzag trajectory is achieved using an oscillating phase encoding gradient during
readout. This method shows that the phase Encoding step size can be set higher than
the conventional used 1/FOV , equation 1.19, the effect of the trajectory along with the

19
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increased sampling rate is similar to acquiring multiple Phase Encoding lines in a single
readout. Figure 3.2 shows an example of the sequence diagram, K-space trajectory, and
under-sampled time-domain image.

Slice 80

Slice 40

Aliassing without CAIPI

Aliassing with CAIPI

(a) CAIPI Image

K
z

Ky

Kx

(b) CAIPI K-space trajectory

RF

GS

GF

GP

ADC

(c) CAIPI Pulse diagram

Figure 3.1: 2D CAIPI strategy, 3.1a CAIPI vs non-CAIPI aliasing, 3.1b K-space trajectory and 3.1c pulse sequence
diagram

Slice 80

Slice 40

Aliassing with BPE

(a) BPE Image
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Kx

(b) BPE K-space trajectory

RF

GS

GF

GP

ADC

(c) BPE Pulse diagram

Figure 3.2: Bunched Phased Encoding strategy, 3.2a BPE aliasing, 3.2b K-space trajectory and 3.2c pulse se-
quence diagram

3.2. WAVE-CAIPI
Wave-CAIPI uses the principles of 2D-CAIPIRHINHA and BPE to take full advantage of
the receiver coils 3D sensitivities. In 3D acquisitions, the encoding strategy is modified
in a 2D-CAIPI matter, so the aliasing is reduced, and the spatial sensitivity is better ex-
ploited. Additionally, sinusoidal gradients with aπ/2 phase shift are applied in the phase
encoding directions during readout. The combined effect results in a corkscrew trajec-
tory in the K-space, which generates a reduced FOV image where the pixels are spread
out in all three dimensions. A SENSE reconstruction scheme is used to obtain the un-
derlying image.
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The signal equation when playing additional sinusoidal wave gradients in the phase
encoding y and partition encoding z directions is given by:

s(t ) =
∫

x,y,z
= m(x, y, z)e−i 2π(kx (t )x+ky y+kz z)exp

(
− iγ

∫ t

0
(g y (τ)y + gz (τ)z)dτ

)
d xd yd z

(3.1)
Where m is the magnetization, kx ,ky and kz are the values in the K-space, x, y and

z are the coordinates in the image domain, g y and gz are the phase encoding gradient
waveform applied and γ is the gyromagnetic ratio. Equation 3.1 can be discretized as:

wave [x,y,z] =∑
k

e i 2πkx/N
(
e−2π(Py [k]y+Pz [k]z)

∑
x

m[x,y,z]e−i 2πkx /N
)

(3.2)

The effect of the wave gradients can be interpreted as a convolution of each readout
line with a Point Spread Function (PSF), which describes how the pixels are spread out,
this can be seen in figure 3.4. Using this representation, the forward model for Wave-
CAIPI is a multiplication in K-space or a convolution in image space, so equation 3.2 can
be written as:

wave [x,y,z] = F−1
x Psf[x,y,z](F x m[x,y,z]) (3.3)

Where the PSF is given by:

Psf[x,y,z] = e−i 2π(Py [k]y+Pz [k]z) (3.4)

Py (t ) = γ

2π

∫ t

0
g y (τ)dτ (3.5)

Pz (t ) = γ

2π

∫ t

0
gz (τ)dτ (3.6)

g y (τ) and gz (τ) are the applied time-varying gradients, for Wave-CAIPI this sinu-
soidal gradients with a π/2 phase difference. Figure 3.3 shows an example of the se-
quence diagram, K-space trajectory and under-sampled time domain image.

There are five acquisition parameters that influence how the pixels of the Wave-CAIPI
image are spread out, in this work we call them Wave-CAIPI parameters, this parameters
can be found in the following table:

Name Unit Description
Gy mT /m Max amplitude of sine gradient in phase encoding direction (y)
Gz mT /m Max amplitude of cosine gradient in slice direction (z)
Sinsy cycles Number of cycles in phase encoding direction (y)
Sinsz cycles Number of cycles in slice direction (z)
pbw H z Pixel bandwidth

Table 3.1: Wave-CAIPI parameters
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Aliassing with Wave-CAIPI

(a) Wave-CAIPI Image
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(c) Wave-CAIPI Pulse diagram

Figure 3.3: Wave-CAIPI strategy, 3.3a Wave-CAIPI aliasing, 3.3b K-space trajectory and 3.3c pulse sequence
diagram

3.3. IMAGE RECONSTRUCTION
As explained in the parallel imaging section 1.1.5, when an R acceleration factor in the
phase and partition encoding is used, columns of pixels will collapse on top of each other
and can be unfolded using the Coil Sensitivity map that describes the field of view of each
of the receiver coils in the multi-channel receiver coil array. Starting from equation 3.2
and incorporating the Coil Sensitivities, the following system of equations represent the
collapsed columns and the under-laying magnetization:

F−1Ps f [y1]FC1[y1] . . . F−1Ps f [yp ]FC1[yp ]
...

. . .
...

F−1Ps f [y1]FCn[y1] . . . F−1Ps f [yp ]FCn[yp ]


m[y1]

...
m[yp ]

=

w ave1
...

w aven

 (3.7)

Where F denotes a 1D Fourier transform, Ps f , C and m represent the Point Spread
function, Coil Sensitivity and underlying magnetization respectively, the indices [y] the
collapsed columns, w ave represents the acquired Wave-CAIPI image and the sub-index
n counts the number of coils in the receiver array. The system of equations in 3.7 can be
seen as a direct SENSE model, where the acquired non-Cartesian data is related to the
underlying image:

Ei = k (3.8)

E is the encoding matrix constructed from Point Spread Function and the Coil Sen-
sitivities, i is the underlying image, and k is the acquired K-space data. Equation 3.8 can
be solved in an iterative matter, solving the following optimization problem:

min‖k −Ei‖2 (3.9)
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Slice 40

Aliassing with Wave-CAIPI
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Figure 3.4: Wave-CAIPI equation and visual representation of each component of it.
The effect of multiplying the the magnetization m with the PSF is a spreading of each pixel in the readout
direction, following the shape of the PSF in the image domain (center down picture). Left: Wave-CAIPI image;
center up: Point Spread Function in the hybrid K-space (Kx,y); center down: PSF in the image domain (x,y),
it describes the spreading effect in the readout direction (x); right: two different slices of the Shepp-Logan
phantom.

3.4. QUALITY ASSESSMENT
Three different measurements of the quality of the reconstructed image are typically
used to assess the performance of Wave-CAIPI, average g-factor, max g-factor and Nor-
malized Root Mean Squared Error. In order to calculate the g-factor, equation 1.24 is
modified to incorporate the PSF information, arriving to equation 3.10 from where the
average G-factor 3.10 and maximum G-factor 3.11 can be calculated. The Normalized
Root Mean Squared Error NRMSE, equation 3.12 is a measure of the quality of the recon-
struction and is useful to quantify the artifacts and noise in the final image.

gav = 1

N

N∑
ρ=1

gρ where gρ =
√

(E H E)−1
ρ,ρ(E H E)ρ,ρ (3.10)

gmax = max(gρ) (3.11)

NMSE = MSE

median(M̂ρ)
where MSE = 1

N

N∑
ρ=1

(Mρ − M̂ρ)2 (3.12)

Where ρ represents the index of the g factor values in the Region of Interest, N is the
total number of ρ, and M̂ is the reconstructed image. The g-factor is usually presented in
the so-called g-factor map, which allows to identify the sections where the noise might
be amplified, such as the one in figure 3.5.
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Figure 3.5: Example of G-factor map of a 160x160x160 phantom with R=4x4 under-sampling factor
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METHODS

The feasibility of using a Wave-CAIPI strategy with the described high-performance gra-
dient insert coil was investigated with several simulations, the steps used to simulate this
process are presented in section 4.1. In addition, the Wave-CAIPI sequence was imple-
mented on a 7T scanner, which allowed to validate the simulations with real-life data.
This process is described in section 4.3.

4.1. SIMULATIONS
The first part of this project included several simulations. To begin with, the Wave-CAIPI
method was implemented in MATLAB R2019b; the steps followed for these simulations
are explained in subsection 4.1.1. To investigate how the different Wave-CAIPI parame-
ters 3.1 affect the reconstruction, three different tests were performed. Firstly, we looked
for a relation between the Range of Spread, equation 4.8, and G-average, G-max and
RMSE. Secondly, the effect that the number of sine cycles has in the construction was
investigated. Thirdly, the effect of the pixel bandwidth was explored. The possible time
gain when using the insert gradient coil compared with conventional gradient systems
was also evaluated, the processes followed is further developed in subsection 4.2.4.

4.1.1. WAVE-CAIPI METHOD SIMULATION
As it can be seen from equation 3.7, three components are needed to reconstruct the
image, the Coil Sensitivity, the Point Spread Function and the under-sampled Wave-
CAIPI image. Adapting the original proposed reconstruction algorithm available online
[3] to reconstruct different under-sampling factors and image sizes, a reconstruction al-
gorithm that takes as an input the Point Spread Function, Coil Sensitivity Map and Wave-
CAIPI image to find the original image was developed. The steps followed to simulate the
image and reconstruction can be found in table 4.1

1. Several parameters which define the characteristics of the simulated data are se-
lected. These parameters describe important aspects of the scan session such as
image Field of View, pixel bandwidth, matrix size, read-out time, total scan time,

25
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Step Description
1. Select parameters
2. Calculate oversampling factor
3. Generate 3D phantom
4. Coil sensitivity

a. Using Biot-Savart law
b. Using data from scanner and BART toolbox

5. Generate image per receiver channel
6. Simulate Point Spread Function
7. Simulate Wave-CAIPI image

a. Using NUFFT and corkscrew trajectory
b. Using PSF and phantom

Table 4.1: Methods steps, simulation of Wave-CAIPI methodology

Name Unit Description
Nx Number of pixels in readout (x)
Ny Number of pixels in the phase encoding direction (y)
Sl Number of pixels in slice direction (z)
Gy mT /m Max amplitude of sine gradient in phase encoding direction (y)
Gz mT /m Max amplitude of cosine gradient in slice direction (z)
Sinsy cycles Number of cycles in phase encoding direction (y)
Sinsz cycles Number of cycles in slice direction (z)
pbw H z Pixel bandwidth
Ry Under-sampling factor in phase encoding direction (y)
Rz Under-sampling factor in slice direction (z)
ps mm Vector with pixel size [x,y,z]

Table 4.2: Initial parameters for Wave-CAIPI simulations

the under-sampling factor and Wave-CAIPI parameters. A summary can be found
in table 4.2

2. The oversampling factor defines the number of samples needed to make sure no
information is lost due to the spreading effect of the wave gradients.

3. A Shepp-Logan phantom and an image of a brain scan were used in the simula-
tions. The phantom was used to mimic a real-life brain, some slices of the fully
sampled brain and phantom are presented in figure 4.1. This phantom consists of
various ellipsoids with different intensities which is analogous to the structure of
a brain. The size of this phantom is defines by the Field of View given by N x x N y
x Sl .

4. As explained in chapter 3, the coil sensitivity is a matrix of weights that describes
the sensitivity of each coil in an array and gives extra spatial information that is
used to reconstruct the image with under-sampled data. Two different approaches
were used to simulate the coil sensitivities:

(a) Coil sensitivity maps were simulated, using the Biot-Savart law and parame-
ters to specify the physical dimensions of the receiver coil, figure 4.3a

(b) Coil sensitivity maps were obtained using the BART toolbox [17] and sensi-
tivities from other phantom acquisition in the scanner, figure 4.2b



4.1. SIMULATIONS 27

Slice 20

Slice 40

Slice 80

Slice 144

(a) Different slices of phantom

brain slice 15

brain slice 30

brain slice 45

brain slice 60

(b) Different slices of the brain

Figure 4.1: Volumes used to test reconstruction, 4.1a Shepp-Logan phantom, 4.1b volunteer’s brain

Slice 20, Channel 10

Slice 20, Channel 30

Slice 80, Channel 10

Slice 80, Channel 30

(a) Simulated Coil Sensitivity maps

Slice 20, Channel 10

Slice 20, Channel 30

Slice 80, Channel 10

Slice 80, Channel 30

(b) Scanner Coil Sensitivity maps

Figure 4.2: Coil Sensitivity maps, 4.3a simulated and 4.2b calculated from scanner using BART toolbox [17]

5. To simulate an image per each channel of the receiver coil, the phantom from 3
was multiplied with the coil sensitivity map from 4. Some slices and channels can
be found in figure 4.3.

6. The Point Spread function defines the effect of the sinusoidal gradients played dur-
ing readout and it is defined by equation 3.4. It is simulated with the following
steps:

(a) A Cartesian gird of points for the y and z grid in image domain is created

(b) PSF of Y and Z gradients are calculated with equations 3.5 and 3.6

(c) PSF of Y and Z gradients are combined to arrive to PSF YZ that represents the
effect of both phase and slice gradients applied during readout, equation 3.4
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Figure 4.3: Reconstructed image, slices 20 and 80, channels 10 and 30 of scanner coil sensitivity
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Figure 4.4: Point Spread Function, slices 20 and 80, hybrid K-space (Kx,y) and image domain (x,y) representa-
tions
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7. Two different approaches were used to simulate the Wave-CAIPI image. The first
one uses a Non-Uniform FFT algorithm [18] to calculate the values of the K-space
data in the simulated trajectory:

(a) The corkscrew like K-space trajectory is simulated, using the parameters from
point 1.

Ky Kx Kx
Kx

K
z

K
z

K
y

Figure 4.5: Simulated under-sampled Wave-CAIPI trajectory in K-space

(b) The values of the simulated K-space points are calculated using a Non-Uniform
FFT algorithm. It takes as an input the phantom values obtained from 5 and
the coordinates of the simulated K-space trajectory from point 6. To speed
up this calculation a gpuNUFFT function [18] was used.
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Figure 4.6: Under-sampled K-space values of trajectory obtained from the NUFFT

(c) Zeros are added to the data matrix obtained from 7 in a CAIPI like pattern
[15] and making sure the desired FOV is obtained, an example can be seen in
figure 4.7.
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(d) To better simulate the K-space data, noise is with an SNR of 20 dB is added to
the data.

K-space small FOV
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K-space CAIPI trajectory, full FOV
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Figure 4.7: K-space NUFFT, zeros are added to the reduced FOV data in a 2D CAIPI fashion. Left: matrix of the
reduced FOV K-space 40x40 px; center: matrix of the full FOV (zeros added in a CAIPI way) 160x160 px; right:
zoom in to matrix, CAIPI strategy is visible

(e) An 3D Inverse Fourier Transform is applied to the data matrix.

(f) The simulated Wave-CAIPI image is obtained.

The second approach uses the simulated PSF and the definition of Wave-CAIPI
image that states that the image is a multiplication of the image with the PSF, the
following steps were followed to obtain the image using this definition, figures 4.8
and 4.9 show this process:

(a) Zeros are padded in the readout direction (x) to the phantom image, to match
the length of the psf with the oversampling factor.

(b) A 1D FFT in the readout direction (x) is taken to the image obtained in 6, this
brings it to the hybrid K-space.

(c) The PSF is multiplied with the image obtained from (b)

(d) To better simulate the K-space data, noise with an SNR of 20dB is added to
the data.

(e) A 1D inverse FFT in the readout direction is taken to the image from (d).

(f) To arrive at the desired FOV, wit under-sampling, the image from (e) is cropped.

(g) The simulated Wave-CAIPI image is obtained.

After the Coil Sensitivity map (4), Point Spread Function (6) , and Wave-CAIPI im-
age (7) have been simulated, the reconstruction can be performed. The reconstruction
consists of solving the linear system of equations in equation 3.7 and is done iteratively
solving the optimization problem in equation 3.9.
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Figure 4.8: Phantom Wave-CAIPI image formation, the zero padded image is multiplied by the PSF in the
hybrid K-space (Kx,y), after applying an IFFT and crop the image to the under-sampled size, we arrive at Wave-
CAIPI image
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Figure 4.9: Brain Wave-CAIPI image formation, the zero padded image is multiplied by the PSF in the hybrid
K-space (Kx,y), after applying IFFT and crop the image to the under-sampled size, we arrive at Wave-CAIPI
image
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4.1.2. QUALITY ASSESSMENT
As stated in section 3.4, to assess the quality of the reconstructed image, three metrics
were used: average G-factor, max G-factor, and NRMSE. The three metrics are calculated
as follow:

gav = 1

M

M∑
ρ=1

gρ where gρ =
√

(E H E)−1
ρ,ρ(E H E)ρ,ρ (4.1)

gmax = max(gρ) (4.2)

Where ρ represents the position in the image of each g-factor values of the ROI, M
counts the total number of ρ positions, and M̂ is the reconstructed image. E is the nc nk×
N 2 Encoding matrix, nc is the number of channels, nk sampling points and is given by:

E =

F−1Ps f [y1]FC1[y1] . . . F−1Ps f [yp ]FC1[yp ]
...

. . .
...

F−1Ps f [y1]FCn[y1] . . . F−1Ps f [yp ]FCn[yp ]

 (4.3)

The columns of this matrix represent the collapsed columns due to under-sampling
and 2D CAIPI pattern. To obtain the Encoding matrix, first, the full Encoding matrix is
calculated (all pixels in the image). This full matrix is further subset with the collapsed
columns due to under-sampling and 2D CAIPI pattern (collapsed pixels). Acceptable
values for average g-factor are in the range of 1-1.2 [19].

The Normalized Mean Squared Error, measures the difference between the simu-
lated phantom and the Wave-CAIPI reconstruction, it is calculated as follows:

NMSE = MSE

median(M̂ρ)
where MSE = 1

N

N∑
ρ=1

(Mρ − M̂ρ)2 (4.4)

Where ρ is the index of the non-zero pixels in the images, N counts the number ρ
pixels, M is the simulated image of the phantom and M̂ is the reconstructed image.

4.2. PARAMETERS OPTIMIZATION
As mentioned in section 3.2, five different Wave-CAIPI parameters affect the quality of
the reconstruction. Previously Polak [20] empirically found that the amplitude of the
gradients and pixel bandwidth defines the amount of spreading in the image. In general,
higher gradient amplitudes and smaller the pixel bandwidth generate more spreading.
This is translated into a lower g-factor penalty (noise amplification), allowing a better
reconstruction. Polak also found that increasing the number of sine cycles does not sig-
nificantly increase the spreading, but reduces the artifacts present in the reconstructed
image. These findings were confirmed and mathematically described in [21], where it is
concluded that not necessarily the higher amplitude and higher number of sine cycles
would produce the best reconstruction. A fast g-factor calculation method was also pre-
sented in the same work, equation 4.5, which partially holds when the g-factor is close
to unity, such as in the case of R=3x3 under-sampling.
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gmean ≈ 1+η(gc −1) (4.5)

Where η is a coefficient depending on settings of the acquisition, it was empirically
found that 0.37 creates good approximations and gc is the g factor value on the central
position, which can be calculated by:

gc =
√

(eH
c d)(SH S)c,c (4.6)

(E H E)d = ec (4.7)

Where ec is a vector of all zeros with one in the central position, E is the encoding
matrix and d is calculated solving iteratively the system of equations 4.7.

This work does not use this optimization approach for two reasons. Firstly, we allow
more degrees of freedom in choosing the Wave-CAIPI parameters and secondly, we in-
vestigate the quality of the reconstruction for a under-sampling factor of R=4x4, which
has not been proved to be close to unity, so the fast calculation method cannot be di-
rectly applied to the framework presented in this thesis. To find out how the Wave-CAIPI
parameters affect the reconstruction, the effect of the range of spread, number of cycles
and pixel bandwidth was investigated separately.

4.2.1. RANGE OF SPREAD EFFECT
A parameter optimization problem was formulated in [21], which attempts to find the
optimal gradient amplitude to have a proper image reconstruction. This optimization
problem assumes that the same gradient amplitude and sine cycles are applied in Y and
Z direction. In this work, more degrees of freedom are allowed, so Gy and Gz as well
as Sinsy and Sinsz do not necessarily need to be equal. The additional degrees of free-
dom make the optimization problem more complex. For this reason, it was decided to
optimize the parameters performing simulations.

A concept introduced in [21], the range of spread, was used since it incorporates all
the different Wave-CAIPI parameters that affect the reconstruction. It is calculated as:

Rg = 2 ·max(Fi nst )

pbw
+N x (4.8)

Where pbw is the pixel bandwidth, N x is the number of pixels in the readout direction
(x) the instantaneous frequency Fi nst is given by:

Fi nst =−γ(G ycos(ωy t )y +Gzsi n(ωz t )z) (4.9)

ωy = 2π(Si ns y)(pbw ) and ωz = 2π(Si nsz)(pbw ) (4.10)

As it can be seen in figure 4.10 the maximum instantaneous frequency is a good ap-
proximation of the spread out in the readout direction.

Extensive simulations were performed to find the Wave-CAIPI parameters that min-
imize the g-factor and NRMSE. The range of spread, equation 4.8 was calculated for
different combinations of parameters and plotted against the average g-factor, max g-
factor, and RMSE, to try to find a correlation between the Spread out Range and the
quality of the reconstructed image.
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Figure 4.10: Point Spread Function and its power spectrum. Top: PSF in image space and bottom: power
spectrum of the first line of PSF (marked with red). The maximum instantaneous frequency approximates the
max Fourier frequency. The Spread-out range is twice the max instantaneous frequency.

4.2.2. NUMBER OF SINE CYCLES EFFECT
From equations 4.8-4.10 it can inferred that higher gradient amplitudes G y and Gz would
produce a larger Range of Spread, but it is not clear what the effect of number of sine cy-
cles is. To find that out, Point Spread Functions when varying the number of sines and
keeping the other parameters fixed were simulated. With the higher Slew Rate of the in-
sert gradient coil, it is possible to apply a higher number of sine cycles in the z direction.
The effect of applying a different combination of sine cycles in the y and z direction was
as well investigated.

4.2.3. PIXEL BANDWIDTH EFFECT
The pixel bandwidth affects the scan time, as it can be seen from the following equation,
the readout time in inversely proportional to the pixel bandwidth pbw :

tr = 1

pbw
(4.11)

So in general a larger pixel bandwidth will allow for a shorter readout time, which
could shorten the total scan time. The relation between pbw and quality of image was as
well investigated.

To further investigate the effect of the Wave-CAIPI parameters, the following empir-
ically selected parameter combinations were tested: low, mid, high and very high gradi-
ent amplitude and pixel Bandwidth, table 4.3.
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Parameter Values
Low Mid High Very High

Gy (mT/m) 6 10 20 30
Gz (mT/m) 6 30 50 70

Sinsy (cycles) 7 8 4 2
Sinsz (cycles) 7 14 21 28

pbw (Hz) 70 150 300 600

Table 4.3: Parameter configurations for further analysis

4.2.4. TIME GAIN, CONVENTIONAL GRADIENT VS INSERT GRADIENT

An analysis of different parameters was conducted to compare the possible time gain
when using the insert gradient coil compared to conventional coils. As previously stated,
one of the main characteristics of the insert gradient coil is that allows to apply a higher
amplitude and number of sines.

To prove that the same spread out range, calculated with equation 4.8 can be achieved
in a shorter time when using the insert coil compared with a conventional one, firstly
the range of spread was calculated for different Wave-CAIPI parameters combination for
both type of gradients. Secondly the g-average, g-max and RMSE were calculated for pa-
rameter combinations. Lastly the time needed to generate that combination of gradient
amplitude and number of sines was calculated using the following equation:

t = 4Rt Si ns (4.12)

Where Si ns is the number of cycles and Rt is the raise time given by:

Rt = G

SR
(4.13)

To better understand equation 4.12 a diagram of the sine gradient form can be found
in figure 4.11.

Rt

4Rt

G

Figure 4.11: Sine wave gradient diagram, maximum gradient amplitude G and rise time Rt, one sine cycle is
four times the Rt
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4.3. IMPLEMENTATION IN SCANNER
To be able to test the Wave-CAIPI strategy, a sequence was programmed into the 7 Tesla
scanner at the UMC Utrecht to test the results from the simulations. A gradient-echo
sequence was modified to play sinusoidal gradients in the phase y and partition z en-
coding during readout. To do so, the source code of the scan was modified and five new
parameters were added:

1. Wave CAIPI : parameter to activate Wave-CAIPI acquisition

2. WC Phase strength: Amplitude of the phase encoding gradient

3. WC Phase periods: Number of cycles phase encoding gradient

4. WC Slice strength: Amplitude of the slice encoding gradient

5. WC Slice periods: Number of cycles slice encoding gradient

These new parameters in the scanner environment can be found in figure 4.12

Figure 4.12: Parameters added to the scanner environment

A new function to create the sine waves was also added to the source code. To create
the cosine wave, the gradient has to be ramped-up before the read-out, the ramp-up
time is calculated with the following formula:

r amp = GzGrd wel l

SR
(4.14)

Where Gz is the gradient amplitude in the slice direction, Grd wel l is the gradient
dwell time (time between samples) and SR is the gradient maximum slew rate. A visual
representation of the sequence diagram, can be plotted directly from the scan environ-
ment, as it can be seen in figure 4.13.
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Figure 4.13: Wave-CAIPI sequence diagram, imported from scanner environment

4.3.1. IMAGING EXPERIMENTS AND RECONSTRUCTION
After the sequence was programmed into the scanner, the results from the original Wave-
CAIPI paper [3] were replicated to prove that the implementation was successful. A
phantom and a healthy volunteer were scanned. The parameters for both data sets were
the following: FOV = 224 x 224 x 120 mm3; voxel size = 1 x 1 x 2 mm3; 32 receiver coils;
maximum wave gradient amplitude = 6 mT/m; maximum slew rate = 21 T/m/s, using 7
sinusoidal wave cycles/readout. The scan time was 6 min with TR/TE = 27/10.9 ms and
bandwidth = 80 Hz/pixel.

The scan protocol consisted of 6 different scans:

1. Coil Sensitivity: Scan to acquire the coil sensitivity map.

2. Reference Point Spread Function Y : Single slice projection scan in phase direction
without applying sinusoidal gradients

3. Point Spread Function Y : Single slice scan in phase direction, applying sinusoidal
gradient in phase direction

4. Reference Point Spread Function Z : Single slice projection scan in slice direction
without applying sinusoidal gradients

5. Point Spread Function Z : Single slice scan in slice direction, applying sinusoidal
gradient in slice direction

6. Wave-CAIPI scan: Fully sampled scan, applying sinusoidal gradients in phase and
slice direction

To characterize the phase deposition from the sinusoidal gradients, the phase of the
Reference Point Spread Function scans (2 and 4) was subtracted from the the phase of
the Point Spread function scans (3 and 5) respectively. The result was interpolated to
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cover all the desired FOV. Lastly, PSF Y and PSF Z are combined to arrive at the final 3D
Point Spread Function that characterizes the phase deposited by the wave gradients, this
process can be seen in figure 4.14.

To arrive at the under-sampled Wave-CAIPI image, the raw K-space data from the
fully sampled scan (6) is multiplied by a 2D CAIPI mask, a 3D FFT is then applied to the
resulted matrix. The data matrix is further cropped to the reduced FOV due to under-
sampling, arriving to the final Wave-CAIPI image as it can be seen in figure 4.15.

After obtaining the Coil Sensitivity map, Point Spread Function, and Wave-CAIPI im-
age, the underlying magnetization can be obtained, iteratively solving the linear system
of equations in 3.7. The same algorithm used for the simulations was used to reconstruct
the retrospectively under-sampled data from the scanner.
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PSF Z On PSF Z Ref PSF Z On-Ref

PSF Z 

Interpolated

PSF Y On PSF Y Ref PSF Y On-Ref

PSF Y 

Interpolated

PSF YZ- =

- =

Figure 4.14: Point Spread Function from scanner. The phase of the PSF with sine gradients off (PSF Ref) is
subtracted from PSF when gradients on (PSF On), the data is then interpolated to cover the full FOV. Phase and
slice PSFs are further combined into PSF YZ
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Fully sampled

K-space raw data

* =

CAIPI Mask

Fully sampled 

Wave-CAIPI

Undersampled 

Wave-CAIPI

FFT

Figure 4.15: Under-sampling Wave-CAIPI from scanner. The fully sampled K-space data from the scanner is
multiplied with a mask in a 2D CAIPI pattern, after a FFT, the fully sampled Wave-CAIPI image is cropped to
arrive at the under-sampled Wave-CAIPI image





5
RESULTS

As previously mentioned, the goal of this project was to find out how can Wave-CAIPI
together with a high efficiency insert gradient coil reduce the MRI imaging time. To do so,
extensive simulations and in-vivo experiments were performed as described in section
4. This chapter presents the results obtained from this work.

5.1. SIMULATIONS
To test the effect of different Wave-CAIPI parameters in the image reconstruction, the
steps used to obtain the simulated image were followed. Two different under-sampling
factors (R=3x3 and R=4x4) were tested. This tests used simulated Point Spread Function
for the phantom and brain images. Examples of this reconstructions and its g-factor map
can be found in figures 5.1 and 5.2.

43
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Phantom reconstruction for a matrix size 160x160x80, under-sampling of R=4x4, Low
Wave-CAIPI parameters Gy = 6 mT/m, Gz = 6 mT/m, Sinsy = 7 cycles, Sinsz = 7 cycles and
Pixel Bandwidth = 70 Hz:

Reconstrunction, center slice

1/G factor map, center slice

0

0.2

0.4

0.6

0.8

1

Figure 5.1: Phantom Wave-CAIPI reconstruction, R=4x4 under-sampling factor

Brain reconstruction for a matrix size 224x224x60, under-sampling of R=3x3, Low
Wave-CAIPI parameters Gy = 6 mT/m, Gz = 6 mT/m, Sinsy = 7 cycles, Sinsz = 7 cycles
and Pixel Bandwidth = 70 Hz:

Reconstrunction, center slice

1/G factor map, center slice
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1

Figure 5.2: Brain Wave-CAIPI reconstruction, R=3x3 under-sampling factor
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5.2. PARAMETERS OPTIMIZATION

5.2.1. RANGE OF SPREAD EFFECT
Figures 5.3, 5.4 and 5.5 show the relation between the spread out range, equation 4.8, and
the three different quality measurements, equations 3.10-3.12, for different Wave-CAIPI
parameters, FOV and under-sampling factors. As it can be seen from the left and center
plots, the RMSE and G-average follow a L shape curve. It can be seen that the higher the
range of spread, the smaller the g-factor penalty and Root Mean Squared Error.
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Figure 5.3: Range of Spread vs RMSE, G-av and G-max, for a matrix size of 90x90x90 and under-sampling factor
R=3x3, different Wave-CAIPI parameters
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Figure 5.4: Range of Spread vs RMSE, G-av and G-max, for a matrix size of 80x80x80 and under-sampling factor
R=4x4, different Wave-CAIPI parameters

No correlation was found between the range of spread and the maximum g-factor, as
seen in the right-most figures of 5.3, 5.4 and 5.5. To investigate this, the g-factor values
for different parameter combinations were plotted and it was found that there are a few
high values in the calculated g-factor data as shown in figure 5.6. This could be caused
by the Coil Sensitivities or the method used to calculate the g-factor map.
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Figure 5.5: Range of Spread vs RMSE, G-av and G-max, for a matrix size of 160x160x160 and under-sampling
factor R=4x4, different Wave-CAIPI parameters
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Figure 5.6: G-factor values for all pixels of matrix size 160x160x80, under-sampling R=4x4, Gy = 6 mT/m,
Gz = 6 mT/m, Sinsy = 7 cycles, Sinsz = 7 cycles. Left: pbw = 70, Center: pbw = 150 and Right: pbw = 300.
Only few high g-factor values are present.
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As stated in section 4.1.1, an image of a fully-sampled brain was as well used to inves-
tigate the effect of the different parameters. It was found that using a Very High Wave-
CAIPI parameters combination (Gy = 30 mT/m, Gz = 70 mT/m, Sinsy = 2 cycles, Sinsz =
28 cycles) significantly improves the reconstruction, the RMSE is four times lower with
very high parameters compared with low ones, as it can be seen in the following figure:

slice 30, low wc slice 40, low wc

slice 30, very high wc slice 40, very high wc

RMSE = 0.0056

RMSE = 0.0013

Figure 5.7: Brain reconstruction pixel BW = 70, R=4x4. Top row: Low Wave-CAIPI parameters Gy = 6 mT/m,
Gz = 6 mT/m, Sinsy = 7 cycles, Sinsz = 7 cycles. Bottom row: Very High Wave-CAIPI parameters Gy = 30 mT/m,
Gz = 70 mT/m, Sinsy = 2 cycles, Sinsz = 28 cycles. The RMSE is four times lower when using very high parame-
ters.

5.2.2. NUMBER OF SINE CYCLES EFFECT
From the previous section we found that a larger range of spread produces better re-
constructions, from equation 4.8 we know that larger gradient amplitudes increases the
range of spread. Nevertheless, no conclusions have been obtained on the effect of the
number of sines in the quality of the image.

The results of the simulations to find out the effect of the number of sine cycles can
be found in table 5.1. It shows that higher number of cycles reduces the RMSE but does
not significantly change the G-average. Figures 5.8 - 5.10 show the Point Spread Function
and the power spectrum of the first readout line (horizontal axis). Each PSF vertical line
represents a copy with different intensity of the original under-laying image (spread out)
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so the distance between each line affects the spreading and can contribute to a better
reconstruction.

As it can be seen in figures 5.8 and 5.10, higher number of sine cycles increases the
distance between frequency lines in the PSF and playing different number of cycles in
the y and z direction spreads more the frequency content as seen in figure 5.9, this could
have a negative impact in the reconstruction since the content (more vertical lines are
present) of each pixel is distributed in more frequencies and could be difficult to identify
them from noise . We conclude that it is better to apply a high number of sines and the
same number for the phase y and slice z directions.

Gy
(mT/m)

Gz
(mT/m)

Sinsy
(cycles)

Sinsz
(cycles)

pbw

(Hz)
G-av RMSE

6 6 7 7 70 1.74 0.0996
6 6 7 20 70 1.92 0.0965
6 6 20 20 70 1.86 0.0906

Table 5.1: Number of sines analysis, G-av and RMSE for three different combinations of Sinsy and Sinsz
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Figure 5.8: Point Spread Function, Sinsy = 7 and Sinsz = 7. Top: PSF in image space and bottom: power spec-
trum of the first line of PSF (marked with red). Each frequency has relatively high content as seen from the
limits of the y axis.
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Figure 5.9: Point Spread Function, Sinsy = 7 and Sinsz = 20. Top: PSF in image space and bottom: power
spectrum of the first line of PSF (marked with red). When using different number of sines in y and z direction,
the signal power is distributed into more frequencies with low content as seen from the limits of the y axis.
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Figure 5.10: Point Spread Function, Sinsy = 20 and Sinsz = 20. Top: PSF in image space and bottom: power
spectrum of the first line of PSF (marked with red). When using a large number of sines in y and z direction,
the signal power is distributed into less frequencies with high content as seen from the limits of the y axis.
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5.2.3. PIXEL BANDWIDTH EFFECT
After the findings of the previous section, the effect of the pixel bandwidth was investi-
gated. As it can be seen in plot 5.11 and figures 5.12, 5.13, larger pixel bandwidths pro-
duce worse reconstructions. As induced from equation 4.8, larger pixel bandwidth will
produce smaller spread out range and thus higher g-factor and worse reconstruction.
Using the insert gradient coil allows us to use a higher gradient amplitude and number of
sines. Subsection 4.2.4 investigates if increasing the amplitude and number of sines can
generate a similar reconstruction with higher pixel bandwidth (shorter readout time).
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Figure 5.11: Pixel Bandwidth analysis, different pixel bandwidth sizes vs average g-factor and RMSE. Larger
pixel BW produces worse average G-factor and therefore worse reconstruction
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Figure 5.12: Low Wave-CAIPI parameters, Gy = 6 mT/m, Gz = 6 mT/m, Sinsy = 7 cycles, Sinsz = 7 cycles. Top
row: 70 Hz pixel BW. Bottom row: 600 Hz pixel BW. Larger pixel BW produces worse reconstruction
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Figure 5.13: Very High Wave-CAIPI parameters, Gy = 30 mT/m, Gz = 70 mT/m, Sinsy = 2 cycles, Sinsz = 28
cycles. Top row: 70 Hz pixel BW. Bottom row: 600 Hz pixel BW. Larger pixel BW produces worse reconstruction
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5.2.4. TIME GAIN, CONVENTIONAL GRADIENT VS INSERT GRADIENT
From the past sections, we know that larger spread out range produces better recon-
structions. We also know that increasing the gradient amplitudes produces a larger spread
out range, on the other hand increasing the pixel bandwidth would have the opposite ef-
fect. Equation 4.11 suggests that using larger pixel BW could reduce total imaging time.
In general, we would like to use larger pixel bandwidth without affecting the range of
spread, this might be possible with the insert gradient coil, the results of this analysis are
presented in this section.

Tables 5.2-5.4 and figures 5.14- 5.16 show results of reconstructions for a 160x160x80
matrix size and a under-sampling factor of R=4x4. We can see that using the insert gradi-
ent coil a similar range of spread, average g-factor and Root Mean Squared Error can be
achieved even if a higher pixel BW is used (shorter readout time). This is because the in-
sert gradient coil allows us to use a higher gradient amplitude and play a higher number
of sines in the z direction.

Gy
(T/m)

Gz
(T/m)

Sinsy
(cycles)

Sinsz
(cycles)

pbw

(Hz)
G-av RMSE

Readout
time (s)

Times
faster

Conventional gradient system
0.015 0.015 17 17 100 1.24 0.0481 0.0100

Insert gradient system
0.006 0.030 10 17 150 1.32 0.0460 0.0067 1.5
0.018 0.030 11 27 150 1.27 0.0426 0.0067 1.5
0.006 0.040 10 11 200 1.33 0.0482 0.0050 2
0.018 0.040 5 7 250 1.27 0.0524 0.0040 2.5
0.014 0.040 5 14 250 1.31 0.0494 0.0040 2.5
0.006 0.060 6 6 300 1.34 0.0511 0.0033 3
0.010 0.080 6 6 400 1.34 0.0511 0.0025 4

Table 5.2: Parameter combinations that yield a range of spread ∼ 1500, conventional vs insert gradient system.
Reconstructions with a R=4x4 acceleration factor. A speed up by a factor of 4 is possible with insert coil at a
maximum Slew Rate of ∼ 1,200

Conventional gradient Insert gradient, 2 times faster Insert gradient, 4 times faster

Figure 5.14: Under-sampling factor R=4x4, range of spread ∼ 1500. Reconstructions of conventional gradi-
ent vs insert gradient. Left: conventional gradient system (row 1) parameters, center: insert gradient (row 3)
parameters, right: insert gradient (last row) parameters. The quality of all three reconstructions is similar
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Gy
(T/m)

Gz
(T/m)

Sinsy
(cycles)

Sinsz
(cycles)

pbw

(Hz)
G-av RMSE

Readout
time (s)

Times
faster

Conventional gradient system
0.019 0.019 3 3 50 1.25 0.0319 0.0200

Insert gradient system
0.010 0.050 7 7 100 1.26 0.0320 0.0100 2
0.022 0.030 5 18 100 1.28 0.0321 0.0100 2
0.026 0.060 8 6 150 1.24 0.0320 0.0067 3
0.006 0.070 5 13 150 1.32 0.0319 0.0067 3
0.006 0.100 12 6 200 1.32 0.0319 0.0050 4
0.014 0.120 8 5 250 1.31 0.0320 0.0040 5

Table 5.3: Parameter combinations that yield a range of spread ∼ 3500. Reconstructions of conventional vs
insert gradient system. Reconstructions with a R=4x4 acceleration factor. A speed up by a factor of 5 is possible
with the insert coil at a maximum Slew Rate of ∼ 940

Conventional gradient Insert gradient, 2 times faster Insert gradient, 5 times faster

Figure 5.15: Under-sampling factor R=4x4, range of spread ∼ 3500. Reconstructions, conventional gradient vs
insert gradient. Left: conventional gradient system (row 1) parameters, center: insert gradient (last row), right:
insert gradient (row 7). The quality of all three reconstructions is similar
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Gy
(T/m)

Gz
(T/m)

Sinsy
(cycles)

Sinsz
(cycles)

pbw

(Hz)
G-av RMSE

Readout
time (s)

Times
faster

Conventional gradient system
0.037 0.037 15 15 50 1.23 0.0224 0.0200

Insert gradient system
0.010 0.100 11 8 100 1.31 0.0224 0.0100 2
0.030 0.090 7 13 100 1.26 0.0220 0.0100 2
0.014 0.110 12 13 100 1.32 0.0217 0.0100 2
0.006 0.100 12 18 100 1.34 0.0224 0.0100 2

Table 5.4: Parameter combinations that yield a range of spread ∼ 7000. Reconstructions of conventional vs
insert gradient system. A speed up by a factor of 2 is possible with insert coil at a maximum Slew Rate of ∼
1,130

Conventional gradient Insert gradient, 2 times faster Insert gradient, 2 times faster

Figure 5.16: Under-sampling factor R=4x4, range of spread ∼ 7000. Reconstructions conventional gradient vs
insert gradient. Left: conventional gradient system (row 1) parameters, center: insert gradient (row 1) param-
eters, right: insert gradient (row 2) parameters. The quality of all three reconstructions is similar
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5.3. IMPLEMENTATION IN SCANNER

5.3.1. IMAGING EXPERIMENTS AND RECONSTRUCTION
The steps described in section 4.3.1 were followed to reconstruct the retrospectively
under-sampled Wave-CAIPI image acquired from the scanner. Figures 5.17 - 5.20 show
the 224x224x60 reconstructed image when different under-sampling values are used.

We can see that the quality of the R=3x3 under-sampled reconstruction (figure 5.19)
is similar to the one of the original published paper [3], this shows that the scanner im-
plementation and reconstruction algorithm work as expected. The quality of the R=4x4
under-sampled reconstruction (figure 5.20) is not good when using the conventional
gradient system, but as figure 5.7 shows using higher gradient amplitudes and number
of sines would produce a better reconstruction.

Under-sampling factor of R=1x1:

1/ G factor map, slice 19

0

0.2

0.4

0.6

0.8

1

Reconstructed slice 19

1/ G factor map, slice 26

0

0.2

0.4

0.6

0.8

1

Reconstructed slice 26

G-av = 1.00 G-max = 1.00

G-av = 1.00 G-max = 1.00

RMSE = 0.0245

RMSE = 0.0245

Figure 5.17: Baseline scanner Wave-CAIPI reconstruction, R=1x1 under-sampling factor
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Under-sampling factor of R=2x2:

1/ G factor map, slice 19

0

0.2

0.4
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0.8

1

Reconstructed slice 19

1/ G factor map, slice 26
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0.2

0.4

0.6

0.8

1

Reconstructed slice 26

G-av = 1.01 G-max = 1.92

G-av = 1.01 G-max = 1.92

RMSE = 0.0246

RMSE = 0.0246

Figure 5.18: Scanner wave-CAIPI reconstruction, R=2x2 under-sampling factor, g-average close to unity and
very good reconstruction
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Under-sampling factor of R=3x3:

1/ G factor map, slice 19

0

0.2

0.4
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1

Reconstructed slice 19

1/ G factor map, slice 26
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0.4
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0.8

1

Reconstructed slice 26

G-av = 1.06 G-max = 1.85

RMSE = 0.0255

G-av = 1.06 G-max = 1.85

RMSE = 0.0255

Figure 5.19: Scanner Wave-CAIPI reconstruction, R=3x3 under-sampling factor, g-average close to unity and
very good reconstruction, similar as original Wave-CAIPI paper [3]
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Under-sampling factor of R=4x4:

1/ G factor map, slice 19

0
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Reconstructed slice 19

1/ G factor map, slice 26
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1

Reconstructed slice 26

G-av = 1.39 G-max = 3.69

G-av = 1.39 G-max = 3.69

RMSE = 0.0273

RMSE = 0.0273

Figure 5.20: Scanner Wave-CAIPI reconstruction, R=4x4 under-sampling factor, g-average outside accepted
values (1-1.20) and bad reconstruction, according to simulations in figure 5.7, a significant better reconstruc-
tion can be achieved when using higher gradient amplitude and number of sine cycles





6
DISCUSSION, CONCLUSIONS,

LIMITATIONS AND FURTHER WORK

This work has investigated the effect that the different Wave-CAIPI parameters 3.1 have
in the quality of the reconstructed image. To do so, their effect was investigated sepa-
rately with simulations. Two analysis were performed to characterize the possible imag-
ing time reduction. Firstly, the maximum under-sampling factor that produces a good
quality image was investigated for an R=4x4 under-sampling factor. Secondly, the de-
crease in acquisitions time that can be obtained using the described insert gradient coil
was explored.

From the simulations performed with different Wave-CAIPI parameter configura-
tions in sections 5.2.1 and 5.2.2, it can be concluded that the spread out range increases
when higher gradient amplitudes and number of sines are applied during readout, and
this in turn improves the overall quality of the reconstructed image. From section 5.2.3 it
can also be concluded that larger pixel bandwidth produces worse reconstructions, this
can be explained in two different ways, the first one because the larger the pixel band-
width, the shorter the range of spread as in can be seen from equation 4.8. The other
explanation is that when more spatial frequencies are sampled the Signal to Noise Ratio
is decreased, the signal power in each frequency is smaller and thus it can be difficult to
separate it from the noise.

From section 5.2.4, it can be concluded that using the high efficiency insert gradi-
ent coil allows to achieve the same spread out range even when higher pixel bandwidth
are used (shorter read-out time). The time gain can be up to five times faster compared
with conventional gradient coil systems. This could allow to shorten the TE and TR of
different sequences, but more work has to be done to make sure the desired contrast
is obtained even with shorter Echo and Repetition times. For Echo Planar Imaging se-
quences, it can be especially useful since in these type of acquisitions, switching the
gradient faster allows to excite more K-space lines in a shorter time, reducing the overall
scan time, distortion and signal loss.

61
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It has been shown in section 5.3.1 that the data acquired from the Wave-CAIPI im-
plementation on the scanner can be reconstructed with the proposed algorithm. The re-
constructed image for a reduction factor of R=3x3 (figure 5.19) have similar quality as the
work described in the original Wave-CAIPI paper [3], a possible difficulty when imple-
menting this strategy is failing to properly characterize the Point Spread Function from
the single slice projection data as explained in section 4.3.1, nevertheless, the proposed
sequences and algorithms give positive results.

For high gradient amplitude and number of sines, a large oversampling factor in the
readout direction is needed, in this case accurately obtaining the PSF from single slice
projection scans could be a difficult task. For this reason, another approach investigated
to obtain the PSF was to use a field camera [22] to measure the extra phase induced by
the wave gradients, since this requires specialized equipment and better reconstructions
with the tested set-up were not obtained with this approach, it was not included in this
report.

In other works [20] [21] the main limitation to be able to achieve smaller g-factor and
higher under-sampling factors is the maximum gradient amplitude that can be achieved
with a conventional gradient system. This work addresses this limitation and presents
the results when a high efficiency gradient insert coil capable of increasing the gradient
strength of the z direction is used. As it can be seen in table 2.1 the maximum gradient
amplitude of the insert gradient coil is up to 4 times higher than a conventional gradient
coil. According to simulations, under-sampling factor of R=4x4 with very high Wave-
CAIPI parameters (Gy = 30 mT/m, Gz = 70 mT/m, Sinsy = 2 cycles and Sinsz = 28 cycles)
and pbw = 70 Hz, could produce an image with acceptable quality, implementation in
the scanner is needed to assess whether or not that parameter combination produce
images of good quality.

In summary, the best acquisition parameters are the ones with not only high gradient
amplitudes but also with the same large number of sine cycles in phase y and partition z
encoding directions. The ideal combination of parameters would possible allow a R=4x4
under-sampling factor. Using the insert gradient coil could allow to shorten the read out
time up to five times faster compared with conventional gradient systems, this could be
useful for EPI sequences.

6.1. LIMITATIONS
One of the limitations of this work is that only the theoretical method to calculate the g-
factor was used. Several methods have been proposed which could have slightly differ-
ent g-factor results, such as the pseudo multiple replica [23], which is a robust technique
but it is time consuming. Since the computation time of the pseudo multiple replica
method is significantly longer than the theoretical one, it was decided not to use it in
this project, further validation is advised to corroborate the implementation and results
of the theoretical method. Nevertheless, the conclusions given in this report will still be
valid with any other g-factor calculation method.

This project concludes that higher gradient amplitudes and number of cycles will
produce a better reconstruction, but no parameter optimization framework has been
included in this work, the tested configurations were empirically chosen and a better
approach to select the optimal parameters could be developed, the paper by Polak [20]
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does not use a parameter optimization, whereas the one from Wang [21] proposes a pa-
rameter optimization framework that could be adapted for the proposed configuration
of this project.

6.2. FURTHER WORK
This project has proved with simulations that imaging reduction times are possible using
the described insert gradient coil [2] , it has also presented an image reconstruction algo-
rithm. However, some work has to be done to further optimize the sequence parameters
and to prove the results from simulations.

Expanding the optimization approach presented in [21] to work when more degrees
of freedom are allowed, would allow us to make sure the best possible reconstruction is
achieved. In terms of implementation in the scanner, the next steps are to implement
the 2D CAIPI strategy into the scanner, this would allow to prospectively under-sample
the data in a Wave-CAIPI matter to further reconstruct it with the proposed algorithm.
In-vivo experiments using higher gradient amplitudes and number of sines have to be
performed as well. A in depth analysis has to be carried out to evaluate whether the
desired image contrast can be achieved if the TE/TR are shortened with the use of the
insert gradient coil. Lastly, the Wave-CAIPI framework presented in this work can be
modified for use with an EPI sequence to investigate the possible time reduction.
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