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Chapter 1

IIlt Tro ductiOIl urthur van Roermund

1.1 Electronics in a historic perspective

Electronics covers a rather broad area in the world of technology. Starting from dis-
crete electronics with devices like radio tubes, it has evolved in the past decades
to what is called micro-electronics: electronics in integrated circuits, with very
small dimensions and with opportunities for very low-cost mass production. This
process started with the invention of the transistor in 1947, and an essential break-
through came with the development of a microtechnology that made it possible
to integrate a number of transistors together on one substrate, the chip. As the
process of miniaturization evolved, transistors have ever since shrunk, chip size
increased, and the number of devices per chip has increased every year.

Handling the complexity of such large chips and the complexity of the design
was, and is still, very difficult. The rise of digital control, digital data process-
ing and, finally, digital signal processing has provided the means to abstract and
to formalize the design process, to decouple developments in IC processing tech-
nology, developments on circuit level, and to developments on system level in
order to cope with restricted accuracies in the processing by the electronic devices
on the chip, and to cut the large system design problem into smaller parts that
can be solved separately. All this together led to an unprecedented advance of the
miniaturization. Terms as medium-scale integration, large-scale integration are al-
ready old-fashioned; even the concept of very-large-scale integration (VLSI) seems
to have become inappropriate; today we would rather talk about super VLSI or
ultra-large-scale integration (ULSI).

What was the place of analog electronics in all this? Of course, it all started
with analog, but, as said, large parts of analog signal processing were taken over
by digital signal processing. Analog signal processing, however, maintained its
position in special circuits with high requirements, for example on power dissi-
pation, and at the interface of “digital” chips with the outside world. However,
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analog electronics is more than analog signal processing: it is the implementation
of a function in IC hardware with precise voltage and current waveforms. In fact,
there is no other electronics than analog electronics: also digital circuits are in
essence analog. The aforementioned evolution of the digital circuits, however, was
not driven by improvements at the basic electronic level, but mainly at the IC
processing level, and at the higher circuit and system levels. The growth in analog
circuit design was just driven by the need for interface circuitry for the increased
number of digital designs. The quality of the combined systems, however, was,
and is still often, dominated by the accuracy of the analog interface circuitry.

1.2 Current trends in electronics

Today, (analog) electronics can rejoice in disproportionately increasing attention.
Optimization at the device and circuit levels pays off again; several arguments can
be given for this.

First, there is a enormous drive toward low-power and low-voltage ICs, both for
analog and for digital processing. In this book, the low-power low-voltage aspect
will get attention in all chapters. The reasons for the drive for low-power and
low-voltage ICs are manifold, and will be discussed in more detail further on.

Second, the dimensions of the devices are becoming so small, that several
“second-order” effects cannot longer be neglected. We can think of short-channel
effects, but, in future, things like quantum effects will play a role. The modeling is
becoming increasingly complex and the design is becoming really an analog design,
even if the information is digital.

Third, the ICs are boosted to operate at higher frequencies. Digital circuits
are already operating at 100MHz and even higher; their electrical waveforms have
become analog. Analog telecom circuits on IC operate at 1 or 2 GHz, and, in special
processes, up to tens of GHz. Technology is already offering heterogeneous bipolar
silicon-germanium devices in “normal” silicon processes with transit frequencies
in excess of 100 GHz.

Fourth, attention is paid again to analog signal processing at the system level,
to achieve larger amounts of processing power on chip; the neural networks are
especially good examples of this. The self-learning aspect of the signal processing
carries the potential to overcome the problem of limited accuracy and to allocate
there processing power where it is needed.

1.3 Low power and low voltage

As said, there is an enormous drive toward low-power and low-voltage ICs, both
for analog and for digital processing, and the reasons for this are manifold. In
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fact, two objectives are discussed here as if they were one: “low power” and “low
voltage”. The reason why these are addressed in combination further on is that,
in many situations, both are required. However, it must be emphasized here that
this does not hold for all situations; sometimes only one of them is required, as
will become clear from the following discussions.

1.3.1 Reasons for low power/low voltage

The best-known argument for low power/low voltage is that more and more elec-
tronic equipment must be portable; now that the equipment has become smaller
by means of miniaturization, size is no longer an impediment to portability, and
this means that the equipment must be battery operated. Also for reasons of size,
only one single battery is strived for, which means operation at about 1 volt with
minimum power dissipation, in order to enhance battery life.

“Small” can also be an argument in itself, if the size is limited by the appli-
cation, as in hearing aids that must be worn inside the auditory canal, or if size
is a selling argument, or if EMC requirements demand for small sizes as, for in-
stance, in medical electrode acquisition and transmission circuitry. EMC, however,
also demands low emission levels, which means low currents (especially in digital
circuits), and thus low power.

Low cost can also be a driving force in the considerations of small-sized equip-
ment with a low battery cost.

The argument of maintenance cost is less well known, but it is especially impor-
tant in situations where the equipment is not easily accessible, so that replacement
is difficult and/or expensive. Here, lifetime is a major point.

Apart from battery lifetime, there is another ground for low power dissipation,
namely operation temperature, which influences the operation or even makes op-
eration impossible. In very large processing chips, dissipation, thus temperature
rise, is becoming a dominant obstacle which limits further integration density. Op-
eration temperature can also influence the lifetime and reliability of the electronics
in a negative way. Leakage currents increase rather fast with rise in temperature.

Scaling down chip dimensions, whereas breakdown voltages are kept the same,
means lower supply voltage. This is what is going on in digital circuits: starting
from about 15 volts in former days for CMOS logic and 5 volts for TTL logic, the
norm is at this moment 3 volts; and it is expected that this specification will also
go down. Also here, there is a direct relation to reliability and life time.

Safety can also be a reason for battery operation, and thus for low power/low
voltage.

Finally, environmental arguments (green electronics) push the low-power de-
velopment, especially for mass products like consumer electronics, as batteries are
known as important contributors to pollution.
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1.3.2 A definition of low power/low voltage

From the foregoing discussion, we can deduce that low voltage means about 1 volt
for analog signal-processing electronics (battery voltage) and 3 volts for digital cir-
cuitry (breakdown voltage). Thus, the soft term “low voltage” can rather precisely
be translated to a more rigid specification. Further decrease of supply voltage can
be foreseen in future, possibly up to a few kT'/q, but, at the moment, there is
no real demand for it. The low power argument is, on the contrary, a rather soft
requirement. Here, low power in fact means minimal power, and thus in the case
of low voltage it means minimal currents. How low these currents will be depends
on the other specifications; in most cases it might be better to speak of relatively
low power, or power efficient, than of low power.

1.3.3 Low-power/low-voltage applications

During the discussion of the arguments behind low power/low voltage, some appli-
cations have already passed in revue. More examples of applications are discussed
below, and in a more categorized way.

Portable consumer electronics form a large group; it comprises radios, televi-
sions, telephones, portable computers, personal assistants, personal communica-
tion equipment, etc. Here, portability, lifetime, and pollution are the dominant
incentives.

Bio-medical electronics form a second group, where size, accessibility, and
safety are the primary motivations. To this group belong implantable and in-
jectable electronic devices, as for instance pacemakers, active electrodes, cochlear
implants, etc.

A third group is the cluster of electronics with difficult accessibility in oil rigs,
satellites, smoke and gas detectors, etc. The service argument is dominant here.

Electronics in dangerous environments require low power dissipation for safety
reasons; gauge meters in oil tanks, for instance, have to fulfill rather strict regula-
tions in connection with explosion risks.

Temperature sensors, normally, are meant to measure outside temperature and
not chip dissipation, so here also the incentive is the decrease of operation tem-
perature, but now from a functional point of view.

Another application area is that of massive computing by very complex pro-
cessor chips, where power dissipation (read “temperature”) and supply voltage are
both becoming a limiting factor for further progress in integration density.

1.3.4 A global approach to low power/low voltage

Low power and low voltage requirements are, in fact, in many cases derived from
system-level requirements such as portability, size, low cost, lifetime, maintenance;
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only in a few cases are they directly required by the IC, for example in the case
of limited breakdown voltage or chip temperature. Thus, in general, the problem
is at the system level. There, a distinction can be made between three types of
power supplies: mains, batteries, and alternative supplies.

Much work is being done on improving batteries. Although this is not directly
the field of an electronic designer, but more the field of physicists and chemists, it is
very important to know what is going on in this field, as this will have direct impact
on the derived requirements for the ICs. Characteristics that are the subject of
research are larger capacity, better rechargeability, increased lifetime, less self-
discharging, environment-friendliness, safety, and integration with packages or even
chips.

Of course, also alternative supplies are looked at, and have already been looked
at for a long time. Photo cells which convert light power into electric power are
extensively used; but we can also think of power supplies based on heat differences,
as is already seen in watches, or the irradiation of electromagnetic power, received
by coils in, for instance, cochlear implants and proximity detectors. The concepts
are already old, but they have only been used in a limited number of applications.
However, now that electronics power dissipation has been decreased to very low
levels, all these ideas are becoming feasible.

Another field of research is that of supply electronics and recharge electronics.
For all kinds of supplies, it holds that the interface between the supply and the
signal-processing electronics is done by supply electronics, which take care of the
supply voltage control, short-circuit protection, up or down transformation, ac-
dc converters, battery control for monitoring the battery status, etc. Research is
done in all these fields, contributing also to the earlier-mentioned requirements at
system level.

Last, but certainly not least, we have the field of low-power low-voltage elec-
tronics for signal processing, logic or data processing. Here also, we can look at
the problem on various levels. For instance, we can look at filters that dissipate
minimal power, given a certain requirement for the dynamic range and for the
chip area. However, it might make more sense to relax the filter specifications by
changing the system structure. In a radio receiver, this can be done, for example,
by changing the detector circuit, or by using a different mixer. However, having
a filter structure derived from the specifications originating from the system op-
timization, we can implement this filter in several ways. A well-known method is
using state-space filters, and implementing the states with integrators, each inte-
grator comprising an operational amplifier. These amplifiers, however, dissipate
far more power than necessary; dedicated amplifier design will help significantly.
Nevertheless, the optimization problem is seen as the optimization of two subprob-
lems, whereas, at least theoretically, there is a better optimization if we optimize
the total problem as a whole. As an example, we can take a notch filter. Here,
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the requirements for the amplifiers, translated from filter specifications, are only
stringent at the notch frequency band; at other frequencies, the requirements are
far more relaxed. This means that instead of making amplifiers with high band-
widths, we can better make amplifiers with exactly a ninety degree phase shift only
at the frequency of the notch. This can be achieved by matching the impedances
within the amplifier that are responsible for its time constants with those that are
responsible for the integrator time constant. Thus, substantial power savings can
be derived.

In all cases, however, we arrive at the level of basic circuits, like amplifiers,
mixers, oscillators, bandgap reference circuits, and logic gates. Here, the problem
can be countered very fundamentally, as discussed in subsequent chapters. The
method proposed here to find the optimum solution with respect to low voltage
and low power is based on a structured design approach that will be discussed
briefly in the following sections.

1.3.5 Obstacles at basic-circuit level

Before entering into the design problem, it is good to have an overview of the basic
problems that we encounter at the basic circuit level. First of all, a low-voltage
supply limits the number of active devices that can be stacked; in the case of 1
volt, this is restricted in most cases to two transistors, for example, a common-
emitter amplifying stage and an active current source. This is partly due to biasing
requirements and partly because we still wish to have some voltage range left for
signal swing, at least if we are working in the voltage domain. Working in the
current domain makes life easier, as far as we observe the low-voltage requirement.
However, we are not always free to choose current as our signal carrier. In, for
example, integrated filters, the integration function is done by capacitors, which
translate currents to voltages.

Low signal swing is directly related to the dynamic range, as noise is coupled
to fundamental processes like shot noise and thermal noise. As a consequence, low
power leads to less dynamic range. A similar argument can be found for distortion;
decreased signal range means that we are forced to use the active devices in large-
signal operation, which increases distortion, and so again, the dynamic range is
deteriorated.

Also other specifications are influenced by the low-power low-voltage require-
ment: reduction of power dissipation means reduction of currents. This leads to
higher impedance levels, so to higher resistances, and lower transit frequencies.
This in turn requires larger chip areas as well as high-frequency devices, and is
therefore expensive. Moreover, the accuracy of the transfer function is influenced
in a negative way by parasitic effects, like leakage currents.

Finally, higher impedance levels also translate to increased sensitivity to ex-
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ternal noise sources, thus to an enlarged susceptibility, and, therefore to growing
EMC problems.

1.4 The design dilemma

The foregoing section addressed aspects of what can be called the design dilemma.
The specifications can be seen as boundaries in an N-dimensional space: one
boundary for every specification item. Simultaneously, there is a fundamental
limitation for every specification item. The design problem can now be considered
as finding the optimal center point between these boundaries (design centering).
As this is rather abstract, a simplified representation is here used to explain the
dilemma; instead of the N-dimensional domain we consider a two-dimensional
plane, as shown in Fig. 1.1. For a limited number of characteristics, namely low-
voltage, low-power, costs, chip area, speed and accuracy, both the fundamental
and the specification boundaries have been visualized as straight lines; the opti-
mum of the design must be found somewhere between the two hexagons. However,
tightening the low-voltage and low-power requirements means that the inner for-
bidden hexagon is enlarged, and that, consequently, the design range is reduced.
Moreover, the boundaries are coupled, which means that a shift in one specifi-
cation directly influences the other specifications, resulting in a shifted hexagon.
This interaction is increased with decreasing margins, which makes it increasingly
difficult to split the overall design problem into subproblems. Consequently, the
design complexity grows, more specialized designers are needed, and design time
increases.

1.5 A low-power/low-voltage design approach

The design dilemma shows us that there are three types of boundaries: the fun-
damental limits, the specification limits, and the requirements with respect to the
design process. A structured design process must therefore start with an evalua-
tion of the boundaries in all these three areas. That is the “threats” side of the
design problem: the boundaries.

Of course there is also another side of the picture; we not only have to look at
what cannot be done, but also at options; the “opportunities” side of the problem.
In other words: we must evaluate all kind of devices, combinations, etc. that can
be used to solve design problems.

The next step is: structuring of boundaries and options, to bring some order
to the chaos. This can best be done along the axis of the design trajectory, see
Fig. 1.2. At the top level are the applications, describing what is really asked for;
from this level the functional specifications are derived. Then, a system can be
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Figure 1.1: A two-dimensional representation of the design problem

designed at the high level, so let us say a block diagram based on the principal
high-level functions that have to be realized and the relations between them. Each
block in this diagram is further described on the basis of the basic functions in
that block; for all blocks together, this leads to a collection of basic “primitive”
functions that have to be realized: the functional level. Simulations at this level,
and at the system level, are based on “behavioral modeling”. For each primitive
function, an algorithm, based on primitive operations, must be found that shows
at an algorithmic level how the function will be implemented. This is still a
completely abstract level of description, which, for instance, can be translated
to a computer program, to simulate the algorithm. For the required hardware
implementation, a different translation (“mapping”) is required. For a computer
program, for instance, normally a completely serial approach, described with finite
loops, is followed. For the hardware, a combination of serial and parallel paths is
used, which is normally shown in a signal-flow graph. The order in which all basic
operations (for instance integrations, multiplications and additions in a filter) are
executed is fixed now.

To here, it has all been abstract. The translation to hardware is made by
designing circuits that can be assigned to the basic functions. Here, the electronic-
circuit design takes place, starting with a mathematical function, and ending up
with circuits built up with devices and interconnected according to the signal-flow
graph, and a layout which adds the geometrical dimensions and positions for the
combined circuit. After finishing this part of the total design, the IC is processed
in a technology, with certain properties, like clearances, typical transistors, etc.
Some of the properties of a technology are directly related to the materials used.
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Figure 1.2: The various levels in the design trajectory, from applications to physics

And, finally, all processes taking place in these materials have to satisfy the laws
of fundamental physics.

The reason why all these levels are mentioned here is that both limitations and
possibilities are associated with each of these levels. Thermal noise is a fundamen-
tal physical process with fundamental limitations. Noise power in an RC circuit
is related to the capacitance value. Component values are related to the circuit
requirements, which are derived from the signal-flow graph, etc. Breakdown is a
physical process, following fundamental physical rules. The field strength at which
breakdown takes place depends on the properties of the materials used; breakdown
voltages are dependent on these field strengths, on the dimensions in the layout,
and on the voltages used at circuit level, etc. The velocity of electromagnetic
waves is related to the material level, and it influences the time required for signal
transport, and, therefore, also the circuit design, etc. It is clear that these kinds
of limitations ripple upstream in the design trajectory. For the limitations forced
by the specifications the reverse is true: they ripple downwards in the trajectory;
they are imposed by the specific design requirements.

Structured design means, on the one hand, bringing structure to all the limi-
tations and boundaries by ordering them to the various abstraction levels in the
design trajectory, and, on the other hand, in a design methodology that brings a
hierarchy to the design process, so that all limitations and possibilities are taken
into account at the right moment, with design models that incorporate all relevant
parameters for that level, but nothing more. Things that can still be done later
on in the design trajectory must be done later on, and can, for the moment, be
“forgotten”.

Designing for low voltage and low power means following a structured design
methodology that particularly takes into account the voltage and power limitations
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and options.

1.6 Ultra-low power

Low power and low voltage means voltages in the order of 1 volt and currents
which are dependent on the application, but which are relatively low, and which
go down to currents in the order of micro-amperes or nano-amperes; and cor-
responding power supply dissipation in the order of micro-watts or nano-watts.
Here, some critical limits have been reached, for instance, the maximum resistance
value that can be made on chip, or the minimum current through a transistor for
which the current models are valid. Such limits are not fundamental, but they are
difficult to pass, as new opportunities at circuit level, device level, etc. have to be
found to overcome them. Technology can be forced to change (design-driven tech-
nology); new devices can be necessary, new and better modeling, etc. Examples
of new devices are the single-electron transistor, the principles of which have been
shown lately by physicists, and the silicon-germanium heterogeneous transistor.
If the aforementioned currents and supply dissipations can be further decreased
substantially, we speak about ultra-low power. This could pave the way for the
alternative power supplies mentioned earlier.

1.7 Conclusions

Electronic design is part of a larger system-design problem and must be seen in
that context. Low-power and low-voltage specifications are today gaining rela-
tively more attention than the other design specifications, as certain boundaries
are approached, and the voltage and power dissipation aspects are becoming cru-
cial parameters for further improvements. The optimization problem can, and
must, be encountered at all levels of the design trajectory and at all parts of the
system. It involves the improvement of battery supply, investigation of alternative
power supplies, better supply electronics, and better signal-processing electronics.
Improvements in electronic design imply changes in circuit, device and technology
approaches.

As we are coming increasingly closer to the boundaries, the design process is
becoming increasingly complex and more difficult to split up into subproblems.
Especially now, it is of utmost importance to find optimal design strategies in
order to obtain optimal electronic circuits.

10



Chapter 2

Design principles Wouter Serdijn

2.1 Introduction

An important criterion that must be fulfilled for all electronic systems is transfer
quality. This quality is influenced by two different kinds of errors: stochastic ones
and systematic ones. By stochastic errors we mean inaccuracies in the input-
output relation caused by noise or interference. Though impossible to eliminate,
their influence can be minimized by a proper design strategy.

Systematic errors arise from network imperfections, such as offset, non-linearity,
inaccuracy of the device parameters, drift and temperature dependence. Probably
the most effective method to reduce their influence, and thus to obtain an accurate
transfer function, is by means of applying negative feedback, which allows us to
exchange the large gain provided by the (highly non-linear) active devices for
quality provided by (usually linear) passive devices.

Unfortunately, design strategies for obtaining a sufficient information capacity,
or in general, transfer quality, (see, e.g., [1]) are normally not consistent with
design strategies which take into account power dissipation, voltage range and
current range. Therefore, it is the combination of transfer quality, low voltage and
low power that must be considered during the whole design process.

In the following sections, attention is paid to five design aspects that all have an
important influence on the overall system transfer quality: the system’s input and
output signals, the signal processing inside the system, the available technology,
the parasitics and the power supply. It is shown that current becomes more favor-
able than voltage as the information-carrying quantity in a low-voltage low-power
environment,.
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2.2 System requirements

The first step in the design process is to determine how the communication of the
system with the external world, carried out by the source at the input and the
load at the output, must be performed. Source and load are generally formed by
other electronic systems or transducers. Depending on these, current or voltage
(or a combination of these two), or linearly related quantities, such as charge or
flux, must be chosen on the basis of the best reproducing relation to their physical
input or output quantity [1].

The importance of choosing the correct source and load quantities can be illus-
trated by an example: a piezo-electric pressure transducer. A piezo-electric trans-
ducer, such as a piezo-electric microphone, converts pressure into charge. Since
charge is linearly related to current (¢ = dg/dt), the output current of the sensor
must be chosen as the electrical input quantity of the amplifier. The result is a
charge amplifier. Yet, for many decades, voltage was chosen as the information-
carrying quantity — the amplifier being a voltage amplifier — which caused the
piezo-electric microphone to be considered inferior to its magneto-dynamic coun-
terpart.

2.3 Signal processing

Assuming that the input and output quantities of the system have been determined
by the foregoing system requirements, the next step in the design process is to
decide which electrical quantities are best suited for a particular signal-processing
function inside the system. When, e.g., signals coming from several subcircuits
with a common terminal have to be added, current is a better choice for the
information-carrying quantity than voltage. Currents can be added by simply
connecting the output terminals of the subcircuits in parallel. When, however, a
signal has to be distributed to several subcircuits, voltage is a better choice for the
information-carrying quantity than current. Voltages can be distributed by simply
connecting the input terminals of the subcircuits in parallel. For this reason,
most of today’s measurement instruments communicate by means of voltages, not
currents.

Another example of choosing the correct electrical quantities is the use of a
simple bipolar transistor when an exponential function over a wide range is re-
quired. Since the collector current is proportional to the exponent of the base-
emitter voltage over a large range of collector currents, one device can do the job,
if we are willing to choose voltage at the input and current at the output as the
information-carrying quantity.

12



isé E]ZS E i T’ ;}L“‘ZL
1

Ty

Figure 2.4: A current amplifier with negative feedback and indirect current sensing
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Figure 2.5: A transconductance amplifier with negative feedback and indirect
current sensing and indirect voltage comparison

and Ty = T, the output signal (v or i) is related to the input signal (vs or is)
as the inverse transfer function of the feedback network Ty.

As an example of the advantage of using indirect negative feedback in low-
voltage circuits, let us consider the configuration shown in Figure 2.4, of which a
possible embodiment is given in Figure 2.6. Two cascaded transistors inside T, per-
form the nullor function and the feedback network is implemented by the resistive
divider (R; and R,). The indirect outputs are provided by Ty and T,. Clearly, now
the maximum output voltage swing, and therefore the maximum output current
swing, is limited only by the supply voltage (not shown) and the voltage across
the output port of T; (the collector-emitter voltage). Similar arguments hold for
the configurations of Figure 2.3 and 2.5.

2.5 The available technology
As third step in the design process, we now investigate how applying indirect ne-

gative feedback relates to the choice of the electrical quantities inside the system.
In electronic circuits, indirect voltage comparison results in a doubled power den-

15



:
o O
1

Figure 2.6: Possible implementation of the indirect-feedback current amplifier.
Two cascaded transistors inside 7, perform the nullor function. The feedback
network is implemented by the resistive divider (R; and R,). The indirect outputs
are provided by T; and Tb.

sity spectrum of the equivalent noise voltage at the input, because the direct and
indirect input are connected in series. Indirect current sensing results in a doubled
power density spectrum of the noise current at the output, because the direct and
indirect output are placed in parallel. In practice, often the noise is most critical
at the input, so on that ground there may be a preference for current sensing and
thus for current as the information-carrying quantity.

Another disadvantage of the use of voltage as the information-carrying quantity
is that, when the circuits are 'voltage-driven’, i.e., from a low-impedance source,
the equivalent input noise voltage is predominantly the result of the input noise
voltage of both input stages. For bipolar transistors and MOS transistors in weak
inversion, this input noise voltage is inversely proportional to the bias (collector
or drain) current, and thus, in order to obtain a low input noise voltage, these
bias currents must be rather large. This, of course, is in sharp contrast with our
low-power requirement.

When, however, the circuits are 'current-driven’, thus with a high impedance,
the equivalent input noise current is mainly determined by the input noise current
of the input stage. Since the input noise current of bipolar transistors and MOS
transistors in weak inversion, in first approximation, is proportional to the bias
current, this calls for small bias currents, which is in line with the low-power
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2.4 Indirect Feedback

As mentioned earlier, systematic errors can be reduced by means of negative feed-
back. Figure 2.1 shows the four basic ways of applying (single-loop) direct feedback
by means of two two-ports. If all the transfer parameters of two-port H approach
infinity, i.e., H is a nullor, the output signal (v or i) is related to the input signal
(vs or ig) as the inverse transfer function of the feedback network T%.
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Figure 2.1: Four basic direct negative-feedback amplifiers: a voltage amplifier (A),
a current amplifier (B), a transconductance amplifier (C) and a transimpedance
amplifier (D)

In low-voltage circuits, however, due to the restricted voltage swing, it is often
not possible, or at least not preferable, to connect two ports of these two-port
networks in series, thus to sense the output current or to compare the input vol-
tage of a circuit directly. This occurs in configurations A (at the input), B (at the
output) and C (at both input and output). Hence, all direct-feedback configura-
tions, except the transimpedance amplifier (configuration D), are less suited for
low-voltage applications.

To clarify the disadvantage of connecting two ports in series, let us consider
the configuration shown in Figure 2.1 B, of which a possible embodiment is given
in Figure 2.2. Here, the two cascaded transistors @; and Q; perform the nullor
function while the feedback network is implemented by the resistive divider (R,
and R,). Clearly, the maximum output voltage swing, and therefore the maximum
output current swing, is limited by the supply voltage (not shown), the voltage
across the output port of the nullor (the collector-emitter voltage of Q) and the
voltage across the input port of the feedback network (R;). There are similar
problems related to the low supply voltage for the configurations shown in Figure
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Figure 2.2: Possible embodiment of a direct-feedback current amplifier. Transistors
Q1 and @; perform the nullor function. The feedback network is implemented by
resistors R; and R,

2.1 A and C.

To realize voltage, current and transconductance amplifiers, a useful alternative
to direct negative feedback may be a technique called indirect negative feedback. In
an indirect-negative-feedback circuit, the output and/or the input stage is copied,
so that it has an equivalent input-output relation, and the feedback signal is taken
from and/or fed back to that copy. Thus, it is possible to obtain a circuit response
which is determined by the feedback network only, assuming that the copying does
not introduce errors. A voltage amplifier, a current amplifier and a transconduct-
ance amplifier, all using the indirect negative-feedback principle, are depicted in
Figures 2.3, 2.4 and 2.5. It can be seen that series-connected ports are now avoided
in all configurations.

+

T¢

Figure 2.3: A voltage amplifier with negative feedback and indirect voltage com-
parison

Again, if all the transfer parameters of two-port T, approach infinity, Ty = T}
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requirement. This favors the choice of current as the information-carrying quantity.

A third disadvantage of indirect voltage comparison is that, in order to compen-
sate each other, the non-linearities of the two input stages must be symmetrical or
opposite, because the sum of their output currents must be nullified by the nullor.
In practice, this requires either two balanced input stages or two complementary
stages in a complementary IC process. The use of two balanced input stages, since
their input noise voltages are placed in series, again doubles the power density spec-
trum of the equivalent input noise voltage. A complementary IC process is often
not available and, moreover, exact complementarity can never be accomplished.

Indirect feedback at the output, however, calls for two identical output stages,
to compensate for the non-linearities. These can easily be made in any ordinary
IC process. For this reason there again may be a preference for current sensing
and thus for current as the information-carrying quantity.

2.6 Parasitics

Let us now, as fourth step in our design considerations, address the influence of
parasitic immitances. The influence of parasitic admittances in parallel with the
signal path can be reduced by terminating the signal path with a low impedance.
The parasitic admittances then have no voltages across their terminals and thus
1o current flows in them. The influence of parasitic impedances in series with the
signal path can be reduced by terminating the signal path with a high impedance.
Then no current flows in the parasitic impedances and thus there is no voltage
across their terminals.

In low-power integrated circuits, often the parasitic admittances, i.e., the node
capacitances, e.g., the transistor’s junction capacitances, due to their (non-linear)
voltage dependency, have more influence on the signal behavior than the parasitic
impedances, i.e., the branch inductances and resistances, e.g., the transistor’s bulk
resistances. Therefore it is convenient to terminate the signal paths with low
impedances as much as possible. In this situation it is best to choose current as
the information-carrying quantity.

This argument is also at the base of the popularity of current-mode’, ’switched-
current’ and ’switched-transconductance’ techniques (2, 3, 4], of which it is rightly
stated that they have an inherent ability to exhibit good high-frequency properties.

2.7 Power supply
Finally, we have to consider the power supply. In practice, this power supply is a
voltage source (battery), giving a limitation in voltage. The limitation in current

is only indirectly given by a limitation in the power of the battery and might be
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less restricting than that of the voltage. This favors the choice of current as the
information-carrying quantity. However, not using the total range of this supply
voltage for signal swing gives rise to waste of power [5]

2.8 Conclusions

From the above discussion it will be clear that for low-voltage low-power analog
ICs the total design process must be considered, in which transfer quality plays a
dominant role. The theory was verified in several practical applications, such as
circuits for hearing instruments (see, e.g. [6]), of which an example, an automatic
gain control, will be discussed in one of the next chapters. Our designs, based on
the design principles shown above, confirm that current becomes more favorable
than voltage as the information-carrying quantity and that indirect feedback is to
be preferred in a low-voltage low-power environment.
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Chapter 3

DeVICeS Chris Verhoeven and Koert van der Lingen

3.1 Introduction

The intention of this chapter is to show the relation between some of the electrical
parameters of devices and their layout. Two different groups of device parameters
can be distinguished.

1. The key parameters.
The key parameters are dominant in determining the behavior of the circuit
that is implemented with the devices. The accuracy of their value determines
the accuracy of the circuit. The numerical value of the key parameters is
of importance. For example, in a band-gap reference, the parameter EG,
which describes the band-gap energy at 0K, is directly related to the output
voltage of the band-gap reference.

2. The remaining parameters.
These parameters do not influence the circuit behavior significantly when
their value is above or below a certain value. For example, usually the current
gain of a bipolar transistor used in a negative feedback amplifier just has to
be larger than a certain minimal value to obtain accurate amplification. The
accuracy of the current gain has no direct influence on the accuracy of the
amplifier.

In a structured electronic design, the desired values of the key device parameters
are usually known.
In some cases, the numerical value of a key parameter can be set by choosing an
appropriate layout. In all cases, the accuracy of the parameters and the matching
between the parameters of two devices of the same type can be controlled by the
layout.

It is not the intention in this chapter to deal with device physics in detail.
However, sometimes it will be necessary to discuss a part of the physical behavior
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of the devices in order to clarify the relation between the electrical device properties
and the layout.

3.2 Currents in semiconductors

In this section some properties of semiconductor devices are discussed in an intu-
itive way. For a detailed survey of physical and electrical device behavior, there is
much available literature [1, 2, 3]. This section is intended only to point out some
properties that are important in layout design. In semiconductors there are two
important mechanisms that can cause electric current. They are:

e diffusion
e drift

In most cases, both drift and diffusion currents are involved in the currents mea-
sured at the terminals of the devices. Before studying the currents in the devices,
first we treat the mechanisms themselves.

3.2.1 Diffusion current

When in a PN junction P-type silicon and N-type silicon are brought into contact,
a diffusion current flows between through the junction. The mechanism behind
the diffusion current is chance. The electrons and holes in the silicon move around
in an arbitrary way. The holes are not “aware” of a shortage of holes in the N-type
silicon, and the electrons are not “aware” of the electron shortage in the P-type
silicon. Fig.3.1 shows a one-dimensional junction.
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Figure 3.1: Sketch of a one-dimensional junction

In the P region there are four holes and two electrons, so it is P-type indeed. In
the N region there are eight electrons and one hole. The holes and electrons have
no preference for moving in a certain direction. Therefore, on the average, four of
the electrons in the N region move to the left and the other four move to the right.
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In the P region one of the electrons moves to the left and the other one moves to
the right into the N region. Thus, effectively three electrons have moved from the
right to the left. In a similar way, there is an effective flow of holes from the left
to the right. This mechanism of carrier movements is called diffusion current. It
is based on carrier density gradients and not on electric fields.

3.2.2 Saturated currents

Saturated currents are typical examples of currents that are not directly related
to an electric field, but are governed by the diffusion mechanism. An example
of this is the saturation current of a reverse-biased PN junction. In the P and
N region, carriers, both majority and minority carriers, are thermally generated.
The minority carriers diffuse to the depletion layer where they become subject to
the electric field and cross the junction. This gives rise to a saturation flow at the
junction. The electrons move to the N region and the holes to the P region. This
movement of charge through the junction is a saturated current. The amount of
charge that crosses the junction per second depends on the availability of carriers
at the edges of the depletion layers and not on the magnitude of the electric field.
Therefore, the voltage across the junction has no influence on the magnitude of the
current, it merely provides the “means of transport” for every available carrier.
Therefore, a junction biased in reverse behaves like a current source.

3.2.3 Drift current

When a charge carrier is put into an electric field, it undergoes a force in the
direction of the field, which accelerates it in that direction. The acceleration is
limited by collisions of the carrier to the lattice, which “reset” the velocity of the
carrier again.

In a semiconductor, all charge carriers move randomly because of the thermal
agitation. When an electric field exists, it can be imagined that this field “affects”
the probability distribution of the direction of motion of each carrier. In the
random movement, some “preference” for the direction indicated by the field can
be observed. This results in an average movement in the direction of the field
which is called drift.

The amount to which the carriers can respond to the force of the field is governed
by the mobility p.

3.3 The PN junction

The simplest device to introduce the current in a semiconductor is the PN junction,
or the diode. The behavior of the diode for several different biasing conditions is
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treated below. After starting with the diode, we will later introduce the bipolar
transistor.

3.3.1 The PN junction without external biasing

When the PN junction is in its thermal equilibrium, there is an electric field across
the depletion layer. This implies there is a potential difference across the junction
equal to the built-in voltage, Vi;. It can be seen as being just a contact voltage
that is always generated when two different materials are brought into contact.
Still, across the external terminals of a diode, this voltage cannot be measured.
This is because in a physical diode three junctions are in series:

1. The actual PN junction.

2. A junction between the P-type silicon and the connecting metal.
3. A junction between the N-type silicon and the connecting metal.

Across the latter two junctions also the contact voltages, Vi and V., respectively,
are found. The sum of these three voltage equals zero.

No current flows from the P to the N region in steady state. The mechanism
behind this can be understood as follows. When the P and the N region are
brought into contact, a diffusion current of holes starts from the P to the N region
simply because there are more holes in the P region than there are in the N region.
Because of this, it is more likely that a hole will travel from P to N than in the other
direction. Note that the holes are not aware of the gradient in their concentration.
They are not “pushed out” of the P region due to overcrowding, they feel no
“diffusion pressure”. The diffusion current of electrons starts in a similar way.

Since the holes and the electrons both are charge carriers, their travel to the
other region also implies the movement of charge to that other region. The elec-
trons and the holes also leave an ion (fixed charge) behind. This results in a
build-up of charge across the junction, and, consequently, a build-up of an electric
field. This electric field causes the charge carriers to drift. The movement in the
junction is no longer random, a certain average movement which is opposite to the
direction of the diffusion current builds up. In the end, the field becomes strong
enough to stop the diffusion current.!

'Of course this is a simple and handy interpretation of physical effects that are
much more complicated in “reality”, but for the average electronic designer, it
suffices.
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The energy bands, the space charge p, the electric field € and the potential 9
of a diode in thermal equilibrium are shown in Fig. 3.2. The energy levels and
potentials are related by ¢ = —F/q. The current density for the holes is:

oy Op

Jo = —auep5 - — aDo (3:2)
and for electrons it is:
Jar== n% +¢D il (3.3)
n = —Qqln F7 q Lo .

The first term in the previous two equations represents a drift flow, while the
second term represents the flow of carriers by diffusion.

In thermal equilibrium the two terms are equal except for the sign, so the net
results are equal to zero.

Assuming a doping concentration N in the P region and a concentration Np
in the N region the minority carrier concentrations are given by:

2
ng = % in the P region and (3.4)
A
n ; g
po = ——  in the N region (3.5)
Np

3.3.2 Biasing the junction

When a voltage V is applied across the junction, the electric field across the
junction is affected. It is enlarged when the junction becomes reverse biased, and
it is reduced when the junction becomes forward biased. In the latter case, the
diffusion currents are no longer completely counteracted by the field, so a diffusion
current starts to flow. When a junction is forward biased, this is the dominant
part of the current that is measured externally.

In Fig.3.2, the applied voltage changes the potential 3 by an amount —V.
Thus, applying a voltage changes the first term of equations 3.2 and 3.3. The
result is a flow of carriers across the junction. If the junction is forward biased,
the drift term becomes negligible with regard to the diffusion term and a diffusion
flow from the majority to the minority region results. This is called the injection
of carriers [7].

The concentration of injected holes from the P region into the N region can be
calculated [8]. At the border of the depletion region and the N region, the injected
hole concentration is equal to:

Pexcess = pﬂ(CQV!kT - 1) (36)

Here Pexcess = the excess hole concentration at the N region depletion edge.
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Figure 3.2: A PN junction in thermal equilibrium. From top to bottom: the
energy bands, the space charge, the electric field and the potential.
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Po = the hole concentration in the N region in thermal equilibrium
as given in equation 3.5.

|4 = the voltage applied at the contacts.
k = Boltzmann’s constant.

q = the electron charge.

T = the absolute temperature.

If the voltage is reversed, the drift term becomes much larger than the diffusion
term and minority carriers are transported by the field from one side of the junc-
tion to the other side. This is called the extraction of carriers [7]. The transported
carrier concentration can be found from equation 3.6. However, because the de-
pletion layer is “empty”, there are not many carriers for the field to transport.
Only carriers that are generated thermally in the junction give rise to a saturated
current as described in 3.2.2. This is described in the next section.

Similar equations can be derived for the electron concentration in the P region.
A second-order effect of a biased junction is the modulation of the depletion width.
Without going into detail, we can say that the depletion layer gets smaller when
the junction is forward biased, and it gets wider when the junction is reverse
biased.

Generation and recombination currents of a PN junction

Apart from transport of carriers across the junction, generation and recombination
of carriers in the depletion layer occurs. The most important mechanism is the
Shockley-Read-Hall mechanism. Here holes and electrons are generated thermally
and recombine via traps, see for example [5, 6]. The carrier generation can be
described by:

s a n;
apgen =" angen = a (37)
The recombination rate is found to be:
5] 0 n
v _ 9 _ M qv/2T 3.
6tprec atnnc Teﬂ'e ( 8)

where 7.¢ is the effective lifetime of the carriers.

Carrier flows in a PN junction

In the previous sections, we showed that there can be four carrier flows in a biased
PN junction.

1. A diffusion (injection) current of holes.

2. A diffusion (injection) current of electrons.
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3. A flow of holes and electrons into the depletion region where they recombine.

4. A flow of holes and electrons that are generated thermally in the junction
and driven apart by the electric field across the junction.

The diffusion flows are also known as injection flows, because excess minority
carriers are injected into a region (from the side where they were a majority). The
two other flows result from the generation and recombination of carriers in the
depletion layer. In Fig. 3.3, the four carrier flows across a PN junction are shown.
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Figure 3.3: The carrier flows in a PN junction

3.3.3 Junction capacitance

The depletion layer in a reverse-biased PN junction is an “empty” space bounded
by two areas in which there are charge carriers. This has much resemblance to a
capacitor, and, indeed, a junction capacitance can be defined. The width of the
depletion layer depends on the value of the reverse voltage that is applied, so the
junction capacitance is voltage dependent. For an abrupt junction, the expression
for the junction capacitance is:

1/2
Q=A(——ii——) (3.9)
2U; (w; + w5 )
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in which N4 and Np are the acceptor and donor concentration respectively, Uj;
is the voltage across the junction, g is the elementary charge, A the area of the
junction and e is the dielectric constant. The voltage across the junction is related
to the voltage measured at the terminals U, via:

U; = Vi = Uems (3.10)

In most cases, the doping level of one of the regions is much higher than in the
other. The depletion layer extends the most in the region that is has the lowest
doping level. When this is Ny, (3.9) reduces to:

[ Ny 1
’ Q(Vbi - Ueat) » -\)1 = Uem/VM ( )

The right-hand expression is commonly employed to describe a junction capacitor,
and Cjo and V}; are parameters that are extracted via measurement. The square
root relation only holds for an abrupt junction, which, in practice, it never is. This
implies that the exact power of the non-linearity, which can be expected to deviate
from the ideal factor 0.5, is also found by measurement and parameter extraction.
Therefore, there are three parameters in the model for a junction capacitor. In
SPICE they are called CJO, the “zero-bias PN capacitance, VJ, the “PN potential”
and M, the “PN-grading coefficient, which results in:

1

€= 00—
’ (1= Ueae/VI)M

(3.12)

Of course, this relation only holds when the PN junction is in reverse bias. When it
comes into forward bias, U, may become equal to or larger than V};. Still, it would
be convenient to have a measure for the junction capacitance in this region, since
there is still a relation between charge and voltage in a forward-biased junction
which has the dimension of a capacitance. In SPICE, this problem has been solved
by “switching” to another model when the limits of (3.12) are reached. An extra
parameter FC is defined and when:

Uewt =FC - V] (3.13)

instead of (3.12) the following expression is used:

C; = CJo(1 — FQ)~+M) (1 —~FC(1+ M)+ ME{T;) (3.14)

Generally, all parameters are found by measurement and curve-fitting.
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Non-linearity

The voltage dependence of the junction capacitance causes non-linearity when it is
used in a signal path. An example of this can be seen in Fig.3.4. This figure shows
the result of a simulation in which two capacitors are charged with a constant
current. One capacitor is a normal capacitor, the other is a junction capacitor.
It can be seen that when the voltage across the capacitors rises, the value of the
junction capacitor reduces. This reduction of the capacitance results in a faster
change of the voltage at a constant value of the charging current. In Fig.3.5 the

1.5V + + t +

1.0V T

0.5V T

-0.0V + t i
0.0us 0.2us 0.4us 0.6us 0.8us 1.0us

aV(2) =V(1) T
ime

Figure 3.4: Voltage across a normal capacitor and a junction capacitor, both
charged with an equal constant current

result can be seen of a simulation in which a sinusoidal voltage is applies across
the diode. It has been given a DC offset to keep the diode reverse biased. At
large reverse voltages, the capacitor is the smallest, and, consequently, the current
is the smallest. At small junction voltages, the capacitance is the largest, and,
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therefore, the currents are also. It can be clearly seen that the current through the
junction capacitor has become distorted by this phenomenon. From all this, it can

8.0uA

4.0uA T

0.0uA +

-4.0uA

-8.0uA t t i
0.0us 0.5us 1.0us 1.5us 2.0us
o |(Cideal) = |(Dcapac)
Time

Figure 3.5: The current through a normal capacitor and a junction capacitor when
excited with a sinusoidal voltage

be concluded that when the linearity of a circuit is critical, it is very wise during
the design to model capacitors that are implemented with junction capacitors by
reverse-biased diodes.

True capacitors It is also possible to use “real” capacitors, consisting of two
conducting plates, with an insulator in between. The capacitance between two
metal interconnect layers may be used, or the capacitance between a poly layer
and a metal layer. In some cases, there are special processing steps available to
enable a thinner insulator between the capacitor plates than is standard for the
two layers. At present, these capacitors offer less capacitance per unit area than
junction capacitors, so a price is paid for linearity. Another problem that applies
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to all types of integrated capacitors is the fact that they are never truly floating.
Always, at least one of the plates has a parasitic capacitance to the substrate.
The value of this parasite may be up to a quarter of the value of the integrated
capacitor. This value is of such significance that it is good practice to include it
in the design from the start.

3.4 The bipolar transistor

In this section, we discuss the behavior of the bipolar transistor. During the
discussion, the modeling of the transistor in SPICE is kept in mind. In all places
where parameters occur that are also present in SPICE, the SPICE names are
used in the equations.

3.4.1 Carrier flows in the bipolar transistor

The carrier flows through a junction depend on the biasing of the junction. In a
transistor, biased in the forward active mode, some flows can be neglected in the
different junctions. A schematic of a bipolar transistor is drawn in Fig. 3.6. The
emitter, base and collector parts are designated. The carrier flows through the
junctions are also shown. We assume an NPN transistor.

E B C
a
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Figure 3.6: Schematics of carrier flow in a bipolar transistor
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a: The flow from emitter to collector

The ideal transistor action is the injection of electrons from the emitter into the
base, where these electrons diffuse to the base-collector junction. Because of the
electric field across this junction, the electrons are swept through the depletion
layer to the collector. This flow forms the main part of the collector current. The
concentration of electrons arriving at the collector is given by:

Mexcess — nD(e'IUkaT =" l) (315)

This flow is the main part of flow no.1 in Fig. 3.3.

b: Carriers injected from the emitter recombining in the base

A minor part of the electrons injected from the emitter recombine in the base with
holes. This is the remainder of flow no.1 of Fig. 3.3. The recombining carriers
add to the emitter and base current. The recombining concentrations are usually

negligible.

c: Carriers injected from the base into the emitter

Because of the forward biasing of the emitter-base junction, holes are also injected
from the base into the emitter. The injected carriers diffuse through the emitter
and thus contribute to the base and emitter current, but not to the collector
current. The same calculation as for the electrons can be made for the hole flow,
which results in (3.6). In Fig. 3.3, this flow is designated as no.2.

d: Carriers recombining in the emitter-base depletion region

In a forward-biased junction, recombination of carriers in the depletion layer dom-
inates the generation. This is because there are many charge carriers traveling
through the forward-biased junction, so the chance of recombination is increased.
In Fig. 3.3 this is flow no.3. The recombination process has already been described.
The recombination rate is given by equation 3.8. The carrier flows affect the base
and the emitter currents.

e: Generated carriers in the base-collector junction

The base-collector junction is either reverse biased or the junction voltage is zero.
With a zero voltage, the recombination and generation in the depletion layer are in
equilibrium. In a reverse-biased junction, there is a net flow of generated carriers
out of the depletion layer, flow no.4 in Fig. 3.3. The generated carriers contribute
to the base and the collector currents.
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f,g: The saturation flow of the base-collector junction

In the base and collector regions, carriers are thermally generated. These carri-
ers diffuse to the depletion layer, where they become subject to the electric field
and cross the junction. This gives rise to a saturation flow at the base-collector
junction. In Fig. 3.3, the saturation flow is formed by flows no.1 and no.2.

3.4.2 Operating regions of the bipolar transistor

Operation of the transistor can be divided into three regions. These regions are
determined by the magnitude of the injected carrier flow (flow a). These regions
are sketched in Fig. 3.7. In these three regions, it is assumed that in thermal
equilibrium the minority carrier concentration in the base is negligible with regard

to the base doping concentration.

Emitter Base

Collector

Thermal equilibrium

A

Wg

 J

Figure 3.7: The operating regions of the transistor. The charge concentrations in
the base for each operating region are shown. The base doping level Np is also

shown. Not to scale.

Operating region I

In region I, the concentration of injected electrons from the emitter is in the order
of the minority electron concentration ng in the base. This is low-level injection.
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The excess electrons transported to the collector are described by equation 3.15.
The mentioned non-ideal carrier lows must also be taken into account.

This region is of particular interest in low-voltage low-power design, since it are
the non-idealities that occur in this region that set the lower limit for the currents
and voltages at which the transistors can still be used.

Operating region I

In region II, moderate-level injection begins, when the electrons, injected into
the base, outnumber the electrons previously present. Neg ecting the latter, the
injected electron concentration can be written as:

MNexcess — nﬂequhka (3 16)

All non-ideal carrier flows can be neglected with regard to the injected electron
flow. This is the “ideal” operating region, because the collector current is formed
by the ideal transistor action.

Operating region III

Region III starts when the injected electron concentration is in the order of the
base doping concentration. This is known as high-level injection. Because charge
neutrality must be maintained, excess holes have to be supplied by the base con-
tact. These excess holes can no longer be neglected in calculating the base minority
carrier concentration. Therefore, equation 3.15 is no longer valid. The value at
which the injected electron concentration equals the base doping level has spe-
cial significance. This value has been indicated in Fig. 3.7 with a dotted line. It
is known as the current at which high injection starts, and it is called the knee
current.

For low-power design, it is never intended to have transistors operate at high-
level injection. Therefore, not much attention is here paid to this effect. There are
special cases, for example, at very high temperatures, where the effect becomes
inevitable, but these circumstances are beyond the scope of this book.

3.4.3 DC currents in the bipolar transistor

The carrier flows previously discussed, transport charge from one place to another.
The amount of charge transported per unit of time is a current.

The current through a junction is ideally determined by the injected minority
carriers. The resulting current can be written as the amount of injected carriers
that are transported times the charge per carrier g, times the diffusion constant,
times a factor accounting for geometrical aspects such as area and diffusion length.
The total current is the sum of the hole current and the electron current.
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In a bipolar transistor, the situation is somewhat different. The ideal collector
current is formed by carriers, which are injected from the emitter, diffuse through
the base and reach the collector. This is flow a in Fig. 3.6. The carriers injected
from the base into the emitter, flow ¢, do not contribute to the collector current
I.. We can thus write:

L= qDBFgeonexccss (317)

This equation is valid for NPN transistors. Factor Fy., represents the influence of
the area and the width of the base.

The currents in region I

In the case of moderate injection, the injected concentration is well below the
base doping level, so the majority carrier concentration equals the base doping
concentration Np. At the same time, the present minority carrier concentration
can be neglected with respect to the injected carrier concentration. According to
equation 3.5, the minority electron concentration in the base is:

n?

; (3.18)

Ng = —
Ng

The injected electrons from the emitter are described by (3.16). Substituting this
in the equation for the collector current results in the following:

2
— an; Upe/kT
L= A e 2.19)
0  Dp(=)

A is the area of the base and Wb is the distance from the collector junction to
the emitter junction, called the base width. The integral of Np and Djp is taken
because, generally, both parameters tend to vary across the base region. The
integral is know as the Gummel number of the base. With:

§= 4% (3.20)
= A—-—r— 3.
‘Wb Np(z)
0 Dz(z)dx
the collector current is written as:
I, = ISetee/¥T (3.21)

This is the ideal relation between the emitter-base voltage and the collector current.
Adjacent to the electron flow is a hole flow from base to emitter. Similar to
the collector current, it can be written as:

Ib.inj = qDEFgeo,E Pezcess (322)
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Fyeo,m is the factor that accounts for the emitter geometry and Dg is the diffusion
coeflicient for holes in the emitter part.
The current associated with the hole flow can be described as:

IS
Lins = ﬁe"m"'” (3.23)

BF is the forward current gain of the transistor and is defined as

Io* pade
BF = —__Da@) ~ (3.24)
Wb Np(=z) )
b Dg(,,)da’

where Ng is the emitter doping concentration.

The Gummel number of the emitter is found in the nominator. Currently, the
distance between the emitter-base junction and the contact to the emitter (We)
is usually larger than the diffusion length Le of the holes. For this reason, Le
is found in the integral instead of We. However, in modern IC processes, such
as processes with poly-silicon emitters, the emitters’ widths become smaller and
smaller, which finally causes We to reappear in the expression.

It can be seen from the expression that, for a high current gain, the following
constraints are imposed:

e A small base width
e A high emitter doping
o A low base doping

e A large enough emitter width

The latter demand becomes important when the vertical dimensions of the tran-
sistor are shrunk so much that We reappears in the expression.

Equation (3.24) is, of course, only valid when recombination and generation
in the base play a negligible role. For example, in region I this is not true, and,
consequently, there the current gain is reduced.

The currents in region I

Lowering the emitter-base voltage results in a lower injection of charge carriers
from the emitter. When the injection has become so low that the minority carrier
concentration can no longer be ignored, the low-level injection region is entered.
The transport current from the emitter to the collector must be described by
equation 3.15. This gives

I in; = IS(e®V2e/*T _ 1) (3.25)
I
Byin; = B—i(qubeﬂ‘T —1) (3.26)
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Further, the non-ideal carrier flows d, e, f and g in Fig. 3.6 have to be accounted
for. Because these carriers do not diffuse through the base, equation 3.17 cannot
be used.

The recombining carriers in the emitter-base junction, flow d, give rise to a
recombination current I ..., which can be written as:

Iy rec = ISEetUse/ 2T (3.27)

where =
ISE = qA,:Wjef (3.28)

in which Wje is the width of the E-B depletion layer and A, the area of the junction.
In the base-collector junction, three non-ideal carrier flows are present. Because
the junction is never forward biased, the resulting currents are the saturation
current and the generation current. The generation current is:

| - A.,quc%_i (3.29)

in which Wjc is the width of the C-B depletion layer and A. the area of the
junction. The generation current is in a first approximation independent of the
junction voltage, but if the junction voltage is zero, then the current is balanced
by the recombination current I,...

The saturation flows f and g across the base-collector junction result in satu-
ration currents. For these, we can write similar equations as for the emitter-base
junction. A reverse current gain factor BR can be defined in a similar way as BF.

The total base and collector currents amount to:

L = Ib,inj + Ib,ﬂzc = Ib,saa i Igeﬂ + Lee (330)
Ly = Ic,t'nj %+ Ir:,sat + Ib,mt e Ige‘n o (331)

The currents in region III

In operating region III, the injected minority carrier concentration is in the order
of the base doping concentration. Therefore, it is permissible to neglect the non-
ideal flows d to g of Fig. 3.6. A special current /K F' is defined. At this current
the electron concentration equals the base doping concentration Np. A similar
parameter K R models the high injection effects when the transistor is biased in
the reverse mode.

The effects are included by way of a multiplication factor used to scale the
ideal collector current as:

) Fidea (3.32)

%(1+\/1+4[I—K&f+£‘i$])
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3.4.4 Early effect

In the previous sections, the device physics of the bipolar transistor were examined
and currents were linked to the charge flows. No attention has yet been paid to a
second-order effect which originates from changing junction voltages. Because the
depletion layer width changes with the voltage across the junction, in a bipolar
transistor, the base width changes with changing emitter-base and changing base-
collector voltages. This in turn changes the collector current.

Similarly to the introduction of the high injection effects, the Early effect is
also accounted for via a multiplication factor. The variation of the width of the
BC depletion layer is modeled via a parameter VAF, known as the forward Early
voltage. The variation of the width of the BE depletion layer is modeled via a
parameter VAR, the “reverse” Early voltage. Although the latter parameter has
the word “reverse” in its name, it models equally well the variation of the width of
the BE depletion layer in forward mode too! Because the doping of the emitter is
much larger than that of the base, it can even be expected that VAR is even lower
than VAF. Its neglect can cause serious errors as is, for example, shown later in this
book for band-gap references. VAR is usually measured with the transistor biased
in reverse mode. In some cases, rightful doubt may exist if the parameter extracted
in this way is accurate enough for application in a forward-mode situation.

The influence of the Early effect is modeled in the following way:

I = Lieal (1——1—) (3.33)

T Ui
VAR VAF

3.4.5 The SPICE model

The model used in SPICE, the Gummel and Poon model, which describes the
current-voltage relations, is discussed in this section. It is not our intention to
make a detailed study of the model, but to relate some of the parameters used in
the model to the physical effects discussed above. This is necessary to relate these
parameters to the layout of the transistor.

Apart from the DC behavior described above, the AC behavior insofar as it is of
importance in low-power circuits is also discussed.

The circuit diagram according to the Gummel and Poon model is depicted in
Fig. 3.8. The relations between the junction voltages and the collector and base
currents, which originate from injection, only are modeled with two ideal diodes
and one current source. The two diodes account for the base currents Ip.;/BR
and Iy /BF, while the current source (Ires — 1)/ Kqp accounts for the collector
current. Factor K, models the Early and the high injection effects. It contains
parameters IKF, IKR, VAF and VAR as described in the previous section.

BF and BR are the forward and the reverse current gain of the transistor.
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Figure 3.8: The circuit diagram of the Gummel and Poon model

Currents Iy and I;.» represent recombination and generation in the depletion
layers.

AC behavior

Several capacitors are present in the model. Some of them are junction capacitors
as described in section 3.3.3. The others represent the charge that flows through
the junction and are known as diffusion capacitors.

The junction capacitance Cj. is distributed across the base resistance Ry by
addition of the capacitor Cy,. The model includes the effect of high-level injection
and base widening, by empirically modifying the equation for the collector current.

The charge-storage effects are modeled with four capacitors, Cj. and Cj, both
being junction capacitors, for the charge storage in the junctions, and Cy. and Cy.
for the diffusion of charge carriers through the junctions.

The expressions for the junction capacitors are similar to those of the diodes.
For the base-emitter junction the expression is:

1

Cje = CJE
g (1 — Uy /VIE)MWE

(3.34)

For the base-collector junction, there is a similar expression with parameters CJ C,
MJC and VJC. The distribution of Cj. across the base is governed by parameter
XCJC according to:

1
(1 — T/ VICYHC

C;e = XCJC.CJC (3.35)
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1
(1 — Ui/ VICY™®

Cie = (1—XCJC).CJIC (3.36)

(3.37)

The diffusion capacitance, if present, is not affected by XCJC and does not con-
tribute to O},z.

As was the case for the PN junction, also here the model is switched when the
junction becomes forward biased. For:

Use = FC.VJE (3.38)

The expression for the junction capacitance becomes:

O, = OXE(1— Fg)-(+ME) (1 —FC(1+ MJE) + MJE%‘%) (3.39)
A similar equation is found for the base-collector junction. Parameter FC is iden-
tical.
The diffusion capacitance is modeled via parameter TF for the base-emitter
junction and via TR for the base-collector junction. Under normal bias conditions,
only the base-emitter diffusion capacitance is of importance. The value is:

I,

Ca = TFET_/Q

(3.40)
Parameter TF is approximately proportional to the base width, so to obtain an
HF transistor, the base should be as thin as possible.
The total capacitance at the base-emitter junction is now:
I. 1

CJE
kT/q " (1 — Uy /VIE)MIE

Ci =TF (3.41)

For small signal analysis, the Taylor expansion of the expression around the bias
point can be used:

1

Cic = TFg + CJE
=t (1 — Us./VIE)™™E

(3.42)

in which g, is the transconductance of the transistor.

The emission coefficients

In the equations for the various currents discussed so far, an exponential factor
has appeared of the type e?U/*T or e9U/?*T  depending on the origin of the current.
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In SPICE the factors 1 or 2 before kT appears as parameters. For the injection
currents, the expressions become:

Ty = IS9Use/NFAT (3.43)

a similar expression is found for I;.;, with parameter NR. According to the strict
physics, these parameters should be exactly equal to 1. Accurate measurements
usually yield values close to one, and since the parameter is multiplied by the
temperature T', deviations from unity are easily explained as arising from errors
in the measurement of the exact temperature of the device during measurement.
Usually, this error is bigger than the deviation of the parameters from unity.
The non-ideal currents that should have a factor of two in the exponent are
now written as:
Iyez = ISEeUse/NERT (3.44)

a similar expression is found for [;., with parameter NC. A parameter value lower
than 2 is frequently found. This can be explained by the fact that a practical
transistor is a three-dimensional device that can be seen as a parallel connection
of several transistors of a different geometry and with different parameters. The
average parameter can, therefore, lie between the physically possible values 1 and
3

The SPICE parameters

When a transistor is biased in the forward mode, a limited set of parameters has
to be known in order to model the behavior properly. They are:

e IS
The saturation current.

e NF
The forward current emission coefficient. It should be equal to unity.

e BF
The forward current gain.

o ISE
The base-emitter leakage saturation current.

e NE
The base-emitter leakage emission coefficient.

2There are also mechanisms that cause a factor of 4. However, in modern
transistors, these mechanisms are hardly of any significance.
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e VAF
The forward Early voltage.

e VAR (!)
The reverse Early voltage, also of importance in the forward mode.

e IKF
The current at which high injection starts. In a lot of cases, the exact value
is of no importance, since for proper circuit design it is better to avoid this
region. However, it has to be known accurately enough to make sure high
injection will not occur in a circuit.

e TF
The ideal forward transit time.

e CJE
The junction capacitance of the base-emitter junction at zero bias voltage.

e VIE
The base-emitter built-in potential.

e MJE
The base-emitter PN-grading factor.

3.4.6 The fr

The fr of a transistor is the frequency at which the current gain becomes equal to
unity. It is measured as depicted in Fig.3.9a. The transistor is driven by an ideal

Y - q% % Qmm [ ?&nﬂh J'l

(a

="

Figure 3.9: (a) Circuit for fr measurement, (b) the small signal equivalent

current and it is short-circuited at its output.
From Fig.3.9b, it can be seen that the fr of the transistor is:

gm
= 3.45
fr 27(Cge + Cje) ( )

Capacitor Cpg contains contributions of the diffusion and the junction capacitor
as given in (3.41).
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For large currents, the diffusion capacitor becomes dominant and the expression
for Cg reduces to:
Cse = gm TF (3.46)

For the fr it follows then:

s Im _ 1 N 1
T 2%(gmTF + C;.) 27TF + 27Cje/gm 27 TF

(3.47)

This is the maximum fr for the transistor, and it is independent of the current
when the current is sufficiently high.

At small currents, the diffusion capacitor becomes negligible and the equation for
fr yields to:

i 9m _ ‘1/ kT
T 2r(Cje + C)  “2n(Cje + Cyeo)
It can be seen that now fr has become current dependent and decreases with
decreasing current. This is because of the fact that g, reduces when I, reduces
whereas the junction capacitors are nearly independent of it. (The diffusion ca-
pacitor was proportional to the current, just like g,,.) This is an important effect
when designing circuits for low currents. The fr may be much lower than expected
from parameter TF which is used to advertise EIT—F as the transit frequency of the
transistor.

(3.48)

3.4.7 Bulk resistors

There are three resistors shown in Fig.3.8. Two of them, RE and RC, are simple
resistors formed by the material between the metal contact to the transistor and
the actual junction. Both resistors are mainly important at high-current opera-
tion. The third resistor is the base resistance, which is dependent on the collector
current. It is this resistor that causes most of the problems in circuit design, since
it easily affects the noise behavior and the HF behavior of the transistor. Also
it can give rise to emitter crowding, a phenomenon that causes the emitter cur-
rent to concentrate into a limited part of the emitter. This effect degrades the
performance of the transistor and may even damage it.

The base resistor

Noise caused by the base resistor The base resistor is in many cases one
of the main causes of noise. In such a case, special layout techniques are used
to reduce the base resistance. Finally, all layout techniques to reduce the base
resistance come down to placing as many base resistances in parallel as possible.
This can be achieved by either placing complete transistors in parallel or making as
many base contacts as possible. In Fig.3.10, the latter technique is sketched. The
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Figure 3.10: Different ways to implement base contacts

figure shows three typical integrated transistors in cross-section. It can be seen
that the base width is smallest directly underneath the emitter. This is the “ideal”
part of the transistor. The base current has to flow from the side to this part of
the transistor, and since it is very thin, the resistance underneath the emitter can
be expected to be relatively high. )

For transistor (a), there is only a base contact at the right side, and the resistance
from the contact to the left most point of the emitter is, therefore, formed by the
complete path underneath the emitter. This, of course, provides a considerable
contribution to the average base resistance of this transistor.

For transistor (b), the average resistance has already been much reduced, because
of the extra contact on the left side of the transistor. Exactly in the middle,
underneath the emitter, there is no lateral flow of the base current. The largest
contribution to the average base resistance can, therefore, be only half the value
of that seen in transistor (a).

Transistor (c) shows the most effective layout to reduce the base resistance. The
emitters are made as thin as possible (as allowed by the design rules) in one
direction. Thus, seen from the top, the transistor has a number of long thin
“lines” as its emitter. Between those emitter lines, base contacts are placed. In
the figure, it can be seen that the lateral distance for the base current in the high
resistance area is thus made as short as possible.

Influence of the base resistance on the HF behavior The influence on
the HF behavior of the transistor can best be understood from Fig.3.8. An AC
input current for the transistor is divided between the path through Ry and the
path through Cy, and Cj.. (Note that in the correct fr measurement, the collec-
tor is short circuited to the emitter, see Fig.3.9.) Normally, the latter current is
negligible compared to the current flowing through Cj., C4. and the diodes. How-
ever, the current though Cj, becomes larger when the base resistance increases,
thereby finally making its influence on fr too large to neglect. Hence the fr of
the transistor is reduced.

In SPICE, C;, is set to zero by default. Parameter XCJC is used to indicate
what fraction of C;. has to be assigned Cj,. To obtain accurate HF simulation,
it should be checked that XCJC has an appropriate value. In this case also, the
techniques shown in Fig.3.10 are useful to optimize the HF behavior. XCJC is
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strongly layout dependent.

Emitter crowding The base emitter part of a transistor is shown in Fig.3.11.
The collector current flows from the metal emitter contact via the emitter bulk
and then via the base to the collector. The base current flows from the metal base
contact via a vertical path with resistance Ry to the so-called intrinsic base region.
There it flows from the left to the right through the intrinsic base. The resistance
of the intrinsic base is indicated by the resistances Ry,.... The base current causes
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Figure 3.11: A sketch of the resistances and current flows in a transistor

a voltage drop along the base region from the left to the right. This has as an
effect that the local base to emitter voltage decreases from the left to the right.
The reduced base emitter voltage results in a lower injection current. When the
collector current is written as:

I, = ISg3Uee/*T (3.49)

it can be easily shown that to change the current by a factor n.., a change in the
base emitter voltage is necessary, equal to:

AUs. = % Fifii) (3.50)

From this it follows that to change the current by a factor of 2, the change in
the base emitter voltage only has to be about 17mV. Since resistors Rjz_ . can
be easily in the order of kilo ohms, significant reductions occur at relatively small
base currents! The “aggressive” reaction of the collector current to changes in the
base emitter voltage is caused by the exponential relation between voltage and
current.

When a transistor is being designed even for moderate currents, the placement
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of the base contacts still has to be considered with great care because of this
phenomenon.

In Fig.3.11, it can be seen that due to the emitter crowding, the main current
is flowing on the left side of the transistor. This implies that at the transistor’s
terminals, parameters are measured that are of this area. For the base resistance,
this implies that only R, and R, play a significant role. The total value of the
base resistance is therefore reduced when crowding occurs.

At very low currents, when there is no crowding, an average between the resistance
of the shortest current path via Rj; and Rp; into the emitter and the longest path
via Rp; and all resistors Ry, into the emitter is found as the base resistance.

In SPICE, this reduction of the base resistance at high currents is modeled via
three parameters:

e RB,
the maximal base resistance (at zero base current).

e RBM,
the minimal base resistance.

¢ IRB,
the current at which the actual base resistance is between RB and RBM.

The parameters are usually found by measurement and curve fitting. The expres-
sion that is used is:

tan(X) — X
el - e il i 51
Ro= (RBM+3(RB RBM) Xtan2(x)) (3.51)
1+ 1441 = |
S e V 72 A IRB (352)
24 I
7\ A IRB

in which A is the area of the transistor.

The default value for IRB is infinity. However, if it is not specified, a current
dependency is still modeled in SPICE, because it switches to another model. Then
the expression for the base resistance becomes:

(3.53)

R, = % (RBM+ R —ROM RBM)

Kg

Factor Ky models the Early and the high injection effects. It contains parameters
IKF, IKR, VAF and VAR as described before. Thus, setting IRB to a default
makes the base resistance become dependent on completely different parameters.
It is therefore important to know in which way parameters have been extracted
and fitted, and also to use the supplied parameters as a complete set.
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The emitter bulk resistor

RE reduces the transconductance of the transistor:
1
1+ gm idea RE

This effect is of special importance at high currents.

Though no current dependency of this resistor is modeled in SPICE, in practice
it may show an increasing value for increasing currents. Due to emitter crowding,
only a part of the transistor is active. This means that the current only flows
through a part of the emitter. In this respect, all possible current paths in the
emitter can be considered to be in parallel, so the emitter bulk resistor also consists
of a great number parallel resistors. The effect is sketched in Fig.3.11. It can be
seen that when the current is concentrated on the left side of this device, only R,;
plays a role, and that in this particular case the emitter bulk resistance is increased
by a factor of about four.

The effect of the increase may partially compensate for the reduction of the base
resistance, and might, therefore, “dissolve” in the behavior of the base resistance
during parameter extraction. There are, however, rare cases in which the increase
of the emitter bulk resistance is larger than the reduction of the base resistance.
The obviously erroneous conclusion during parameter extraction may be that the
base resistance increases at high currents.

Gmeff = m,ideal (3.54)

The collector bulk resistor

The collector bulk resistor if formed by the bulk material between the active base-
collector junction and external collector terminal. Since the collector has a low
doping level, its value can be considerable. Usually, special measures are taken to
reduce its value. The collector bulk resistance reduces the HF performance of a
transistor and increases the risk of saturating the transistor.

Influence of RC on the HF behavior In section 3.4.6 the definition of the
transit frequency fr was given. It is measured by driving the transistor with a
current and measuring the output current with the collector short circuited to the
emitter. Due to the collector bulk resistor, the collector is no longer correctly short
circuited to the emitter. Across the collector bulk resistor a voltage, which is in
anti-phase with the base emitter voltage, is generated by the signal current. The
voltage amplification factor is:

p=—gmRC (3.55)

Across the junction capacitor between base and collector Cj., there now exists a
voltage that is increased by a factor p + 1. This implies that also the current
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through the capacitor is increased by this factor. As a result, the influence of Cj.
is enlarged. It can be modeled as a capacitor with a value equal to:

Cess = (b +1)Cie (3.56)

connected in parallel with Cpg. The effect is known as the Miller effect.

At present, the value of a collector bulk resistor is in the order of tens to a few
hundreds of ohms. This implies that even at modest currents, the apparent ca-
pacitor caused by Cj. can be increased by a factor of ten or more. In this case,
the effective transit frequency can be reduced considerably, since the contribution
of Cj to fr can no longer be neglected as it was for the derivation of (3.47). The
fr of the intrinsic transistor “cannot be reached” from the terminals due to the
collector bulk resistor. Figure 3.12 shows a simulation result of an fr measurement
done for two different values of the collector bulk resistor. 0.1Q has been taken as
an ideal value, and 1509 as a practical value. The latter value it not uncommon in
standard bipolar processes. All other parameters are also taken from a standard
bipolar process. It can be seen that in the ideal case, the current gain equals
unity at about 4.8GHz, which is nearly equal to 5t = 5.3GHz, the maximum fr
that could be achieved with this particular transistor. The mere introduction of a
collector bulk resistor equal to 150 reduces the unity gain frequency to 4.0GHz,
which is a reduction close to 1GHz.

From this it can be seen that the HF performance of an IC process cannot be evalu-
ated just on the specification of fr, and certainly not on TF. The other parameters
may be such that this fr is not available in practice.

Influence of RC on saturation When a transistor is in saturation, both its
base-emitter and its base-collector junction are forward biased. Usually this is
a situation to be avoided, since, for example, it makes the transistor slow and
reduces its output impedance. Saturation can be prevented by keeping the voltage
across the base-collector junction at least equal to zero. (In practice, it may even
be chosen higher, if possible, to reduce the value of the junction capacitor Ci..) A
DC current (I.) flowing through the collector bulk resistance, reduces the reverse
bias voltage across the junction itself. When for an NPN transistor, the external
bias voltage across the base-collector junction is kept equal to zero, the voltage at

the junction is equal to:
ch,intem,ul = IGRC; (3.57)

which is a forward biasing voltage. When saturation occurs, the output impedance
of the transistor reduces to approximately the value of RC. The transistor starts
behaving like a resistor instead of a current source.

In practice, zero bias voltages across the base-collector terminals of a transistor
are because of this hazard, and certainty about the value of RC is necessary for
low voltage applications for high frequencies, where the currents are considerable.
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Frequency Cl= 47706G, 1.0039
C2= 39811G, 1.0082
dif=_ 789.511M, -4.2769m

Figure 3.12: Simulation results of an fr measurement with and without a collector
bulk resistor. The other parameters used are: BF=100, IS=50e—18, CJE=50f,
VJE=0.80, MJE=0.26, TF=30p, CJC=95f, VIE=0.75, MJC=0.33.
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3.4.8 The layout of a bipolar transistor

Transistors in integrated circuits are embedded in the silicon bulk of the chip,
separated from it by a reverse biased junction, an oxide barrier or a trench. In
Fig.3.13 the layout of a simple bipolar transistor is shown. On a P-substrate, an

(a)

Base Emitter Collector

Buried layer (N+) \ \

P-Substrate (b) \ \ Lateral base region
Active base region

Figure 3.13: The layout of a typical bipolar transistor, (a) from the top, (b) a
cross-section

N-type epitaxial layer is grown. A deep P implant (DP) is used to isolate an epi
island. In the island, a base region is implanted, a lowly doped P region (BW) as
the active (intrinsic) base region and a highly doped (extrinsic) P region (WP) for
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connection of the active base region to external contact with a low resistivity path.
The N-emitter (WN) is implanted in the BW region. To reduce the collector bulk
resistance, a low resistivity N-type “collector plug” is implanted which connects to
a highly doped N-type “buried layer”. The buried layer is as close to the collector-
base junction as possible. The distance depends on the voltages at which the
transistor is supposed to operate. To keep the transistor performance optimal,
the BC-depletion layer may never touch the buried layer,. A large amount of the
collector bulk resistance finds it origin in the path from the buried layer to the
BC-depletion layer.

In modern processes, there is much more sophistication than is shown here, but
this simple sketch is sufficient to get an idea of the relations between the electrical
behavior of the transistor and its layout. There is much variation between different
IC-processes and the design manual of each process is the appropriate medium from
which to obtain the details.

Parasitic PNPs The substrate turns the transistor into a four-terminal device.
It is of the NPNP type, and looks like a thyristor. Indeed, thyristor operation is
possible when the transistor is improperly biased. The layers of the base (P), the
collector (N) and the substrate (P) form a PNP transistor. The performance of
this transistor is intentionally degraded by giving it a high base doping. This is
achieved with the buried layer. Apart from reducing the collector bulk resistance,
its second (but actually most important) task is to reduce the current gain of
the parasitic PNP. Even at low currents and frequencies, where the collector bulk
resistance may play no role, the buried layer has to be there to degrade the PNP.
When the collector base junction of the NPN becomes forward biased (saturation),
this means that the emitter base junction of the parasitic PNP has become forward
biased (same junction). If the PNP had enough gain, this would fire the thyristor
and latch-up of the circuit occurs. Fortunately, because of the buried layer, the
thyristors have not enough loop gain to stay on.

Of course, it is also possible to make intentional use of the PNPs. When
the emitter implant of the NPN is left out and the buried layer is omitted, a
PNP transistor is obtained of which the parameters are usually not too bad. A
disadvantage is that the collector of these devices is inseparably connected to
the global substrate node and therefore the collector current is not available as
a separate current. For some applications, like medium performance band-gap
references, the transistors can be of use.

There are some risks when signal currents are allowed to flow through the substrate,
but this strongly depends on the layout and the specifications for the circuit.

When the parasitic PNPs are included in a SPICE netlist, it is possible to check
for latch-up modes. If they are found, they are likely to occur in the practical
circuit too and measures can be taken. If they are not found, unfortunately, this
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does not guarantee a correct functioning in practice.

The collector-substrate capacitor

From Fig.3.13, it can be seen that the collector contacts the substrate via, in this
case, a reverse biased junction. Thus, a junction capacitor is found from the col-
lector to the substrate. In SPICE, this capacitor is modeled with the parameters
CJS, MJS and VIS, the equations are similar to (3.34).> This capacitor has in
many cases a considerable influence on the HF behavior of the transistor, espe-
cially in combination with a collector bulk resistance. For Fig.3.14, the simulation
of which the results were shown in Fig.3.12, is repeated with the addition of a
collector-substrate capacitor, having a value of 0.25pF, again a realistic value for
today. It can be seen that the combination of a collector bulk resistance and a
collector-substrate capacitor results in an fr of more than a gigahertz below the
value expected from the “ideal” fr.

Scaling and Matching

Looking at Fig.3.13, it can be seen that it is actually a three-dimensional structure,
that can be modeled as the parallel connection of a vertical transistor and a lateral
transistor. The vertical transistor is the “desired” transistor, the lateral transistor
can be considered a parasite. The performance of the lateral transistor is worse in
most respects. For example, it has a larger base width, so its current gain and its
fr are much lower. Also due to surface deficiencies, its low current properties are
usually worse.

The behavior of the average transistor is measured at the terminal. The con-
tribution of the vertical transistor to the total is proportional to the area of the
transistor, and the contribution of the lateral transistor to the perimeter. From
this, it follows that the area-sensitive transistor parameters do no scale exactly
with the transistor area (as they are, for example, expected to do in SPICE). Also
some parameters that are not sensitive to the area, like the Early voltages VAF and
VAR, become layout dependent because the are sensitive to the area-to-perimeter
ration, (SPR). Since the lateral and the vertical transistors have different param-
eters, and the SPR determines the relative magnitude of their contribution on the
average, the SPR is an important layout aspect when matching is of importance.
Two devices that should match do not only have to have equal areas, but also
equal SPRs. Also when devices are scaled, not just the area, but also the SPR

3The (fourth) substrate terminal of a bipolar transistor is connected to ground
(terminal 0) in SPICE by default. If this is not in accordance with reality, a
fourth node number can be entered in the SPICE netlist for each transistor as the
substrate node.
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Figure 3.14: Simulation results of an fr measurement with and without a collector
bulk resistor and with a collector-substrate capacitor of 0.25pF. The other param-
eters used are: BF=100, IS=50e—18, CJE=50f, VIE=0.80, MJE=0.26, TF=30p,
CJC=95f, VJE=0.75, MJC=0.33, MJS=0.33, VIS=0.75.
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should be scaled with the same factor. Of course, exact scaling can be achieved
when the factors are implemented by putting several “unit transistors” in parallel,
but this is usually to harsh a measure. The SPR of the emitter base junction
especially is important, so in most cases it suffices to put multiple unit-emitters
in one large base region. To match the base resistance also, unit base-emitter
regions can be put into one large collector region. Since the isolation layer around
the transistors (DP layer), and the required spacing between this layer and the
buried layer occupy a considerable space, this approach needs much less chip area
than the parallel connection of complete transistors. Also in the latter case, the
collector-substrate capacitor scales “correctly”, which is usually not desired. This
may be a serious argument against the optimal matching topology consisting of
parallel connections of complete unit transistors. In Fig.3.15, various implementa-
tions for two transistors with a scaling 1:2 are shown. Transistor pair (a) has the
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B
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E
E
E E E E
B B B B
C c c c
(a) (b) (c) (d)

Figure 3.15: Different topologies to obtain a transistor pair that matches with a
ratio 1:2

worst matching, since the SPR has not been scaled properly. Pair (b) has matched
emitters, pair (c) has matched base-emitter regions. It can be seen that pair (d),
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consisting of identical transistors placed in parallel, occupies most of the space.

3.4.9 The lateral PNP transistor

When a PNP transistor that has all three terminals available is needed, in many
processes, the only option is the lateral PNP. In Fig.3.16, the layout of such a
transistor is shown. Again it is a simple implementation, and in practice many
variations are found. An N-type island is formed in a similar way as for the NPN.

Collector Emitter Base

Buried layer (N+) \

P-Substrate () \
Active base region

Figure 3.16: A lateral PNP, (a) from the top, (b) a cross-section

The highly doped P layer (WP) is used to implement both the emitter and the
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collector. The collector encloses the emitter to collect as many of the injected holes
as possible. A buried layer is present, to degrade the vertical PNP and to reduce
the base resistance of the device.

Note that the capacitor from the substrate to the N region, which was the
collector-substrate capacitor for the NPN, is here connected to the base. The
collector has no capacitance to the substrate. For correct modeling of the influence
of this capacitor, the standard SPICE model cannot be used. A separate diode
should be used to model the capacitor, or, if available, a special model for lateral
transistors should be used. In modern versions of SPICE this model is available.

Since the lateral transistor in the case of the NPN is a parasite that degrades
the performance of the average NPN, technology is today focused on reducing the
vertical dimensions. This will make lateral transistors finally disappear. Unfor-
tunately, this also implies that the desired lateral PNP is disappearing. Since
its performance relies on the perimeter and not on the surface, huge transistors
made of comb-like base collector structures are necessary to obtain, for example,
a current handling capacity that matches their NPN counterpart. By no means
are these transistors complementary to the NPNs. As technology approaches, the
need for true vertical PNPs will increase considerably.

3.5 The MOSFET

MOSFETs are transistors of which the operation is based on the flows of majority
carriers. This is different from the bipolar transistor of which the operation is
based on the injection of minority carriers into the base by the emitter. The latter
effect has little dependence on geometry, and the exponential relation between
voltage and current depends directly on physical laws. This makes the behavior of
bipolar transistors very predictable, which is the reason for the existence of just a
few similar models. The specific layout of a bipolar transistor has only influence
on the model parameters, and not much on the validity of the model itself.

For MOSFETSs there are many effects that may or may not be of significance,
depending on the specific layout (size) of the device. Therefore, for each range of
operation and each specific layout, a dedicated model may be necessary. Indeed
there are many models for MOSFETS, each having their own range of validity. It
is not the intention of this book to deal with all the models that exist today. The
operation of the MOSFET is shown in a simple way, to obtain some basic insight
into its behavior. Some attention is paid to operation in the weak-inversion mode,
which is of importance for designing low-power and low-voltage circuits.

3.5.1 MOSFET’s basic operation

In Fig.3.17, a cross-section of a MOSFET is shown. The source and the drain
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Depletion layer

Figure 3.17: Cross-section of a MOSFET, at strong inversion and equal source and
drain voltage

voltage are equal (Uy, = Uyq). The source is connected to the substrate (bulk).
The substrate is P-type and the drain and source are N-type. For U, > 0, electrons
are attracted to the surface. There they form a channel that connects the source
and the drain. At a sufficient gate voltage, the electrons become the majority
carriers in the area. The channel under the gate has become N-type, which is
called inversion. The depletion layer between the P and the N region is also shown
in Fig.3.17. It bounds the N region, in which the majority carriers are. It can be
seen that the depletion layers of the source and the drain have “melted” together.
The N region behaves like a resistor. In this mode, the MOSFET could, therefore,
also be seen as tunable resistor, tunable via the gate.

With various measures, the voltage at which inversion starts, the threshold vol-
tage (VTO0), can be set at a desired value. When the threshold voltage is larger than
zero, the gate should have some overlap with the source and the drain. Otherwise,
in the areas not covered by the gate, a channel could never be generated, and the
channel generated under the gate would just be floating without a connection to
source or drain. Transistors like this are of the normally-off type. Transistors that
do have a channel at zero voltage, the normally-on transistors, need no overlap.

When the drain voltage is raised, the depletion layer around it gets wider,
as can be seen in Fig.3.18. This reduces the width of the channel at the drain
side. The resistance of the channel is increased. Finally, when at the drain side
the threshold voltage is reached, the channel disappears locally. Now, a depletion
layer exists between the edge of the channel and the drain. The electric field across
this depletion layer is such that an electron that accidentally enters the depletion
layer from the channel is driven towards the drain. Depending on the availability
of electrons at the edge of the channel, electrons enter the depletion layer at a
constant rate, where every available electron is transported to the drain. In this
mode, the transistor acts as a current source. The voltage at the drain has no
influence on the drain current. The voltage generates the transporting field, but
has no influence on the availability of the carriers. It can only transport every
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Depletion layer

Figure 3.18: Cross-section of a MOSFET, at strong inversion and a raised drain
voltage

available carrier, the current is saturated.

As a second-order effect, there is some influence from the drain voltage on the
current via the width of the depletion layer between the source and the drain.
As the drain voltage is raised, the depletion layer gets wider, so the channel gets
shorter. The edge of the channel comes closer to the source, which is an abundant
source of electrons, so obviously the availability of electrons at the edge of the
channel is greater now. This increases the current.

For P-channel MOSFETS, the behavior is similar and, therefore, it is not dis-
cussed in this chapter.

3.5.2 The DC current in a MOSFET

In this section a simple derivation of the current through a MOSFET is given [2].
Though simple, it is correct enough to obtain a sufficient insight into the behavior
of the MOSFET. The drain current is given by:

__ Charge in the channel @
¢ Transit time of the charge 7

(3.58)

The transit time, the time the charge needs to cross the channel is given by:

_ Distance L L L L

e Tl o S e T .59
¥ Velocity v pE p U’ (3.59)

in which L is the length of the channel, p is the mobility of the electrons, v is the
velocity of the electrons and E is the electric field across the channel.

The charge @ in the channel is found via the capacitance between the channel and
the gate and the voltage across it. The capacitance is:

eWL
D

Ccharm,el ==

= C. WL, (3.60)
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in which W is the width of the channel, ¢ the dielectric constant of the oxide
between the gate and the channel and D the thickness of the oxide. The parameters
of the oxide are frequently taken together in the parameter C,,.

The voltage across the capacitor Ceranner depends on the place in the channel. To
find the charge on C hannel, the average voltage is taken:

Uug = (Upn ~ VT0) - 0s, (3.61)
From this it follows for the charge:
Q = C..WL| (U, — vT0) - %Ud,] (3.62)
Substituting the results in (3.58) results in:
I;= pr—I;—{ Us(U;s— VTO — %Ud,) (3.63)

In SPICE, uC,. are taken together in parameter KP.
For very small drain voltages the term Uy, in (3.63) can be neglected. The
equation then yields to:

L= ,L&CM%U.{,(UQ, — VT0) (3.64)

The drain current now linearly depends on Uz;,. The MOSFET behaves like a
resistor, of which the value can be set via Uy,. For larger drain voltages, the term
3Uq, cannot be neglected, it causes (second-order) distortion. This is the reason
why many circuits using tunable MOS resistors are implemented as differential
circuits. Balancing is a very good measure to counteract even-order distortion.

Equation (3.63) is only valid in the linear region. When pinch-off occurs, thus
when at the drain side the channel starts to disappear, the drain voltage loses its
influence on the drain current. Pinch-off starts for:

Usy = U,y — VIO (3.65)
Substituting this into (3.63) yields to:
Co W
L= &5— + Uy = VT0)? (3.66)

To account for the effect of channel length modulation, an extra factor is introduced
that models the residual influence of the drain voltage on the drain current. The
complete expression for the drain current in the saturation region then becomes:

L= % %(Ug, — VT0)2(1 + AUy,) (3.67)

Factor A is by approximation inversely proportional to the channel length.
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3.5.3 Extra effects

There are many models for various simulators. The simplest one is based on the
modeling described above. It is the “level 1”7 model of SPICE. In this model,
additionally, the bulk effect, to be described below, is taken into account.

The bulk effect

A MOSFET is actually a four-terminal device, of which the bulk is the fourth
connection. The bulk contact is also referred to as the back gate, since it has
a similar effect on the channel as the (top)gate. However, this back gate is not
isolated from the channel via an isolator, but via a depletion layer. At the back,
the MOSFET is actually a junction FET.

The influence of the back gate voltage on the drain current is modeled via the
threshold voltage. The back gate voltage U, influences the threshold voltage via:

Vio = VTO + 7 [,/gb — Ups — \/&] (3.68)

7 is the named the “bulk threshold parameter” and ¢ the “surface potential”.

Though they both can be interpreted physically, it is best to consider them as fitted

parameters, found by measurement on actual devices and consequent extraction.
The value of 7 is given by:

(3.69)

In which Np is the doping concentration of the bulk. From this it can be seen
that the magnitude of the bulk effect depends on the doping of the bulk and can
be reduced by doping the bulk lightly. In the extreme case, an isolating substrate
results in an absence of the bulk effect.

The bulk effect causes distortion in MOSFETs. It is one of the main causes
of distortion in analog MOS circuits. Reducing the bulk doping may reduce the
distortion. However, reducing the bulk doping also increases the resistivity of
the bulk. This implies that the “ground plane” function of the bulk degrades.
Currents flowing through the bulk generate local variations in the bulk potential.
These local variation are usually unpredictable and cause, therefore, via the bulk
effect, an amount of unpredictability in the threshold voltages of the transistors.
This degrades matching, and can even cause undesired coupling between devices.

Velocity saturation

In deriving the expression for the drain current it has been assumed that the
velocity of the electrons is unbounded. However, there is a certain critical speed,
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above which the electrons are not accelerated further. Due to collisions with the
lattice, the electrons repeatedly have their drift velocity reset to zero. Between
collisions there is no time to accelerate beyond this critical speed. Thus, the
relation for the transit time 7 given by:

e B (3.70)

The electric field at which velocity saturation occurs has a magnitude of about
3-Y_ At higher electric fields the velocity remains limited t0 ¥,4e, a parameter
that can be specified in the level 3 SPICE model.

Mobility degradation

The gate voltage gives rise to an electric field that is perpendicular to the movement
of the electrons in the gate. This field tends to hamper the movement of the
electrons. It reduces their mobility. An increase of the gate voltage and thereby
of the perpendicular field introduces a decreasing factor to the drain current. The
drain current increases less than it would in the ideal case. Mobility degradation
is modeled via:

_ Lo
Hett = 14 0(U,, — VTO) (3.71)

The effect is the other main cause of distortion.

Some remarks on distortion

Two main causes for distortion have been discussed in the previous sections. They
are the bulk effect and mobility reduction. The first effect introduces an increasing
factor to the drain current, the latter a decreasing factor. It is obvious that
both effects could compensate for each other. Measurements have shown, indeed,
when there is correct biasing, the overall distortion can be reduced much, and at
specific bias point can even be reduced to zero. However, to have zero distortion
in a suitable range of operation, specific doping profiles are necessary, and much
research will still have to be done to obtain practical results in this way. Still, it is
important to remember that there are two causes for distortion that compensate
each other. Removal of one of the effects, for example, removal of the bulk effect
by implementing a circuit on an insulating substrate, lets the other cause for
distortion work at full strength. It is, therefore, always good practice to have
a complete inventory of effects that cause distortion, to prevent anti-distortion
measures from “backfiring”.
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3.5.4 Weak inversion

When the gate voltage is below the threshold voltage, there is no channel. Still
some electrons enter the area underneath the gate. This, extremely small, flow
of electrons is an injection current, as found in bipolar transistors. The relation
between the number of injected electrons and the voltage across the junction is,
therefore, also exponential. Once in the region underneath the gate, the electrons
diffuse towards the drain junction. This junction, put in reverse bias with an
appropriate drain voltage, has a field that brings every electron arriving at the
junction to the drain area. This removal of electrons from the drain area generates
a concentration gradient, that is the cause of the diffusion current from source to
drain underneath the gate. The field across the depletion layer at the drain trans-
ports every available electron that appears at its border towards the drain. The
magnitude of the current depends on the availability of electrons. This availability
is not controlled by the drain voltage, so it can have no influence on the drain
current. The transistor behaves like a current source.

For a drain voltage that is sufficiently high, and a source connected to the bulk,
the expression for the drain current is:

W Ugs
Ii= dege;ﬁ'% (3.72)

With n = 1.5.
This expression closely resembles that of a bipolar transistor. It is though only
valid for very small currents.

Again, as a secondary effect, the drain voltage has some influence on the drain
current, because it modulates the width of the depletion layer on the drain side.
An increasing drain voltage reduces thus the distance electrons have to diffuse
from the injection point to the depletion layer at the drain side. This enlarges
the concentration gradient of the electrons underneath the gate, and thereby the
diffusion current. The magnitude effect is approximately inversely proportional to
the length (L) of the gate. This implies that the output impedance of a weak-
inversion transistor can be enlarged by increasing its length. Theoretically, there
is no limit to the magnitude of the output impedance. In practice, to obtain
a useful amount of drain current, the transistor has to be made very wide also,
which results in transistors which are gigantic in comparison with the current they
deliver.

Standard bipolar transistors, which have comparable properties, cannot be
increased in length, because they are vertical devices. Therefore, their output im-
pedance is fundamentally limited. The voltage gain of a weak inversion MOSFET
and a bipolar transistor are respectively:

Ug
nkT/ qL

AmosFET = YgmTd = (3.73)
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VAR
ABiTr = gmTo= m (3-74)

(3.75)

in which Ug is the Early voltage per unit length of the channel (Ug ~ 5V/pm).
Comparing the performance of the two devices, this gives an advantage to weak-
inversion MOSFETSs.

A problem that exists today, but which will surely be solved in the future, it the
stability and accuracy of the threshold voltage. By now, the quality of processing
has been improved far enough to make weak-inversion circuits feasible.

3.5.5 Matching

As far as matching is concerned, apart from general rules also found for bipolar
transistors, some special measures can be taken with respect to the threshold
voltage.
The relation between the difference Al; in the drain current of two equally sized
transistors at equal U, and a difference AV, in threshold voltage is given by:
Al; AB | gm
. -8 % I—dAV},u (3.76)
in which 8 = KP¥%.
Since gn/Is is inversely proportional to /Iy, it follows that the influence of a
AV can be reduced by increasing the drain current. Thus, for example, a current
mirror becomes more accurate when it is biased at a large current. Apparently in
IC processes with a poorly defined threshold voltage, the currents have to be high
to obtain any accuracy. Of course, this strategy is not applicable to weak inversion
circuits.
However, from the expression:

AV = ————, (3.77)

it can be seen that at very low currents, i.e. at weak inversion, a differential pair
becomes the most accurate.

3.5.6 The transit frequency

The transit frequency fr, is defined and also measured in the same way as it is for
bipolar transistors. The frequency at which the current gain of a MOSFET equals
unity is given by:

fp =2 O (3.78)



gm is proportional to W/L and Cy, is proportional to W L. This implies that the
transit frequency is proportional to 1/L%. In digital circuits, this it the reason
for giving all transistors the minimal gate length. This yields the highest transit
frequency and thus the highest transistor switching speed. The current range
can be set with the transistor width, without affecting the speed. For analog
application, the output impedance is also important in a design. This is worst for
the minimal-length transistor. Giving up on the fr, the output impedance can be
increased.

In semi-custom chips designed for the implementation of digital circuits, like a
sea of gates, generally no transistors other than minimal-length devices are avail-
able. This, of course, greatly hampers the design of analog circuits. The only
solution is the use of compound transistors made of a number of transistors in se-
ries, to obtain long channel properties. A number of these series connected chains
are placed in parallel again, to keep the W to L ratio constant. This may be
inefficient, but it is the only way to obtain transistors better suitable for analog
design on a “digital” chip.

3.6 Resistors

A resistor is a device that defines a linear relation between a current and a voltage.
In the ideal case the relation is:
U=RI (3.79)

In (3.79) R is a constant. Thus, R does not depend on time, frequency, tempera-
ture, and the value of U and I. In practice, R, unfortunately, also depends on all
these factors:

U=R(,w,T,UI)I (3.80)

In addition, the relation is also subject to statistical variations due to, for example,
process variations. Thus, the behavior of a resistor can be predicted with limited
accuracy only.

When an electronic circuit is being designed, usually, first the ideal model ac-
cording to (3.79) is used. In such a case, the fundamental limits to the performance
of the circuit can be found. This performance is compared to the specifications.
Then it becomes possible to estimate the magnitude of the errors that can be al-
lowed within the demands of the specifications. From this, the design constraints
for the devices can be derived when (3.80) is used.

3.6.1 The value of a resistor

A resistor consists of a “bar” of material with the resistivity p and connections to
both sides (Fig.3.19). The value of the resistor is determined by p, the thickness
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Figure 3.19: A resistor

(d), the length (L) and the width (W).

L

Because, in practice, d cannot be influenced by the designer, only L and W can
p and d are usually taken together in a parameter called the sheet resistance.

]

RU == (382)

With the use of this parameter, the layout and value of a resistor is commonly
expressed in squares (Fig.3.20). When the number of squares in a resistor is equal

ReRenine
S

Figure 3.20: A resistor of 4.5 squares

to: I
N=— 3.83
= (3.8)
its value can be expressed as:
R = NRqp (3.84)

From (3.84) it can be seen that it is the number of squares that determines the
value of the resistor and not the absolute size of the squares. The maximum cur-
rent that the resistor can support, its accuracy and its bandwidth, however, do
depend on the size of the squares. This is discussed later.
In each technology, there are several layer that are, in principle, suitable for the
implementation of a resistor. For each layer, a different number of squares may
be necessary to obtain the same resistor value. In table 3.1, for a standard bipo-
lar process, the number of squares necessary to implement a resistor of 1k() is
indicated.

Suppose the resistor is implemented with the lowly doped P-type layer BW. In
Fig.3.21, a cross-section of this resistor is shown. The BW layer cannot be directly
connected from the outside. In order to obtain a good contact between the metal
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Name | Rao (n/o) N
epi | 2300 | 0.43
BW 600 1.67
WP | 25 | 40

| metal | 0.044 | 22727

Table 3.1: The number of squares necessary to implement a 1k} resistor

WP BW WP

Figure 3.21: Cross-section of a BW-resistor

interconnect layer (IC) and the silicon, a highly doped P layer (WP) is used to
interface between IC and BW. Therefore, the resistor actually consists of a series
connection of several resistors, as is shown in Fig.3.22. From the left to the right
there are:

o The resistance of the metal (IC) from the connection point to the silicon
(WP).
In table 3.1, it can be seen that the sheet resistance of the metal is much
lower than that of the BW layer. Therefore, generally, the resistance of the
interconnect does not play a significant role.

e The contact resistance between the metal and the silicon.

The mask that defines the size of the contact opening between IC and WP is
the CO mask. The current through the contact opening is a vertical current,
as opposed to all other currents in the resistor, which are lateral. Therefore,
the resistance of the contact (CO) is not expressed in a sheet resistance,
but as a resistance per area. In the standard process used as an example
in this book, the resistance of a contact with a size of 2 x 2u is about 4.
The larger the area is, the smaller the contact resistance will be. When the
contact area is enlarged, however, care must be taken that the current flows
homogeneously through the contact. If not, the contact resistance becomes
larger than expected, and the predictability decreases. When this “current
crowding” starts, it is of no use to enlarge the contacts any further.

e The resistance of the WP region.
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The sheet resistance of the WP layer is smaller than that of the BW layer,
but not small enough to be neglected. Therefore, the number of WP squares
in series with the BW resistance should be kept as small as possible.

o The resistance of the BW region.
This region forms the actual resistor. The number of squares in this layer
dominantly determines the resistor vale. Commonly, this part of the resistor
occupies most of the area.

o Again the resistance of another BW region, a contact and the interconnect.

ic wp bw

Figure 3.22: The resistor chain of which an integrated resistor consists

From all this, it can be concluded that (3.84) is too simple an expression to design
an accurate resistor. This equation yields only the resistance of the BW layer.
Therefore, the contribution of the other resistors is added via the contact resistance
R.:

R =2R.+ NRq (3.85)

It is difficult to calculate the exact value of R.. However, the order of magnitude
in which its contribution lies can easily be estimated. To obtain accuracy, resistors
with various BW layer lengths have to be implemented and measured. The value
of R, can be extracted from this data.

The value of R, can also be determined numerically by a device simulator, but to
still supply this simulator with the correct model parameters, accurate measure-
ments have to be done at least once. The results of a simulator are never more
accurate than the measurements that were used to generate the model parameters.

Scaling and matching of resistors

Usually, good matching of components is mentioned as one of the big advantages of
integrated components. Good matching is, however, not something that happens
automatically. Especially when resistors of a different value have to match, have
special measures to be taken.

The following rules should be followed insofar as possible.

e The layout for all resistors should be identical. Because R, matches well
within a chip, uncertainty as to its absolute value does not degrade matching.
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(a) (b) (c)

Figure 3.23: Three resistors with a value (a) 2R. + 4Ropw, (b) 2R, + 8 Rusw, ()
4Rc + SRDBW

e Give all resistors the same orientation.

For example, alignment errors cause the same error in each resistor.

e Place the resistors as close to each other as possible. Variations in sheet
resistance across the wafer then have the least influence.

Pay attention to temperature variations over the chip. When the chip is
locally heated, for example by a large dissipating transistor, the resistors
should be placed on lines of equal temperature.

A diffused resistor lies in an epi well, isolated from it by a depletion layer.
The width of this layer depends on the junction voltage. Variations in the
width of the junctions also cause a variation in the effective width of the
layers that make up the resistor and hence of the sheet resistance. This
implies that for good matching, all resistors should be insofar as possible at
the same potential with respect to the epi layer. When two resistors operate
at significantly different DC levels, the voltage on their respective epi wells
should be adapted accordingly.

When scaling resistors, care should be taken that the scaling is indeed done

linearly. When, for example, two resistors have to be implemented with a value R
and 2R, respectively, for optimal matching, simply doubling the number of squares
of the BW layer of the largest resistor does not suffice. From (3.85), it follows that
also the contribution of R, should be doubled. In Fig.3.23 three layouts are shown.
It can be seen that the resistor in Fig.3.23c has, accurately, the double value of
the resistor in Fig.3.23a, and that for the resistor in Fig.3.23b an error has been
made equal to 2R,.
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Meandered resistors

In the previous sections, it was assumed that all resistors were implemented as
straight devices. When the number of squares becomes very large, however, there
may not be enough room for a straight resistor to fit on the chip. Also there may
be no freedom of choice for the placement of the contacts. In such a case the
resistor is meandered. In Fig.3.24, two resistors are shown each conmsisting of 5
BW squares. Resistor b contains one corner. The value of resistor (a) is found
with (3.85). Because of the corner, resistor (b) has a different value. A correction
has to be made for the corner. In Fig.3.25, it can be seen how the current density

(a) (b)

Figure 3.24: A straight and a meandered resistor

varies across the resistor body in the corner. The fact that the current density is
not homogeneous across the body, as it is in the straight parts, implies that not all
parts of the BW region in the corner equally contribute to the overall resistance.
Its contribution is not equal to that of one (straight) square. In Fig.3.25, the local
current density is indicated by a vector, of which the length is an indication of the
magnitude of the current. It can be clearly seen that most of the current flows on
the inside of the corner.

Because most of the current takes the shortest path around the corner, the
resistance it encounters along this path is also smaller than that of a full-length
square. It can be expected that the contribution of a square in a corner is less than
that of a square in the straight part of the resistor. Because of this, a correction
factor N has to be introduces into (3.85). (It will be shown that Nj not only
depends on the number of corners, but also on the distance between two corners.)
The expression for the resistance then becomes:

R =2R. + (N + Ni)Rq (3.86)
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Figure 3.25: The current density in a resistor with a corner (top view). The length
of the arrows and not their number is a measure of the local current
has been generated with the device simulator PISCES.
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in which N is the number of squares in the straight part of the resistor and N,
the effective number of squares contributed by the corners.
For the resistor shown in Fig.3.24b, it follows N =4 and 0 < Ny < 1.

There are different ways to find the value of Nj. It can be found with the aid of
“conformal mapping”, a method in which the meandered resistors are transformed
into straight resistors by an appropriate transformation of the coordinates. The
squares of these straight resistors can then easily be counted. [4]

Generally, these are not the calculations a circuit designer tends to perform. For-
tunately, they have to be performed only once for each process. The correction
factor can then be found in the design manual.

It is also possible to (mis)use a device simulator like PISCES to find the correc-
tion factors. The simulation result given in Fig.3.25 could, for example, be easily
used to determine the contribution of a corner. When accurate parameters are
available, the simulator results even tend to be more accurate than the theoreti-
cal results described above. This is because the actual layout may be difficult to
describe mathematically. A corner could be deformed by undesired diffusion as
shown in Fig.3.26. In this case, theoretical estimations become very tedious. A
device simulator can still produce acceptable results.

Figure 3.26: Deformation of a corner due to processing artifacts

The third method, and probably the most accurate, is the measurement of
dedicated test resistors and the consequent extraction of the parameters.

These measurements are necessary anyway to obtain the model parameters for the
methods described above

In table 3.2, for a number of resistors with curves, the contribution of the curves
has been given.

Of course, there are many more variations possible than there are shown in
table 3.2, but there are hardly any reasons to use others than those of which the
data are given in the design manual. A big drawback of “exotic” structures is the
lack of accurate data on their behavior. A dedicated characterization procedure
has to be started to obtain the data, which costs much time and money.

When accurate matching is required, it is best to avoid corners. Since most
current flows through the inside of a corner, it is obvious that the matching becomes
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N Nk Value
2 0.55 2.55Rp
3 |2x0.54 | 4.08Rg

2.5 | 2x0.53 | 3.56Rp
3 | 2x0.54 | 4.084Rp
2 | 2x0.59 | 3.18Rg

Table 3.2: The correction factors for resistors with curves
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very sensitive to any changes of shape (see Fig.3.26) at that place. Therefore, the
matching of meandered resistors usually is considerably worse than that of straight
resistors.

3.6.2 The structure of a resistor

In Fig.3.27 a cross-section of a resistor in a standard process is shown. It can be
seen that the resistor has four connections. Two of them are the usual terminals
between the desired resistance exists. Between these terminals, the layer that were
shown earlier in Fig.3.21 (IC-WP-BW-WP-IC) are found. The contact between
the metal (IC) and the silicon (WP) is made via a contact hole. The place and
the size of the contact is determined by the (CO) mask.

The resistor is in the epi well. To isolate this well from the resistor, the WP-
epi and the BW-epi junctions have to be reverse biased. Because in this case the
resistor body is P type, the epi connection should be at a voltage that is higher
than the highest voltage that can be expected on the resistor body. The positive
supply voltage is a safe choice in this respect. For the connection to the epi layer, a
standard NPN-collector contact can be used, since the epi layer forms the collector
area of an NPN. The buried layer is also present, because also in this case there is
the risk of latch-up via the parasitic PNP.

The epi well is isolated from the rest of the chip via a DP ring around it, and
the P substrate at the bottom. To keep the junctions involved reverse biased, the
substrate and the ring should be at a sufficiently negative voltage; the negative
supply voltage, or ground is the common choice.

There is no need for a separate epi and substrate connection for each resistor.
The substrate connection is inevitably a global one, but to have more than one
resistor in the epi well is also permissible. They are isolated from each other
anyway, because their junctions to the epi layer are reverse biased. This also saves
space, because the DP isolation takes much space in comparison to the resistor
body itself. Still, for each resistor, the epi voltage should be considered with care.

R R Epi Substrate

Substrate

Figure 3.27: Cross-section of a BW resistor
Certainly, in circuits that have more than one supply voltage, it might happen that
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a resistor is driven at a voltage that is higher than the voltage of its well. Then
the junctions between the resistor body and the epi layer become forward biased
and the epi layer will “try to follow” the signal voltage at the resistor terminal.
Also at that moment, the parasitic PNP starts injecting current into the substrate,
since the junction is now biased in forward mode from its base-emitter junction.
In Fig.3.28, a model for the resistor from Fig.3.27 is shown. There the connection
of the PNP can be seen.

R Epi  substraat
o)

T —

1
| NS | E——
— bw —

7
ha ™ epi i
/1 > N
T

Substrate

Figure 3.28: A model for a diffused resistor

3.6.3 High value resistors

When high value resistors are to be implemented, they tend to become very long.
For example, to obtain a resistor of 100kQ with the BW layer, according to ta-
ble 3.1, about 167 squares are necessary. At present, the minimal size of a BW
square is about 2u x 2u. This results in a length of about 334u. To increase the
accuracy, the size of the squares may be chosen to be larger, which results in even
longer resistors.

Apart from the fact that it is difficult to place resistors like this on a chip, they also
suffer from a large parasitic capacitance because of their large area, and therefore
tend to have a low bandwidth.

The problems can be solved when layers are made available with a much larger
sheet resistance than that of the BW layer. There are a number of ways to obtain
such a layer. Sometimes layers are available that have a lower doping level than
the BW layer. An example of this is the epi layer. In table 3.1, it can be seen
that for the example process, the epi layer has a sheet resistance that is about four
times higher than that of the BW layer. Unfortunately, a high sheet resistance
alone is not sufficient to obtain small resistors with a high value. In the design
manual of the DIMES-01 process, it can be found that for that particular process,
the minimal distance between two DP layers, that are used to bound the epi layer
is 11p. This implies that the minimal epi square is 11p x 11y in size.
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This makes the minimal epi square a factor 5.5 larger than the minimal BW
square, which more than compensates for the gain in sheet resistance. An epi
resistor would become larger than a BW resistor. It can be seen in table 3.3 that
the resistor-to-bulk capacitance per square is higher for an epi square than it is
for a BW square. For a square with dimensions Wy x Wy it follows:

tot — chbof,tom + ZWOedge (387J

All this shows that a high sheet resistance only is not sufficient to implement

Name | Chottom (FF/i?) | Cedge (sF/u) | min.O | Cpino (FF)
epi 0.127 0.42 11p x 11p 24.61
BW 0.29 0.55 2 X 2p 3.36
WP 0.31 0.70 2 X 24 4.04

Table 3.3: Bottom and edge (junction)capacitance at 0V bias, dimensions of a
minimal square and its capacitance

resistors of a high value. The parasitic capacitance and the size of the minimal
square have to be taken into account too.

With an extra processing step, it is possible to bring poly-silicon onto the chip
which is lowly doped. Then it obtains a high sheet resistance, and, being on top
of the silicon rather than in it, the capacitance per square can be rather low.
Also, lacking a depletion layer, the voltage dependency is much less than that of
the diffused resistors. The price to be paid for this is the extra processing step.
Further, there are indications that when the doping is very low, the 1/ f-noise of
the resistors is much increased, because of the granular structure of poly-silicon.

The pinch resistor

If the BW layer is suitable to implement resistors, attempts could be made to
increase the sheet resistance of the layer locally. Of course, this should be done
without changing anything in the processing.

The BW layer is used to implement the base of the bipolar NPN transistor
in the process. This implies that in this layer, the emitter (WN) is normally
implanted. The emitter is of the highly doped N type. In Fig.3.29a this structure
is sketched. It can be seen that underneath the emitter, the BW layer has become
very thin. A part of it has been “removed” by the emitter implant. From (3.82)
it can be seen that due to this, the sheet resistance of BW under WN is increased
considerably. In the DIMES-01 design manual, a separate value of BW under WN
is usually given. For the sample process, it is about 7k2. Fig.3.29b shows the top
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ic ic
Substrate ic

Figure 3.29: Cross-section (a) and top view (b) of a pinch resistor. The shaded
part in (b) forms the actual pinch resistor.

view of the resistor. As distinct from the NPN transistor, the emitter (WN) is not
enclosed by the BW layer (Fig.3.30b), but is completely intersected (Fig.3.30a).
If the intersection were not complete, leakage paths of “thick” BW would be in
parallel with the path of “thin” BW. Then, the high resistive part would be short
circuited by low-ohmic resistors. The design rules for the NPN transistor are thus
neglected on purpose.

bw

a b

Figure 3.30: (a) WN intersects BW completely (b) WN paled within BW, accord-
ing to the design rules for the NPN. Low-ohmic leakage paths short-circuit the
resistor.

The WN layer is (just like the epi layer) kept at a positive voltage with respect
to the resistor body. The junctions WN-BW and epi-BW are both kept in reverse.

The resistor value depends on the reverse voltages across the junctions, because
it modulates the width of the depletion layers and thus the size of the resistor body.
Actually, the pinch resistor can be seen as a junction FET that operates in the lin-
ear region. The only difference is the fact that “real” junction FETs are optimized
for optimal transconductance and pinch resistors are not. For junction FETs, the
pinch-off voltage is usually lower and better known.
Accurate simulations can, therefore, be done by using the J-FET model in a sim-
ulator. In Fig.3.31, it can be seen that the resistor body (channel) is enclosed by
depletion layers. The major part of the WN-BW junction extension is, because
of the high doping of the WN layer, into the BW region. This causes the resistor
to be far more voltage dependent than a standard diffused resistor.

The capacitance per square of a pinch resistor can be calculated with (3.88).
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depletionlayer

depletionlaydr

Figure 3.31: Cross-section in the X (a) and Y direction (b) of a section of a pinch
resistor. The effective size of the channel is determined by the depletion layers.

The “gate” of the resistor is connected to a constant voltage source, so it can
be considered to be grounded. For a square with the dimensions Wy x Wy the
capacitance is:

Ciot = WChottom,epi-BW + W Chottom w-wn + 2W Clyy. i pw (3.88)

Note that there is no contribution from a Cegge sw-wn. This is because the WN
layer is not in the BW layer as is usual, but it intersects the BW layer. Therefore,
the value Ceyge,epi-pw found in the design manual is also an overestimation.
With:

Cbottm,epi—BW = 0. 29fF

Chottompw-wn = 1I9fF
O;dgglgpi—sw < Cedgeepi-Bw = 0.55fF
W = 2u

all parameters taken from the DIMES-01 design manual, it follows Cy,; = 10.96fF.
Thus, when the capacitance of a pinch resistor implemented in the sample process
is calculated, it appears it is much less than that of an equivalent BW resistor,
because much less squares are necessary. The capacitance per square is about
a factor 3 higher than that of a BW square, but the resistance is a factor 12
higher. Therefore, the bandwidth of a pinch resistor can be expected to be higher
than that of its normal diffused equivalent. Its size is also considerably smaller
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and, therefore, pinch resistors are perfectly suitable for low power and low voltage
circuits. Their non-linearity is mild, and it can be substantially compensated for
by using differential circuit topologies.
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Chapter 4

'I‘I‘anSlineaI‘ CirCUitS Albert van der Woerd

4.1 Introduction

4.1.1 About the term “translinear”

Early translinear circuits were strictly based on the remarkable fact that the
transconductance of a bipolar transistor is linearly proportional to its collector
current. This fact is a consequence of the logarithmic relation between I¢ and
VBE

VBE = V-r ln(fc/fg(T)) (4.1)
from which it follows 57 §
c c
— Y =g = — 4.2
Ver P W% (42)

This is the key to the strictly translinear principle and, basically, only devices
showing a very exact logarithmic relation are suitable. As MOSTs operating in
weak inversion show a comparable relation between the gate-source voltage and
the drain current, they are suitable too for application of the strictly translinear

principle.

Distinction between Translinear Loops (TL) and Translinear Networks
(TN)

A general property of a TL circuit is that it contains one or more closed loops
of emitter-base junctions (gate-source junctions) with a voltage-current relation
according to (4.1). A TN circuit, however, contains no such loops but yet the
relations (4.1) and(4.2) are intentionally and profitably used. In practice, config-
urations are often combinations of TL and TN circuits.

However, over time the term “translinear” has come to refer to a wider class of
circuits, for some “translinear” circuits contain MOSTS in strong inversion, whose
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Ves — Ip relation is quadratic instead of exponential, whereas the other properties
(the presence of loops of gate-source junctions and/or the intentional use of the
Ves — Ip relations) are maintained.

4.1.2 General classification of translinear circuits within
the world of analog circuits

As stated before, all analog circuits where the logarithmic voltage-current relation
of individual devices is intentional and is profitably used are called Translinear
Networks (TN). However, a special class of circuits, containing one or more closed
loops of junctions (TL), needs further consideration.

I
Figure 4.1: Closed loop of junctions

To begin with we consider the closed loop of junctions shown in Fig. 4.1. We
assume that all junctions (which can be diodes or the input ports of transistors)
are forward-biased with circuitry that is not shown. Other boundary conditions
are that the loop must contain an even number of junctions (at least two) and
that there are an equal number of junctions clockwise facing and counterclockwise
facing (shorted CW and CCW). If the forward voltage of each junction (1,2, 3, ....n)
in Fig. 4.1 is Vg, it follows

k=n
> Vrk =0 (4.3)
k=1

If we assume that Vr is device-independent and the collector (drain) current
of the device with junction number k is I , (4.1) and (4.3) yield
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k=n
II+—=1 (4.4)

If we distinguish the clockwise and counterclockwise facing junctions (eachn/2)
we can write
'] k I k
== ] 5 (4.5)
ow Lok cow ek
Since for bipolar transistors the saturation currents I, are proportional to the
correspondent emitter areas A, we can rewrite (4.5) as

I I

cwW A cow A

Hrs=117 (4.7)
cw

ccw

(4.6)

or as

where J is the saturation current density of each junction.

Equation (4.7) gives the ultimate translinear principle, in words (Gilbert [1]):
In a closed loop containing an even number of forward biased junctions, arranged
so that there are an equal number of clockwise facing and counterclockwise facing
polarities, the product of the current densities in the clockwise direction is equal
to the product of the current densities in the counterclockwise direction.

Figure 4.2: Closed loop of junctions and some voltage sources
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4.1.3 Extension of TL theory to include dc voltage gener-
ators

Fig. 4.2 depicts a modification of the general circuit shown in Fig. 4.1, where
some dc voltage sources have been added. If V; is the net voltage in the loop, the
modified form of Eq. (4.3) is

k=n Ik
Y VvrhhE =g (4.8)
k=1 Lok
A few practical circuits using TL loops including dc voltage sources will be
shown in Section 3.

4.1.4 Application areas of translinear circuits

Linear amplification must be considered to be the most important class of analog
signal processing. Though Gilbert introduced in 1968 “a new wide-band amplifier
technique” based on the translinear idea, later developments in structured ampli-
fier design have shown that “basic” amplification is surely not the most powerful
translinear circuit issue. Because indirect feedback techniques are used in translin-
ear circuits such a design does not have optimal noise, accuracy and linearity qual-
ities [2]. However, if the gain must be controllable, the translinear principle can
yield great advantages. Further, they have proved to be very powerful for pro-
viding a great amount of different nonlinear signal processing functions, such as
analog multiplying/dividing, rms-dc conversion, vector summation, squaring and
square-rooting. A general restriction is that the special features of the translinear
principle are only obvious at relatively low frequencies. At high frequencies other
principles to provide nonlinear signal processing are often more powerful.

A special class of analog electronics that has attracted much interest during the
last few decades is the design of Iow-power/low-voltage circuits. In this class we
observe a revival of some types of translinear circuits. This is mainly because the
current-mode operation of translinear circuits perfectly fits with low-voltage oper-
ation, whereas low-power operation generally implies that the system bandwidth
is restricted. (Note, that the low-frequency area is the most powerful operation
area of TL circuits).

4.1.5 Suitable semiconductor components

If we only consider circuits operating according to the strict translinear principle
(Eq. 4.7), we must resort to devices with a perfectly exponential transfer. BJTs
fulfill this requirement within a very large collector current range. Fig. 4.3 gives
an example of the measured I¢ — Vpp characteristic of a typical BJT.
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Figure 4.3: Measured I¢ — Vpg characteristic of a typical BJT

Other suitable devices for the strictly translinear principle are MOSTs oper-
ating in weak inversion. Fig. 4.4 shows the Ip — Vgs characteristic of a typical
MOST.

If the strictly translinear principle is no longer maintained, MOSTs operating
in moderate/strong inversion are also suitable.

4.2 Design strategies for translinear circuits

4.2.1 The heuristic approach

The term “heuristics” literally means “method of solving problems by inductive
reasoning, by evaluating past experience and moving by trial and error to a solu-
tion”. The first design approaches of most known electronic circuits were done in
this way and, consequently, generally only experienced engineers are able to find
new solutions by using this approach.
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4.2.2 The systematic approach

A systematic design system must contain a set of generally valuable, structured
design rules. These rules must be structured in a hierarchical way, so that, from a
restricted set of suitable basic configurations, all possible solutions to a preliminary
stated problem are generated. The approach has successfully been applied to the
design of amplifiers with overall feedback and also to translinear circuits. The
advantages of this approach are twofold. First, a well-structured design system
can be used by designers without specialized talent or experience. Second, it
generally generates more (and sometimes better) solutions to the same problem
than would have been found by heuristic designing.

However, systematic design systems have some serious drawbacks too. Gener-
ally, the solutions generated by such systems preferably must be selected by an
experienced designer, first because not all solutions are practically appreciable and
second because some solutions don’t work at all. The last phenomenon is because
the system generally is not able to process all electrical properties. As an exam-
ple: in synthesis systems for translinear circuits some resulting circuits may show
positive feedback loops (resulting in oscillation or latching) because the system is
not able to recognize this item.
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4.2.3 Interaction between the heuristic and the systematic
approaches

The development of systematic design systems has always been the result or con-
tinuation of much work carried out in a heuristic way. They are valuable to gen-
eralize and complete the heuristically found solutions. Therefore, the importance
of heuristic reasoning should never be depreciated. However, new, systematically
found solutions can deliver new impulse and fresh understanding to the heuristi-
cally reasoning designer.

4.3 Examples of heuristically found TL configu-
rations

4.3.1 General

This Section deals with the most well-known TL circuits. All of them were initially
designed for realization in a bipolar process, and hence some quality parameters
are coupled with the influence of finite base currents. To date, the quality stan-
dards of these devices are according to the state of the art. However, as soon
as comparable circuits are designed with MOSTs in weak inversion, some quality
standards will undoubtedly have to be revised. As an example, in Section 4.3.3 the
“beta-immune” type-A analog multiplier cell is considered to have better linearity
and accuracy than the “beta-sensitive” type B cell. However, with MOSTs oper-
ating in weak inversion, which have infinite “betas”, this comparison is senseless.
As still little is known about the quality aspects of standard TL circuits operating
with MOSTSs in weak inversion, we resort to bipolar circuits in this Section.

4.3.2 Current mirrors

Note: We only deal with the basic current mirror form here from a translinear
viewpoint. Numerous developments of the basic form, with properties suited to
special applications, have been made. They are extensively dealt with in Chapter
5 of this book.

Fig. 4.5 shows the simplest current mirror. If the general TL equation (4.6) is
applied to this circuit we observe that there is one translinear loop with only one
CW junction and one CCW junction, yielding

Ioi _Ios
A1 Ay

If the circuit is fed with an input current I;, , disregarding the Early effect,
and assuming hrg: = hrg2, some calculation with (4.9) and the relation of a BJT:

(4.9)
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Figure 4.5: Simple current mirror

Ic = f].FEIB yields

I;
A 1 1
% Q) ek
Hence, the circuit can be considered to be a dc current amplifier or attenuater
with a gain that depends on the value of A;/A; and an error that depends on the
influence of the finite value of Apg.
If both transistors are biased with appropriate collector currents (Fig. 4.6),

class-A current amplification/attenuation is possible too. In that case I¢s, I;, and
hrg in (4.10) must be replaced by ioys, 4in and B, respectively.

Icy = (4.10)

Figure 4.6: Current mirror as a class-A amplifier/attenuater

4.3.3 (Controllable) amplifiers and attenuaters; analog mul-
tipliers

Note: Because analog multipliers can be used as controllable amplifiers by replac-
ing one of the input signals by a control signal, they are dealt with together.
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Figure 4.7: The “Gilbert Gain Cell”

The “Gilbert Gain Cell”

Fig. 4.7 depicts a circuit that is suitable for controllable current amplifiers. The
transistors Q; through Q4 have equal emitter areas and form a translinear loop.
Using Eq. (4.6) we have

Icilca = Ic2lcs (4.11)

First the base currents are disregarded. The circuit is symmetrically fed with
input currents I; and I; which are the emitter currents of @, and Q2. To get
suitable expressions for the output currents I} and I, we introduce a modulation
index, X, and write

o= W+X)Ix (4.12)
I = 1-X)Ix (4.13)

with —1 < X < +1. Combination of (4.11) and (4.13) yields

If = 1+X)(Ix+1Iy) (4.14)
I = =X+ (4.15)

Example: If Iy is chosen 9 times Ix, the circuit will show a (differential) current
gain of 10.

Note: The above-introduced notation method with one or more modulation
indexes will be frequently used in the following.
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Errors caused by finite base currents Ip 34 is (much) larger than Ip g1 5.
These currents are added to the output currents via @, and @, but in anti-phase.
Therefore, the error in the output currents due to base currents is considerable
and the maximum gain is in practice limited to about 10.

The types A and B translinear cells; two-quadrant multipliers

I
N,
aJ Type "A" b) Tym IIBlI

Figure 4.8: Types “A” and “B” TL cells

If four junctions are series-circuited in a closed TL loop there are two possibilities,
depicted in Fig 4.8. Left, the junction polarities are alternating and right they are
balanced. Therefore, the structures in Fig. 4.8 are referred to as the “A” and “B”
cell types. We now take a closer look at both cells.

(1+W)I),l l(l-W)Iy
(1+X)[K¢ l(l-X)Ix

Q

Figure 4.9: The “A” cell with biasing

The “beta-immune” Class-A cell Fig. 4.9 gives the cell, completed with
suitable in- and output signals. The translinear condition (Eq. 4.6) yields

Lils=Li (4.16)
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or equivalently

L L

L I

From (4.16) and (4.17) it is immediately apparent that the cell can be used

as a one-quadrant analog multiplier or divider by choosing one of the currents to

be constant. However, we will show now, that the circuit is also suitable as a

two-quadrant multiplier. Therefore, we apply a modulation index to the currents
I, through Iy, so that

(4.17)

1+ W)L(1— X)L =(1-W)L(1+ X)L (4.18)

From (4.18) it is apparent that W = X for any value of X between -1 and
+1, irrespective of (3, transistor geometry and temperature! This is the reason
why this cell is called “beta-immune”. If the differential output current is called
I, = (1+W)I, — (1 — W)I,, we obtain

I, =2XI, (4.19)

Hence, the cell can operate as a two-quadrant multiplier. Since the differential
input signal is 2X I, , the current gain is just I,/ L.

+) (1+W)Iyl l(l-W}IY *)

Q

-5

Figure 4.10: The “B” cell with biasing

The “beta-allergic” Class B cell Fig. 4.10 shows the basic cell as a two-
quadrant multiplier. It is somewhat more affected by finite beta than the Class
A cell. To demonstrate this, we introduce a “base current defect factor” § to
represent either Ip/Io(= 1/8) or Ig/Igx(= 1/(8+1)) [3]. Applying the translinear
relation (4.7) to Fig. 4.10 now yields

A+W)L((Q1-X)L+61+W)L)=1-W)L(1+ X)L +61—-W)L)
(4.20)
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or

X
1462

(4.21)

Hence, now the modulation index W is not an exact replica of X, thus resulting
in some errors caused by finite betas.

Four-quadrant multipliers

The Class-B cell as a four-quadrant analog multiplier With suitable input
signals and summing the collector currents of Q1 4 and Q3 3 respectively, the Class-
B cell can also be used as a four-quadrant multiplier. The circuit with in- and
output currents is shown in Fig. 4.11. Applying the translinear relation (4.7) we
find

Lily = L1 (4.22)

(wmﬂea ynng g}knmk

Figure 4.11: The “B” cell as a four-quadrant multiplier

Further it appears from Fig. 4.11

L+I,=(1+Y) (4.23)
From (4.22) and (4.23) we easily find

(1+Y)(1-X)Iy

I = 5

(4.24)

and
I — 1471+ X)Iy
4=
2

(4.25)
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which results in
Iwg=I5—132—2Xfx+XYIy+XIy (426)

If Iy is chosen 2Ix the final result is

Z= % = XY for — 1< X,Y < +1 (four—quadrant operation) (4.27)
Y
B S

1O 4O W

z=% (Ixl <v)

<

¢2Y

Figure 4.12: Class-“A” cell as an analog divider

Operation as a squarer, as an analog divider or as a square-rooter If X
and Y are fed with the same input signal, the cell acts as a squarer. Further, two-
quadrant dividing is realized if the functions of one of the input signals (X or Y)
and the output signal Z are reversed. Fig. 4.12 shows a possible implementation
of a class A cell, where the variables are simply identified with the (normalized)
currents. (This circuit was found by employing the systematic design method,
outlined in 4.4.2). However, since |X| < Y, its dynamic range is restricted. If
a translinear multiplier is placed in the feedback loop of a current amplifier with
two identical outputs, the dynamic range can be enlarged (Fig. 4.13). Finally,
square-rooting is provided if X =Y in Fig. 4.13.

The “six-pack” translinear four-quadrant multiplier The best-known four-
quadrant translinear core (dubbed the “six-pack”) is shown in Fig. 4.14. This cir-
cuit is completely balanced and contains two overlapping Class-A cells. The reader
is invited (in the same way as in Fig. 4.11) to find the expression for I, = I7 — I3
as a function of X, Y and the biasing currents Ix and Iy.
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Figure 4.13: High-range analog divider
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Figure 4.14: The “six-pack” four-quadrant multiplier
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4.3.4 The translinear “cross-quad” and its applications

(+) +)

X

A

|_",
TR

+
&
\j

Figure 4.15: The basic TL cross-quad

The basic core Though it is not strictly TL (the loop is broken, making it a
TN form) it is closely related and has many uses, both by itself and embedded in
TL circuits. Fig. 4.15 depicts the generic cell. Say that, in some way, a current I,
is established in Q1,2 and I; in @3 4. The voltage in the open port is

V = Vees + Vee1 — VBE3 — VBE2 (4.28)

Hence, if the base currents are disregarded, V is always zero, irrespective of
the values of I, and I,. In a real circuit V can come quite close to zero. It’s easily
shown that for 8 = 100, I, is fixed and I, is swept from 0.11; to 10/, Vinax would
be + 2.5 mV. Conversely, Viax could be viewed as the voltage required to establish
a 10:1 current ratio in the two transistor pairs. Note that this is much lower than
the “60mV per decade”, associated with a simple pair of junctions. The input
resistance with I, = I, = I is found to be

Rin ~ i

BI

One drawback of the cell is the fact that the radical reduction of the input

resistance is obtained by 100% positive feedback, and the circuit is prone to oscil-

lation if not correctly used. Nevertheless, the circuit has many useful applications.
Some of them will be included here.

(4.29)

Caprio’s Quad

By applying a voltage source between the bases of Q; and Q3 as shown in Fig.
4.16 (dubbed Caprio’s quad [3]), this voltage will be replicated across the resistor
R. Hence, owing to the Vz F cancellation, the circuit operates as an accurate and
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Figure 4.16: Caprio’s quad

linear transconductance. A major drawback is that the circuit has a negative input
resistance (—R) between the bases of @, and Q3 (the reader is invited to prove
this). This can easily lead to instabilities if the source is slightly reactive. Fig.
4.17 shows a special application: a linear half-wave rectifier results, if one of the
current sources (I) is chosen to be zero. Fig. 4.18 depicts the simulated transfer

16(Q2) = f(V).

" "i?ﬁ%ig
v
o O
\gl
e
2
C
R

Il@

Figure 4.17: Half-wave rectifier derived from Caprio’s quad

The translinear cross-quad as a PTAT cell

Most well-known PTAT generators are self-supporting: they produce a PTAT
current without external biasing current. Because those cells show a second sta-
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Figure 4.18: Simulated transfer of the half-wave rectifier

V, AA,
1 ==
él R 0 A2,

~
Q] Q3
A
Ay Ay
~
Qg Q4
o A3 A4
R
i

Figure 4.19: PTAT generator with TL cross-quad
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ble biasing position, where all currents are zero, a starting circuit is generally
indispensable. Fig. 4.19 depicts a PTAT cell with a translinear cross-quad. Con-
sideration of the TN path shows that

A Ay
Tes =3 T g Ay As

Hence, the PTAT current is independent of the input current I, which can be
considered as a (non-critical) starting current.

(4.30)

Operation in class-B (AB); applications in power amplifiers

From the translinear relation (4.6) it appears that in each translinear loop the
small signal operation is independent of the loop current. Hence, all current rela-
tions are maintained, if the input and output signals are directly used as biasing
currents, provided that they remain > 0 (class-B operation). This means that
all true translinear circuits are basically suitable for class-B operation. The most
well-known application is the traditional complementary class-AB power amplifier,
shown in Fig. 4.20.

°Vee
'y
Q3
3 Q
Iln 1 llpush load
0 [ oV 2
I
Q, pull
Q
o
o()

Figure 4.20: Basic class-AB output stage

Q3,4 are the output (power) transistors and Q; , are the drivers. The addition
of a quiescent current Iy (dashed), which is always smaller than the peak values
of the input current, makes it class-AB operated.

Applying the translinear law in Q; through Q4 yields
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Figure 4.21: Iy and Ipun as a function of the input current

A convenient way to demonstrate the basic operation is to sketch the currents
in Qs (Ipus) and Q4 (Ipun) as a function of the input current (Fig. 4.21).

A major advantage is the fact that neither of the output currents can ever
become completely zero, which prevents excessive distortion by switching effects.
Many variants of the traditional circuit with special specifications (e.g. for supply
voltages below 2 Vpg) are found in literature. Some of them are true translinear
circuits, others are not.

4.3.5 Miscellaneous translinear circuits

Apart from the translinear circuits described in the foregoing a lot of other special
applications of the principle have been developed. These circuits provide spe-
cial functions such as trigonometric functions, signal normalization, minimum and
maximum functions. However, they lie beyond the scope of this chapter and we
resort to referring to literature [3].
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4.4 Systematic design methods for TL circuits

4.4.1 Introduction

Because TL circuits show common topological properties, they invite a systematic
design approach. Seevinck [4] has carried out extensive research into the analysis
and synthesis of TL circuits with bipolar transistors of the same polarity. The
synthesis method is restricted to TL structures with less than 10 branches and
one or two loops. Thus, all possible topologies of TL-circuits with the restrictions
mentioned and with a number of prescribed transfer functions can be synthesized.
However, it is surprising that nearly all fruitful and promising topologies found,
have earlier been found with heuristic methods. But this is not true in all cases. As
the methods are mainly based on network-theoretical and mathematical grounds,
an extensive treatment lies beyond the scope of this book. Therefore we confine
ourselves to a brief outline in Section 4.4.2 and refer to literature for details [4].
Further, an example of a useful TL circuit obtained by synthesis, that was not
found earlier, will be shown.

4.4.2 The Seevinck synthesis method for bipolar semicon-
ductor devices; an example of a systematically found
TL circuit

The general aim is the design of TL networks realizing a prescribed (non)linear,
time-invariant transfer function. The strategy shows some similarity with tradi-
tional synthesis methods for passive networks. The synthesis procedure can be
divided into four general steps:

1. Approximation of the prescribed function by suitable algebraic formulations

2. Decomposition of the algebraic formulations found into forms suitable for
TL realization

3. Realization of networks, based on topological properties of those TL net-
works, which fit with the forms found in 2.

4. Selection of the networks found as to their complexity, cost, stability, sensi-
tivity to parameter tolerances, etc.

The parts 1 through 3 will briefly be explained now.
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1: function approximation Only algebraic functions are suitable, of which
rational functions need special attention, because they provide greater precision
than polynomials of the same degree. Hence, non-algebraic functions need to be
approximated by algebraic functions. As an example, a pretty accurate approxi-
mation of a cosine function is given below

(1—-4X%)(2 - X?)
24+ X2

cosTX =~ , 2zl £1 (4.32)

2: function decomposition For synthesis purposes it is convenient to write the
TL relation (4.6) in a slightly different form. Say that a TL loop has N elements
(branches), numbered from 1 to N with branch currents I through Iy, divided
into odd and even ones, and with device areas A; through Ay, then (4.6) can be
written as

N/2 N/2 N2 4
H IzN = )t H Igﬂ_;[ ,where A= H 2n (433)
n=1 n=1 n=1 Azﬂ"'l

Any TL network has one or more input currents [;; .. and output currents
I15.. Further, every branch currents I; through Iy can be expressed in linear
combinations of the input and output currents.

Generally, if the expressions of the branch currents into the input and output
currents are called f; through fy, application of (4.33) yields

Fillias, Ing, )fao(Ing,. Jag,.) = Afe(Inz, Tas, ) fa(Inz, Jo,..)-  (4.34)

Hence, function decomposition means that the prescribed function (approxi-
mation) is “translated” into forms according to (4.34).

Note: As all functions f; through fy represent currents in TL elements, they
must remain positive for all (positive and negative) values of the input and output
currents. This must be checked after decomposition.

Many decomposition techniques are known in mathematics. Suitable tech-
niques for TL synthesis are those using explicit forms; implicit forms; parametric
forms; rational functions; continual fractions, etc. Generally, each of them is suit-
able for a class of function approximations. For details we resort to referring to
literature [4].

3: network realization techniques An arbitrary TL network always contains
one or more (interwoven) TL loops with minimally four branches. If the branch
currents and node voltages are left out of consideration and if, besides, every TL
element is symbolized by a line, the result is the so-called undirected graph of the
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TL network. Every graph represents a class of TL networks. Of course, the number
of branches (= TL elements) is theoretically unlimited. However, due to practical
parameter tolerances it has been shown to be senseless to construct TL networks
with more than 9 branches and/or more than 2 loops. This limitation results
in maximally 6 different graphs. Any graph can more precisely be characterized
by numbering its nodes and choosing the direction of the branch currents. Then
every graph has a corresponding node-branch incidence matrix (the T matrix).
The total number of different T' matrices corresponding to the 6 graphs amounts
to 26. To date, the connections of the in- and output currents and the values and
connections of biasing currents have not yet been chosen. Hence, it will be clear
that any T' matrix generally results in a great number of possible TL networks.
Checking them all would be possible, but this immense job would be entirely a
matter of analysis, and give hardly any insight. To make a real synthesis of TL
circuits feasible, the possible general function structure of the relations between
the branch currents that can be realized by any graph, has to be investigated.

b=n=4 b=n=6
a) fif=g8 b) fi6,f; = 2,855
b=n=28§ b=5 n=4
° fif65f4 = 21852524 d) f,f,=g,g,=hh,
b=6 n=35 b=7 n=6
f1 & h fif 218
©) f, ~ & D f; 7 g ~ i

Figure 4.22: The six undirected graphs. b and n are the numbers of branches and
nodes

Fig. 4.22 shows the 6 (undirected) graphs with their appropriate general func-
tion structures. Now the synthesis procedure is as follows. First, the (approxi-
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mation of the) desired function is decomposed in one or more ways, so that the
results fit with one (or more) of the general function structures shown in Fig. 4.22.
Second, all possible T' matrices are derived from the (directed) graphs. Third, all
possible TL networks are derived from the T' matrices. Finally, the resulting net-
works are checked and selected on feasibility and quality. The complete procedure
will be demonstrated with a simple example: Say, a TL two-quadrant divider with
transfer z = z/y, with |z| < y must be made. The function can be decomposed
into

+y

z+1="1 ory(z+1)=z+y (4.35)
or into " 4
lfj:z_zor(1+z)(y—x)=(14z)(y+m) (4.36)

Both functions fit with the general form f f, = 192, where all functions remain
positive. From Fig. 4.22 the first graph is selected. After directioning, this graph
results in two possible T' matrices [4] (see Fig. 4.23).

d & c fi &, g &
+ 0 + 0
e + 6 0
Y \ o
2) f fee —> M=lg o ¢ 4+
6 6 6 ©
b f1 a
d &2 b £, £, g &
+ 0 + 0
0 + 0 +
Y Y — =
b) £, f2 [T] 0 8 0 0
e 6 6 0
a ; Cc

Figure 4.23: The two possible T' matrices

According to the decomposed functions (4.35) and (4.36), the two TL networks
shown in Fig. 4.24 appear to be feasible. The left one follows from the T' matrix
of the left part of Fig. 4.23 together with (4.35) whereas the right one follows from
the T matrix of the right part of Fig. 4.23 together with (4.36) (Note that the
right circuit low-voltage with symmetrical outputs, whereas the left circuit is not).

It will be clear that with all 26 T matrices the realization of numerous different
TL networks providing many (approximated) transfers is feasible [4].
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Figure 4.24: Two possible TL-circuits for a two quadrant divider
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4.5 Recent and future developments

Most developments of TL circuits took place from 1968 to, say, 1988. The resulting
products were ICs suitable for one or more particular signal processing functions,
e.g. four-quadrant multiplying. Much research was carried out to improve their
accuracy and other qualities. To date they are/were mainly used as building blocks
in electronic systems containing many discrete ICs and other discrete components.
Recently a revival of the interest in TL circuits has grown. However, the appli-
cation areas are different now. First, TL circuits are often used together with
other circuits on one chip. This often makes the designs of the available building
blocks useless. Some of their characteristics exceed the demands, e.g. accuracy,
whereas other characteristics are not good enough, i.e. they have too large chip
area or they need too much supply voltage/power. Second, TL circuits are re-
cently used for new purposes such as neural networks, which asks for classes of
TL circuits with extremely large circuit density and which have entirely differ-
ent characteristics than the available building blocks. Summarizing, it may be
stated that there exists a need for new generations of TL circuits for (extremely)
low-voltage/low-power applications and with minimal chip occupation. Recently a
research program, where the possibilities of using the backgate of MOSTSs in weak
inversion for true translinear circuits are investigated, has been started, i.e. the
MOST is considered as a four terminal device, where the backgate is intentionally
used as a signal electrode. In the Appendix one of the first results is reported. A
brand-new branch of research in translinear circuits concerns their application for
dynamic signal processing, e.g. in filters.
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Appendix: Translinear sin(x)-circuit in MOS tech-
nology using the back gate

J. Mulder, A.C. van der Woerd, W.A. Serdijn, A.H.M. van Roermund

Abstract

Though the MOS transistor is a four-terminal device, it is most often regarded as
being a three-terminal device. Therefore, many possible MOS circuits are over-
looked. In this paper, the four-terminal point of view is elaborated with respect to
MOS weak inversion translinear circuits. It is shown that, by using the back gate,
translinear networks can be derived which cannot be realized with bipolar transis-
tors. These networks increase the possibilities offered by translinear technology.
A sin(x)-circuit, which is one of the possible applications of the new network, was
measured. The circuit can operate at supply voltages of less than 2 V and with a
total bias current of only 14 nA.

I. Introduction

The first translinear circuits, published in ’68 by Gilbert [1], were designed using
bipolar transistors. However, MOS transistors in weak inversion are also suitable
for this type of circuit because of the almost exponential relation between the
gate-source voltage and the drain current in this region [2]. In contrast with
the bipolar transistor, the MOST is a four-terminal device. In subthreshold, the
relation between the bulk-source voltage and the drain current is also exponential.
A sufficiently accurate model for the drain current of a MOST in saturation is
given by [3]:

Ips = IoeVGsfnUreVBs/ﬂUfr (4.1)

where Iy is the zero-bias current, Vg and Vg are the gate-source and bulk-source
voltage, Ur = kT/q is the thermal voltage and s and 7 are the inverses of the
subthreshold slopes, which are constant in this model.

A simple way to design a MOS translinear circuit is to translate a bipolar
circuit directly to its MOS equivalent, replacing the base-emitter junctions by gate-
source voltages and connecting the substrate terminal of each MOS transistor to
its source. Using this approach, the functionality of the substrate terminal as a
second gate, or back gate, is not recognized and therefore a class of new circuits is
ruled out in advance. As shown in this paper, the use of the back gate enables us to
design translinear circuits that are not possible when using bipolar transistors. As
an example, a sin(x)-circuit is presented. Measurements of a breadboard version
of the circuit are shown.
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IL. Translinear topology

The new translinear circuit topology is depicted in Fig. 4.1. The circuitry neces-
sary to bias the MOSTs at the proper drain currents is not shown. For an NMOS
implementation, as shown in Fig. 4.1, a double well process will be necessary. Of
course, if the circuit is implemented in PMOS, only n-wells will be needed.

el mEls

Figure 4.1: Topology described by Lh _ ;{%

The circuit topology consists of a four-transistor gate-source loop in the up-
down topology and two additional MOSTs biased at the same gate voltage. Of
course, MOSTs with different back gate voltages have to be integrated in separate
wells. Thus, M;, Mg and M; in the first well, and M,, M4 and Mg in the second
well. The back gates of M; and M; are connected together and the same applies for
M, and M. The back gate voltages of M; and M, are determined by connecting
their back gates to the back gates of M5 and Mg. These two transistors have to be
biased at the same gate voltage to obtain a theoretically process- and temperature-
independent transfer function. Using the simple drain current model (4.1), the
topology is described by an equation containing two squared currents:

LI; I?

LI, I}
The two squared currents result from the connection of the back gates of M; and
M; and of M, and M4. Because of this connection, the back gate voltages of M;
and Mg and of M, and My are added, resulting in two factors 2. These factors 2
are the two exponents on the right-hand side of (4.2).

Equation structure (4.2) is different from the four different equations that can
be realized with bipolar translinear networks [4]. Thus, this topology increases the
number of possible translinear solutions for the realization of a given function. As
this equation structure is more complex than the four mentioned ’bipolar’ equation
structures, in some cases, a higher functional density and thus area-efficiency can
be obtained.

The topology shown in Fig. 4.1 can also be regarded in another way; the circuit
consists of two loops of gate-bulk voltages. The first loop is formed by M;, M,, Ms
and Ms. The second by Mg, My, Mg and M;. The sources of M, My, M5 and Mg
are connected to ground. The sources of M, and M3 are tied together. Since no
gate-source voltages are connected in series, the circuit is suitable for low-voltage
applications.

(42)
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III. Sin(x) circuit

As an example of the use of the new topology, a differential sin(x)-circuit was
designed. Since the transfer function of a translinear circuit is always a rational
function, an approximation for the sine function has to be used. According to [5],
the sine function can be approximated by:

z—2z°

1422

z=sinTe ~ (4.3)

where z and z represent the normalized input and output current, respectively.
Another way of writing this approximation is the implicit decomposition [4]:

l+z+2  (1+2)?
l—z—2 (1-2z)

(4.4)

This decomposition can easily be fitted on equation structure (4.2) by choosing
Iﬂ = Ib‘iaa - Io-ut il Iiﬂa -[3 — Iba'as + Iout + Iiﬂ.: I5 = I&ins + Iin; Iﬁ = Ib‘l'aa - I:'n and
I, = I. The sine shaped output current is obtained from I3 — Iy — 2I;, = 2/ ;.

r—r =
ol - e
e N
M,“ £ V«M.
APzl
— |2 i il O S [
I

Figure 4.2: Sin(x)-circuit

The complete circuit is depicted in Fig. 4.2. M; and My are two simple floating
voltage sources, which are used to keep Mz and Mg in saturation for bulk voltages
of less than about 100 mV. Since the circuit is differential, a gain cell My to M,
[1] is used to convert the input signal into a differential signal. Current mirrors
are used to supply the currents to the actual sin(x)-circuit. _

The applications of the general topology shown in Fig. 4.1 are not restricted to
the example treated in this paper. Many other functions will fit on the topology,
which in fact is the main strength of translinear technology.
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IV. Measurement results

A trivial application of (4.2) is the construction of a 1/z-circuit. To verify the new
equation structure (4.2), a breadboard verion of the /z-circuit was measured.
The drain currents through M, M3, M4 and Mg, shown in Fig. 4.1, are all biased
at 1 nA. The drain currents of M; and M; are the input and output current,
respectively. The gates of Ms and Mg are biased at 550 mV. The aspect ratios of
the used NMOSTs are 108/7 pm/pm.

le-07 T T

le-09

Tout [A]

le-11
le-12 le-10 le-08 le-06
Iin [A]

Figure 4.3: Output current of the square root circuit

Measurements were performed using an HP4142B Modular DC Source / Mon-
itor. In Fig. 4.3, the measured output current is compared with the theoretical
curve. Clearly, the output current is proportional to the square root of the input
current. The large errors at low and high values of the input current are caused by
leakage currents of the measurement set-up and by the transition into the moder-
ate inversion region, respectively. The main cause of error for intermediate current
values is mismatch; the mismatch was quite large due to the breadboard realiza-
tion. The average mismatch between the drain currents of two transistors at the
same gate-source voltage was about 9%.

Next the sin(x)-circuit, shown in Fig. 4.2, was measured. The measured output
current is shown in Fig. 4.4. The gates of M5 and Mg are biased at 350 mV. The
supply voltages Vi and V,, are £1V and can even be lower, in principle. The
bias current Iy;,, is 1nA, resulting in a total bias current of only 14 nA. The input
current I;, ranges from 0 to 2 nA. The drains of M, and M; are loaded by two 500
mV voltage sources. Despite the rather large mismatch, due to the breadboard
realization, which causes offset, asymmetry, amplitude, phase and frequency errors,
the result is quite reasonable, as is shown by the comparison of the measured output
current with a fitted sine function, see Fig. 4.4.
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Figure 4.4: Measured output current (—) of the sin(x)-circuit and a fitted sine
function (- -)

V. Conclusions

Regarding the MOS transistor as a four-terminal device with a front and a back
gate, a new translinear circuit topology was derived. This equation structure
increases the number of possible designs for a certain function to be realized in
translinear technology, and might result in more area-efficient implementations.
As an example of the new topology, a sin(x)-circuit was designed. The circuit
operates at supply voltages of less than 2 V, with a total bias current of only 14
nA. Measurements were performed which verify the theory, although they suffer
from rather large mismatch of the MOSTs due to the breadboard realization.
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Chapter 5

Integrable DC sources and
I'efel'ellces Arie van Staveren

5.1 Introduction

Electronic systems can be seen as an implementation of mathematical functions.
A system may contain all kinds of blocks, for example, integrators, multipliers and
constants.

This chapter discusses system blocks, which are integrable, for generating a:

e voltage constant,
e current constant.

These constants are widely used in electronic design. For example, a current
constant is used to determine the collector bias current of a transistor. In this case,
the absolute accuracy is not that important. Mostly, a relatively large variation
as a function of temperature, time or other parameter is allowed.

Another example is a voltage constant used in a voltmeter. An unknown vol-
tage is compared indirectly with the voltage constant to determine its value. The
absolute value of the constant is of prime importance. The accuracy of the mea-
surement cannot be better than the accuracy of the voltage constant.

These two examples show two specific types of application of constants:

e The constant used as a source, i.e. a voltage or current source. The absolute
value is not particularly important. The value may change within a certain
region.

e The constant used as a reference, i.e. a voltage or current reference. The
absolute value of the constant is of prime importance.

109



The application determines when the implementation of a constant is called a
reference or a source. Both names are used in this chapter. When general theory
of constants is treated, the most general name, the source, is used. When more
specific implementations are treated, the most commonly used name is employed.
The next section of this chapter starts with the description of the ideal vol-
tage and current constants. Using this deécription, implementations of voltage
constants are given, from very simple (resistive divider) to more complicated cir-
cuits (bandgap reference). The non-ideal effects, like the finite current-gain factor,
Early effect, etc. are discussed. The current constant is treated after the voltage
constant, because the current source is often derived from a voltage source via a
(trans)conductance. Implementations and non-ideal effects are discussed.

5.2 The ideal voltage and current constants

Voltage and current constants are gemerated, respectively, by a voltage source
and a current source. The output signal of ideal sources is independent of the
load, temperature and all other kinds of environmental disturbances. Further, the
output signal is not contaminated by noise.

5.2.1 The ideal voltage source

In figure 5.1, the output signal versus the load current of the ideal voltage source
is depicted in the V-I plane. As can be seen, the output voltage V.. is independent
of the load current fj,aa. As the output impedance of a voltage source is defined

Iloat:lT

ref

—
v

Figure 5.1: The output voltage V.er versus the load current Ijoaq

as the ratio of output-voltage variation and load-current variation, the output
impedance 7oy of the ideal voltage source equals zero:

_ Ve
Tout = d]]oad = Uﬂ (51)
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The ideal output voltage is not influenced by a change in the ambient temper-
ature. Its temperature coefficient is zero:

AViet
dT

Finally, all the power supplied has to be concentrated at dc. The signal-to-
noise ratio of the output voltage is infinite. Sometimes it is more convenient to talk

about the absolute value of the output noise. For the ideal case the power-density
spectrum S, of the noise voltage at the output equals:

ar = = 0V/K. (5.2)

S, = 0V*/Haz. (5.3)

5.2.2 The ideal current source

In figure 5.2, the output current I of the ideal current source is depicted in the
I-V plane as a function of the load voltage. The output current is independent of

!

tef

—
Vlc;ad
Figure 5.2: The output current I« as a function of the load voltage Vioaa

this voltage. Therefore the output impedance 7oy, of the ideal current source is
infinite:
dVigsa

Tout =
dI out

Just like the ideal voltage source, the temperature coefficient of the output
current and the power-density spectrum S; of the noise current at the output are
Z€10:

oofd. (5.4)

ar = UA/K, (55)
S; = 0A?/Haz. (5.6)

Integrable implementations of the ideal voltage and current source are discussed
in the following sections.
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5.3 Implementations of the voltage source

As discussed in the previous section, an ideal voltage source has specific charac-
teristics. Summarized:

e output impedance of 01,
¢ temperature independent,

e noise free.

When practical implementations are made, the voltage source itself needs a
power supply. The output voltage of the source must be independent of this
power supply. Power-supply variations are not allowed to penetrate to the output
of the voltage source. Thus the power supply only supplies the dc bias current.
The figure of merit for this quality aspect is the Power Supply Rejection Ratio or
PSRR for short. The PSRR is defined as:

dV.
PSRR & Z’power 5.7
SR i (5.7)

with Voower the supply voltage. For a voltage source approximating the ideal source
it holds that

e The Power Supply Rejection Ratio has to be infinite.

Depending on the application, one or more of the four mentioned constraints are
of prime importance.

The output voltage of a realistic voltage source is depicted in figure 5.3. The

|

ref

Ly S
Ibias
Figure 5.3: The output voltage Vs versus the bias current Iy, of a realistic voltage
source

source behaves as a voltage source when the bias current is above the threshold
current Ii,. Thus practical implementations pose additional constraints.
Several implementations of voltage sources are discussed in the next section.
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5.3.1 The resistive divider

The schematic of the voltage source implemented by a resistive divider is depicted
in figure 5.4. The output voltage V. is a fraction of the power-supply voltage Ve.:

T Vee

E +
RB| [C/= Vet

i g

—_

Figure 5.4: A voltage source implemented by a resistive divider

Ry
= ——Vee.
Ri+ Ry °©

The accuracy of this source is determined by the accuracy of the power-supply
voltage and the matching of the two resistors.
The output impedance, 7oy, of this source equals the parallel connection of the
two resistors:
Ry R,

"= Ri+R:
To obtain a low output impedance with this source, low resistances have to be
used. This results in a high current consumption. This relation becomes more
clear when the total supply current Iy;.s is expressed as a function of the output
impedance. The following relation is found:

Ve 1 Vet

Ibms - Rl + R2 - Tout (1 VCC) ‘Vl'ﬁf‘ (510)
Thus for a given output voltage and power-supply voltage, the bias current is
inversely proportional to the output impedance.

When the output impedance is important for higher frequencies only, the im-
pedance can be made low with a capacitor. This is illustrated in figure 5.4 with
capacitor C;. Now C; determines the output impedance for relatively high frequen-
cies. This capacitor may be too large for integration. In this case an additional
pin is required to be able to keep the capacitor outside the chip.

The output noise is determined by the thermal noise of the parallel connection
of the two resistors. The power-density spectrum, S,, of the noise voltage equals:

S, = 4kT(R: || Rs). (5.11)

Viet (5.8)

(5.9)
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Again, for a low-noise behavior, low resistances and thus a high current consump-
tion are required. With capacitor C; this power-density spectrum can be reduced
for the relatively high frequencies.
The PSRR is determined by the resistors and is given by:
Ry

PSRR=1+ 2. (5.12)
R,

To obtain a high power supply rejection ratio, the ratio R; and R, has to be large.
However, for a given output voltage, this ratio is fixed. A solution is to decouple
R, by using a sufficiently large capacitor. This can also be capacitor C; in figure
5.4.

The temperature behavior of this source is determined by the temperature
stability of the resistor ratio and the temperature dependency of the supply voltage.

5.3.2 The non-linear divider

To improve the performance of the source, a non-linear impedance can be used
for R;. The principle is depicted in figure 5.5. The non-linear function is the I-V

Vee VT

- B
Ibis.s
Figure 5.5: A voltage source using a non-linear device

characteristic of the non-linear device (NL), the linear one is of the resistor (R).
The output voltage is given by the intersection point of the two functions.

With this non-linear device, the large-signal behavior (the generation of an out-
put voltage) and the small-signal behavior (a low output impedance) are different.
The output impedance of the source is approximately the small-signal impedance
of the non-linear device. This can be much lower than for the resistive divider.

The noise behavior of this source with respect to the linear divider with the
same current consumption generally improves.

As seen in the previous section, the PSRR [see equation (5.12)] increases when
R, decreases. For this source, R, is replaced by the small-signal impedance of the
non-linear device. The PSRR can be considerably higher.
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Figure 5.6: Four non-linear devices

Various devices can be used for the non-linear part of the divider. Four possi-
bilities are depicted in figure 5.6. The devices are:

a. diode-connected bipolar transistors,
b. diodes at reverse Breakdown,
¢. diode-connected normally-off FETs,

d. bipolar transistors used at punch-through.

A diode-connected bipolar transistor

In figure 5.6a, the diode-connected bipolar transistor is used as the non-linear
device. The output voltage equals the base-emitter voltage of the transistor and is
in the range of 0.5V to 0.8V, depending on the collector-current density. For higher
values more junctions in series have to be used. Lower voltages can be obtained
with a Schottky junction, for instance, with a junction voltage of approximately
0.2V. The output impedance 7oy is approximately:
kT
qlbias

with I;as the collector bias current of the transistor. The higher the current the
lower the output impedance. The temperature dependency of this source is the
temperature dependency of the junction voltage and is in the order of a few mV/K.

The noise of the source equals the noise generated by the transistor, when it is

assumed that the noise of the resistor is negligible. The power-density spectrum
S, of the noise voltage equals:

(5.13)

Tout ~

S, = 4kT(ry + -21—) (5.14)

m
with 75 the base resistance and g, the transconductance of the transistor. An
improvement of the noise performance is obtained when higher bias currents (the
gm reduces) or larger transistors (the base resistance reduces) are used.
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Figure 5.7: The V-I characteristic of a Zener diode

A diode at reverse breakdown

A voltage source can also be made of a reverse-biased diode at breakdown. Zener
diodes are optimized for use in this mode. The V-I characteristic of a Zener diode
is depicted in figure 5.7. The forward behavior is comparable to that of a normal
pn junction. But when the Zener diode is biased in reverse mode and the voltage
is increased slowly, at a specific voltage the currents suddenly starts to increase
very rapidly. This specific voltage is called the reverse-breakdown voltage, V.
Beyond this voltage the Zener diode behaves like a voltage source (c.f. figure 5.1).
For normal diodes this reverse breakdown can be destructive.

The reverse breakdown is due to two distinct mechanisms, avalanche multipli-
cation, which causes an avalanche breakdown and the Zener effect, which causes a
Zener breakdown. Although diodes are optimized such that one of the two mech-
anisms is dominant, both types of diodes are called Zener diodes.

Avalanche breakdown

Avalanche breakdown occurs in the presence of high electric fields in relatively
wide regions. The carriers are accelerated sufficiently to become able to ionize
atoms. The newly created carriers are accelerated and the also ionize atoms. An
avalanche of carriers arises and the current increases very rapidly. This effect is
more apparent in lightly-doped materials and is proportional to the electric field
strength. In lightly-doped materials, the carriers are able to travel a relatively
large distance without collisions. The chance that they obtain enough energy for
ionizing other atoms increases. For higher electric field strengths, the free path
length, necessary for ionizing other atoms, decreases, more ionizations per unit
length occur and the current increases. Avalanche breakdown is the dominant
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Figure 5.8: The band diagram of a slightly reverse-biased junction

breakdown effect in junctions with a breakdown voltage higher than 6V.

When there is avalanche breakdown, the junction is overwhelmed by high-
energetic carriers and the junction may be damaged. This results in an increase
of 1/f and the non-ideal currents. The increase of the non-ideal currents is the
cause of the deterioration in the low-current behavior. Thus, in normal junctions,
avalanche breakdown has to be avoided.

Zener breakdown

In slightly reverse-biased junctions, the energy bands of a junction are as depicted
in figure 5.8. Between the valence band (Ey) and conduction band (E¢) the en-
ergy gap E, exists. A carrier has to gain an amount of energy equal to or more
than this E, to be able to reach the other band. When the diode is reverse biased
and the reverse voltage is increased, the bottom of the conduction band and the
top of the valence band of, respectively, the n and p material reaches the same
energy level. When the distance W (see figure 5.9) between the bands is smaller
than a critical value, the carriers can tunnel directly from the valence band in the
p material to the conduction band in the n material, without the help of other car-
riers. A further increase in the reverse voltage leads to an overlap of the two bands
(see figure 5.9) and the potential-barrier width, W, becomes smaller and smaller.
Due to this reduction of barrier width, the tunneling probability increases and the
current increases even further. For higher-doped junctions, the depletion region is
less wide and results in a lower Zener breakdown voltage. Since tunneling can start
only when the bands are at equal levels, Zener breakdown occurs more abruptly
than avalanche breakdown. Pure Zener breakdown occurs in highly doped junc-
tions with a reverse-breakdown voltage lower than 5V.

The temperature dependency of the diode at reverse breakdown
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overlap

Figure 5.9: The band diagram when the conduction band and the valence band
have an overlap

The avalanche effect depends on the free path length of the carriers. When the
temperature rises, lattice vibrations increase and the carriers are hindered more.
The mobility decreases and a higher electric field is needed to reach breakdown.
Thus, the avalanche breakdown voltage has a positive temperature coefficient.
However, the Zener breakdown is strongly dependent on the barrier width. For
higher temperatures, the barrier width reduces and the Zener breakdown occurs
at a lower voltage. Thus, the Zener breakdown voltage has a negative temperature
coefficient.

When the temperature dependency of the breakdown voltage is too high, tem-
perature compensation has to be carries out. This can be accomplished in two
ways. Firstly, the diode can be constructed in such a way that the Zener effect
and the avalanche multiplication are both equally important. As the temperature
behavior of these two effects are opposite, a zero temperature coefficient can be
obtained. A second method is to use a forward-biased junction. The temperature
coefficient of a forward-biased junction is negative (this is discussed later) and
about -2mV /K. The temperature coefficient of the avalanche breakdown voltage
is about +2mV/K. With a series connection of a reverse-biased Zener diode at
avalanche breakdown and a forward-biased junction, the temperature coefficient
can be nullified. The voltage necessary is approximately 7V, being about 6V for
the Zener diode and about 0.8V for the forward-biased diode.

Zener diodes on chip

The diodes at reverse breakdown frequently used on chip are in the range below
5V. Thus, the dominant effect is the Zener effect. In IC technology two types of
Zener diodes can be realized. Firstly, a Zener diode made of a junction at the
surface of the chip. Because this diode is mainly located at the surface, surface
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Figure 5.10: The realization of a Zener diode in the bulk of a chip
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Figure 5.11: The output voltage of the voltage source using a FET

effects like 1/f noise have a greater influence on the behavior of the diode. Secondly,
the Zener diode can be made in the bulk of the chip, see figure 5.10 The diode
is formed by the buried N layer (BN) and the deep P diffusion (DP the isolation
diffusion). Both are highly doped and Zener breakdown is likely to occur. In
the design manual, it can be seen that the corresponding breakdown voltages are
low. This diode is completely surrounded by bulk material and, consequently, the
behavior is less hampered by surface defects.

Diode-connected normally-off FETSs

When a normally-off FET is used as the non-linear component in the divider shown
in figure 5.5, the output voltage is determined by the intersection point of the Vas
versus I and Vg versus Iy (see figure 5.11).

The output impedance, 7oy, of this source equals approximately:

1
Tout = — (515)

m
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with g, the transconductance of the FET. For lower output impedances, more
current is required. The noise of this source is due to the thermal noise of the
resistor and the drain noise of the FET. The PSRR equals:

1
PSRR=——_. ;
L (5.16)

A transistor used at punch-through

When a junction is biased in reverse mode, the depletion layer becomes wider for
higher reverse voltages. In a transistor, the base-collector junction is mostly reverse
biased. The depletion layer of the base-collector junction reduces the effective
base width (modeled by the forward Early voltage). When the reverse voltage is
increased such that the depletion layer of the base-collector junction touches the
depletion layer of the base-emitter junction, the effective base width is reduced to
zero. Anm electric field now exists across this depleted area and transports every
carrier that enters the region to the other side. Similar to the current through
a collector-base depletion layer, the field cannot influence the number of carriers
transported. The current is determined by the supply of carriers at the depletion
layer boundaries. Since the emitter is highly doped, the current can become very
large and an external current-limiting resistor has to be connected in series with
the collector lead (see figure 5.6). For an increasing current, the voltage across
the resistor increases, consequently, the voltage across the transistor decreases.
At the biasing point, the voltage is such that the base-emitter and base-collector
depletion regions just touch each other.

The output voltage of this circuit is indirectly determined by the number of
available carriers. A small increase in the reverse base-collector voltage results in
a very large increase in the output current. Thus, the output impedance of this
source is very low.

5.3.3 Diode-connected transistors in forward mode

In this section, a base-emitter junction is used as an element with a very well-
known I-V relation and temperature behavior. The voltage reference obtained can
be very accurate with respect to output voltage and temperature behavior. The
relation between the current and the voltage of a diode-connected transistor is
firmly stated by physical relations. The I-V relation is given by:

ey [exp (q:;E) ol 1] (5.17)

in which I¢ is the collector bias current, Is the collector saturation current, q
the electron charge (1.6 - 107'°C), T' the absolute temperature and k Boltzmanns
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constant (1.38 - 10722J/K). The -1 term is negligible. Even for very small base-
emitter voltages, the exponential term is already much larger.

The base-emitter voltage is the parameter of interest, so relation (5.17) is
rewritten to make Vgg explicit. The expression for Vpg is:

KT (g
Ve :—m(—). 5.18

F7 g Is (518)
With %L the thermal voltage. At room temperature (~ 300K) the thermal voltage

equals:
L4 ~ 26mV. (5.19)

q
Because of the logarithm, a multiplicative change in the collector current becomes
an additive change in the base-emitter voltage. For example, when the collector
current is increased by a factor 10, the base-emitter voltage increases by 60mV.
In the case of high-level injection, this increase is 120mV because of an additional
factor 0.5 in the exponent of (5.17).

The temperature behavior

The temperature behavior of a junction voltage is easy to derive. This derivation
is here more extensive because in a later paragraph the forward-biased junction is
used as the core of a bandgap reference, and for this application the temperature
behavior has to be well known. Equation (5.17) is changed into an equation with
temperature-dependent variables:

(5.20)

Io(T) = Is(T) exp [w] |

kT

Then the temperature dependency is substituted for each variable. The temper-
ature behavior of the collector current is determined by the bias current. It is
assumed that the most convenient bias currents to realize are the currents with a
temperature behavior equal to:

T @
e = (o) () (5.21)
To
with Tp a nominal temperature, Iias(Zp) the current at Tp and @ the order of the
temperature dependency (mostly 6 is 0 or 1). The nominal temperature is the
temperature from which later on the Taylor expansion is derived. The sources
implementing this expression are treated in a later section.
For the temperature behavior of the saturation current, the following derivation
suffices: .
_ qAn*(T)D(T)

Is(T) = — N, (5.22)
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in which A is the area of the junction, n;? the intrinsic carrier concentration, D the
mean minority-diffusion constant and Ng the Gummel number of the base region.
For the intrinsic carrier concentration holds:

n(T) = CT® exp [—%] (5.23)

with C' a constant and E¢(T) the bandgap energy as a function of the absolute
temperature. The temperature dependency of D is found by using Einstein’s
relation. D(T') equals:

- kT

D(T) = ~(T) (5.24)
with 7 the mean mobility of the minority carriers in the base region. The temper-
ature dependency of 7z can be defined as:

a(T) = BT (5.25)

with B a constant and n the order of the temperature dependency. Putting all
these equations together, the temperature dependency of the saturation current is

given by:
o Y i _EQ(T)
with
7 = 4—n, (5.27)
T™.A.B.C .
g = T-A-B-C-k (5.28)
Ng

The combination of (5.20), (5.26) and (5.21) yields the temperature dependency
of the base-emitter voltage:

Vis(T) = @ — (7 — 9)"%1;1 (TEO) n %m (Gf;::'g) (5.29)

with Igo the collector bias current at the nominal temperature Tp. Two parame-
ters, C' and Iy, are eliminated when the equation for the base-emitter voltage is
rewritten as:

Veu(T) = Vas(T) + %[VBE(TU) — Vas(To)] (5.30)

with Vpg(To) the base-emitter voltage at the nominal temperature. For the tem-
perature dependency of the base-emitter voltage a very convenient expression is
found:

E(T) T [Eg(To)

Vos(T) = 2= - 7 | = 2 VBE(TU)] — (- 9)%3"1:! (%) . (531)
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Figure 5.12: The base-emitter voltage as a function of the temperature

This function is plotted in figure 5.12. At 0K the base-emitter voltage equals the
bandgap voltage at 0K, V,(0), and for increasing temperature the base-emitter
voltage decreases slowly.

The Taylor polynomial is examined To find the first-order temperature behavior
of the base-emitter voltage the Taylor polynomial is examined. The first-order
Taylor polynomial around 7} is given by:

kT, T~ T
Vee(T)1 = Vee(To) — [V4(0)1 + TO(?? —6) — Var(To) T °

(5.32)

with V;(0); the bandgap voltage at 0K derived from a first-order Taylor polynomial
of Vy(T') near To. The temperature dependency of the base-emitter voltage is
always negative and depends on the value of the base-emitter voltage. Further,
the first-order approximation of the base-emitter voltage always intersects the y
axis (T=0K) at:

Vit (O)s = V,(0): + %m —0). (5.33)

Example:

The temperature behavior of several base-emitter voltages is calculated in this
example. For the constants holds: the bandgap voltage V;(0); equals 1.2V (silicon),
To = 300K and the temperature dependency of the saturation current is of the
third order. In the following cases the temperature dependency is calculated:

I) Veg(To) = 600mV and the transistor is biased with a constant current;

IT) Veg(To) = 600mV and the transistor is biased with a current which is pro-
portional to the absolute temperature, PTAT;

IIT) Veg(Ts) = 800mV and the transistor is biased with a constant current.
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Results:

I) The transistor is biased with a constant current and the temperature behav-
ior of the saturation current is of the third order, thus # = 0 and 7 = 3. The
first-order temperature behavior equals:

dVeg
dT

|r=1,= —2.259mV /K. (5.34)
IT) Now the transistor is biased with a PTAT current, i.e. § = 1, the other
variables remain the same. The first-order temperature coefficient equals:

dVsg
dT

|lr=1,= —2.173mV /K. (5.35)

III) In this case only the base-emitter voltage is changed with respect to I:

dVsg
dT

|7=1,= —1.592mV /K. (5.36)

From the above it may be clear that the temperature behavior of the base-
emitter voltage is dependent on the biasing conditions of the transistor. For higher
base-emitter voltages the first-order temperature coefficient reduces. This can be
seen from figure 5.12. The slope of the tangent at Vpg(7,) decreases for higher
base-emitter voltages as the intersection point of the tangent with the y axis re-
mains at Vges(0):, which is independent of Vpg(Tp).

When the base-emitter junction is used as an accurate voltage reference, a high
degree of accuracy can be obtained. The value of the base-emitter voltage at a
certain temperature is given by equation (5.18) and a simplified expression of the
temperature behavior is given by equation (5.32).

The accuracy of the resulting voltage is determined by the accuracy of the satu-
ration current Is and the collector bias current Ic. The accuracy of the saturation
current is given by the accuracy of the emitter area. The larger the emitter area
is, the higher the degree of accuracy, because of the decreasing relative influence of
stochastic errors in diffusion and mask lithography. The accuracy of the collector
bias current is determined by the accuracy of the current itself and the way in
which the transistor is biased. When, for instance, a very accurate current source
is used for biasing the collector current, and this source is also used to supply
the base-current, the resulting accuracy may be poor. A proper way of biasing
is depicted in Figure 5.13. The biasing is correctly done with the aid of a nullor.
The nullor is an ideal circuit element. It controls its output current and voltage
in such a way that the input voltage and current of the nullor become zero. In the
circuit shown in figure 5.13, the nullor forces, by means of negative feedback, the
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Figure 5.13: A proper way of biasing to get an accurate relation between Vpg and
Ic

base-collector voltage to be zero. Thus, the forward Early effect can be neglected.
Further, because of the zero input current of the nullor, the current Iy;.s from the
current source flows completely through the collector.

The load current is supplied by the nullor also. A load current cannot influence
the collector current. Thus, the base-emitter voltage is buffered, ideally, by the
nullor.

A realistic circuit uses an approximation for the nullor. The simplest is just a
wire as depicted in figure 5.14. In this configuration, the transistor is connected

Ibiasl

Figure 5.14: The nullor is implemented by a simple wire

as a diode and the base and load current are supplied by the collector bias source.
This results in a difference between the actual collector current and the current
supplied by the current source (the intended collector bias current).

As the transistor is diode connected, the output impedance 7o equals approx-
imately:

1
Tout = — (537)

where g, is the transconductance of the transistor. When this impedance is too
high, the bias current needs to be enlarged. When this is not possible, the nullor
has to be implemented by amplifying stages, instead of the simple wire.
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The noise performance

The noise performance of the base-emitter junction reference is found by trans-
forming all the noise sources to the output. The noise performance is dominated
by the thermal noise of the base resistance 7, and the collector shot noise. The
power-density spectrum of the noise voltage is approximately:

1
SVBB = 4kT(1‘b =+ g) (538)

Reduction of the noise is possible by choosing a transistor with a lower base re-
sistance (this can be done by taking several transistors in parallel) or by choosing
a higher collector current. Which noise source is dominant depends on the specific
circuit. In low-power circuits, mostly the collector shot noise is dominant and the
noise of the base resistance is negligible.

_ _For instance, a typical value for the base resistance of a minimal sized transistor
is 500Q2. When the transistor is biased at 1A, the equivalent noise resistor at the
output, representing the collector shot noise, equals 13k{). Thus the noise of the
base resistance is negligible.

When low-noise voltage references are needed, the use of base-emitter junc-
tions is the correct choice. This is easily seen when the noise of the base-emitter
voltage reference is compared with the noise of a voltage source that is made with
a resistor and a current source.

Example:
A reference of 600mV is made with a large transistor (for a high absolute accu-
racy). Assume 100xA is available for the biasing of the transistor and its base
resistance is 150§2. The total equivalent noise resistor equals 280§2. This voltage
can also be realized by a current flowing through a resistor. When the same bias
current is used the required resistor equals:
U 06V

R= T~ 1004d ~ 600092. (5.39)
Of course, the equivalent noise resistor is equal to this value. The noise power of
the voltage reference made with the base-emitter junction is more than a factor
20 lower than the one made with the resistor.

The one-junction voltage reference can be very well used as a temperature
sensor because of the good characterized temperature behavior. For instance,
for a temperature dependency of approximately 2mV/K, a change in ambient
temperature of 50K results in a change in the output voltage of 100mV. A voltage
reference made by the difference of two junction voltages is discussed in the next
section. The resulting expression for the temperature behavior is very accurate
and simple.
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5.3.4 The PTAT voltage source

The PTAT voltage source is a source with an output voltage which is proportional
to the absolute temperature, or PTAT for short. Because of the proportionality
to the absolute temperature, this voltage source is very well suited for use as a
temperature sensor. The basis of a PTAT voltage source is the fact that the
difference between two junction voltages is a PTAT voltage. The first section
discusses a source that uses two transistors, each for one junction voltage. The
following section treats a source where the two junctions in one transistor are used
for the two required junction voltages, i.e. a saturating transistor.

Made with two transistors

The principle of a PTAT voltage using the difference between two base-emitter
voltages is shown in figure 5.15. For the difference between two base-emitter

d !

Q,

ptat

Figure 5.15: A PTAT voltage source using the difference between two base-emitter
voltages

voltages holds:

(5.40)

kT Ioi(T) Iso(T
AVpg = Vag1 — VB2 = — [—Gﬁ sa(T)

¢ |Ioo(T) Isi(T))

When the two collector currents have the same temperature behavior and the
temperature behavior of the two saturation currents are equal, the expression
simplifies to:

KT . (Ion Isa\ KT
AV, -———ln(——-—):—ln 5.41
BE ” Tos Ist q ("}‘0‘) ( )

with 4 the ratio of the two collector currents and a the ratio of the two saturation
currents. In figure 5.15, the collector currents of the two transistors are forced to
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have a ratio of 4. As the saturation current is proportional to the emitter area, a
equals the ratio of the two emitter areas. From equation (5.41) follows that the
difference between the two base-emitter voltages is PTAT.

Example: Assume the following holds for the collector and saturation currents:
e Igi:Ip, =10:1,
o Is = Ig,.

Then the PTAT voltage equals:
AVpg = E“QE In(10) = 199 - xV/K - T = 59.6mV @ 300K. (5.42)

Thus for each degree Kelvin the temperature changes, AVpg changes 1994 V.
The output impedance, 7.y, of this source equals:

1 kT (1
Tout = — + ‘L _— (ﬂ‘) (543)
Gm1  Gm2 ql ¥

with g1 and gms the transconductance of @, and @, respectively.

The power-density spectrum, S, of the PTAT voltage is given by the sum of
the noise from the two base-emitter voltages and equals:
05 0.5

Sy = 4kT (Tb1+7'bz+—— +—) .

9m1 Gm2

Using a saturated transistor

A very simple PTAT voltage source is the one that uses one saturated transistor.
In this source, the two junction voltages are the base-emitter and the base-collector
voltage. The difference between those two junction voltages is the collector-emitter
voltage. The circuit is shown in figure 5.16. The transistor is saturated by forcing
a base current into the base for which holds:

Ip > lo (5.45)
By

with B; the current-gain factor in the normal forward mode. The base-collector

junction is also biased in the forward region. Thus, both junctions are conducting

Junctions and the collector-emitter voltage is determined by the difference between

two junction voltages. This is depicted in figure 5.17. The collector-emitter voltage

is given by:
YL (1 +1/6, + IG‘/IBﬁr)
Pt o 1—Ic/IppB;s

(5.46)
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Figure 5.16: A PTAT voltage source using a saturated transistor

controlled
source

Figure 5.17: The collector-emitter voltage of a saturated transistor
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with 3, and §; the reverse and forward current-gain factor in the normal regions,
respectively. Both the collector current and the base current are forced into the
transistor. This results in a “forced current-gain factor” [... of the saturated

transistor and is defined by:

~dg
ﬁsat = IB- (547)

Substituting f. into the expression for the collector-emitter voltage, yields:

KT (141/B. + Buc/B.
VCE— qln( 1—ﬁsat/ﬁf )

Thus the collector-emitter voltage of a saturated transistor is PTAT. It is assumed
that the three current-gain factors are temperature independent.

(5.48)

Example:
When for the three current-gain factors hold: 8, = 3, 8y = 100, B = 20, the
collector-emitter voltage equals:

VeEsat = 199uV/K - T = 59.6mV @ 300K. (5.49)

For higher output voltages, several saturating transistors may be stacked.
The small-signal output impedance of this source is given by the derivative of
the collector-emitter voltage with respect to I¢, resulting in:

KT [ B ) 1
Tout = —— i 5.50
‘Tl (m —Fo) T+ (B + D)/Pen (5:50)
For Beat < By and B, < Psat this reduces to:
kT
'rour. == QIG (551)

The output impedance is similar to the impedance of a diode connected transistor
and thus can be relatively low. For instance, for a collector current of 1mA the
output impedance equals 25%).

The power-density spectrum, S,, of the output noise voltage is again deter-
mined by the noise generated by the two junctions. S, is given by:

S, = 4kT (0.5 i + 0.5 ] )
qIBE qIBc

(5.52)

with Ipg the current flowing through the base-emitter junction and Ip¢ the current
flowing through the base-collector junction.
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5.3.5 The bandgap reference

When temperature-independent voltages are needed, the combination of a junction
at avalanche breakdown and a forward-biased junction may suffice. However, the
minimally required supply voltage is about 7V. In the growing area of low-voltage
electronics, with supply voltages down to 1V, this kind of references is not feasible.
Other types of references have to be used. A circuit that can still work at those
low supply voltages is the bandgap reference.

A bandgap reference is a voltage source of which the output voltage is related to
the bandgap voltage at 0K. Because this voltage is a constant, the output voltage
of a bandgap reference is ideally temperature independent.

Equation (5.31) was found for the temperature behavior of the base-emitter
voltage. This equation can be represented by a Taylor series around a nominal
temperature Ty as:

VBE(T] = Gy + O:l(T = To] -k az(T oy Tu)z e O (553]

The objective of bandgap reference design is to cancel the temperature coeflicients
of this base-emitter voltage. This is possible by taking an appropriate linear com-
bination of base-emitter voltages:

E {I;VBE'-(T) = Ea;agi + Eﬂ.,’&li(T = Tﬂ) -+ Z a;ag,.(T g T|:|)2 + e (554)
i=1 i=1 i1 =1

To obtain a temperature-independent reference voltage, Ver, the first term on the
right-hand side has to be equal to Vi and the other terms on the right-hand
side need to be zero. In this case the reference voltage is totally temperature
independent. However, in most cases this is an overkill. Reasonable results can be
obtained when only the first-order behavior is canceled, because this is by far the
largest disturbing factor.

The linear combination of base-emitter voltages, an implicit compensa-
tion

In this section the linear combination of base-emitter voltages, in order to obtain
a first-order compensated bandgap reference, is discussed. Because second and
higher-order terms are not considered, only the first two terms of the Taylor series
are used. For these two terms expression (5.32) was found. This equation can be
rewritten to the convenient expression:

Voa(T)s = Veur(O): ~ Vo0 — Vos(To) () (555
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with Veer(0)1 = V4(0)1 + %2(n — ) the effective bandgap voltage. This expres-
sion clearly shows the relation between the base-emitter voltage and the bandgap
voltage.

Because only the constant term and the first-order behavior of the output vol-
tage needs to be set, a linear combination of two base-emitter voltages is sufficient.
The block diagram is depicted in figure 5.18. The linear combination is given by:

Vg, a

ref

Vg, a,

Figure 5.18: A linear combination of two base-emitter voltages

Viet = (a1+a2) Vierr(0)1—[(a1+02) Vierr(0)1— 01 Va1, (To) — a2V, (To) ] (%) (5.56)

This equation may make the name “bandgap reference” clear: the reference voltage
is directly related to the bandgap voltage and is given by:

Viet = (a1 + a2)Vgesr(0);. (5.57)

The reference voltage can be set to all kinds of values by choosing the sum of
the two scaling factors. Substitution of this expression in the first-order part of
equation (5.56) results in a constraint for the first-order compensation:

a1VBE, (To) + a2V, (To) = Vies- (5.58)
From equations (5.57) and (5.58), the two scaling factors can be found to be:

Vit Viert(0)1 — Vag2(To)
Veer(0)1  VBE1(To) — VBE(TH)’
Ve Veert(0)1 — Vam(To)

Veert(0)1 VBE1(To) — VaEa(Th)

These equations show that the two scaling factors have an opposite sign. This is
because the first-order temperature coefficient of a base-emitter voltage is always
negative. To obtain first-order compensation, the difference between the two base-
emitter voltages has to be taken. Further, these two expressions show that the

ap = +

(5.59)

g =

(5.60)
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two base-emitter voltages have to be different. This is because equal base-emitter
voltages have the same temperature dependency. Performing a first-order tem-
perature compensation with equal Vpgs, and thus having the same temperature
dependency, would result in a constant term equal to zero which is impractical.
The principle of the first-order temperature compensation with a linear com-
bination of two Viggs, is depicted in figure 5.19. In the figure, the base-emitter

4, Vag,

a,Vag, :>

Vier( O (a+)V geq(O)y e
ref
Viey
v,

— —
T T

Figure 5.19: The principle of the compensation with a linear combination

voltages do have a different value at Ty and thereby a different first-order behavior.
The remaining temperature behavior is of the second and higher order.

The noise behavior

In section 5.3.3, the noise behavior of a single-diode reference was discussed. In
the previous section it was shown that the bandgap reference is just a weighted
summation of a number of those diode references (base-emitter voltages) . The
power-density spectrum, S,, of the noise voltage at the output of a bandgap ref-
erence is therefore given by:

1 1
S, = 4kT [af (1‘:,1 + ‘29—1) + ai (‘Pbg + % 2)] : (5.51)

The noise is scaled by the same factor as the corresponding base-emitter voltages.
Again, two types of noise sources are involved. The thermal noise of the base-
resistances and the shot noise of the collector current. The former one can be
lowered by using larger transistors with a lower base resistance. The latter can be
decreased by using more current (g, increases). For optimal use of the current with
respect to noise, the influence of the base resistances has to be made negligible.
This can easily be done for bias currents up to several 100pAs In this case the
total noise (the implementations of the scaling factors a; and ap are assumed to
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be noiseless) is only from collector shot noise. When a noise minimization is done
with the constraints of a first-order temperature-compensated bandgap reference
and a limitation on the current consumption, the following holds:

A, 1+
In (371) =212 (5.62)

with A; and A, the two emitter areas and x the ratio of I¢1 and Igy, the two
collector currents. This expression states that:

For a given ratio of the two emitter areas, an optimal ratio of the two collector
bias currents exists, for which the noise of the first-order compensated bandgap
reference is minimal. This ratio is independent of the total current consumption
Icy + Ieo.

A design example

In the previous sections, the theory of the bandgap reference was discussed using
ideal Vg — I¢ relations. In this section, a design example of a bandgap reference
is presented using the Gummel and Poon model for I; = f(Vsg). The Vg — I
relation becomes more realistic, and the design aims at a minimization of the
number of non-idealities that have to be taken into account. According to the
Gummel and Poon model, the relation between the base-emitter voltage and the
collector current for a normal biased transistor is:

Ve Vag Ipg1
Io(T) = (1= 322 - 722) - -
Var  Var 3 [1 +(1+4Igg/ IKF)NK] -

with Igg; defined as:

Ipp1 = I5(T') - exp (Efq) (5.64)

and Ig according to:

Eq

Is(T) = Is(Tp) - exp [(% _ 1) E] . [T]xﬂ

= (5.65)

When the transistor is biased far below high-level injection (Ipg; < I xF) and
the base-collector voltage is kept zero (Vae = 0), (5.63) reduces to:

(1) = (1 - %‘E)  I5(T) exp ({%) . (5.66)

This is the same equation as (5.20) except for V45 and some differences in the
expression for Ig(T'). In the Gummel and Poon model, the parameter for the
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temperature behavior of Is is X7y instead of . Further, the model uses a first-
order temperature model for the bandgap energy.

Var is the reverse Early voltage. This parameter is used for describing the
base-width modulation at the base-emitter junction. This Early voltage can be
low, i.e. several volts. The errors in the base-emitter voltages, due to the Vg, can
be transformed to the output of the bandgap reference. The resulting error in the

reference voltage equals:
ET Vi

Verror = — ; 5.67
q Var (8:67)
This error can be accounted for by adding to, for instance Vpgi, a term
KITOX‘
Vadditional = (5.68)
a1

and by solving again the set of equations resulting from the linear combination.

From the foregoing, it appears that four parameters have to be known accu-
rately: the key parameters. The other parameters have to be kept either as large
or as small as possible. The four key parameters are:

e Eg the bandgap energy,

e [g the saturation current,

e Xr; the order of temperature behavior of the saturation current,
e Vg the reverse Early effect.

Now the blocks of the bandgap references need to be designed such that the sim-
plifications made are valid. To obtain a base-emitter voltage according to relation
(5.66) the topology of figure 5.20 can be used (c.f. figure 5.13). The nullor is
implemented by a single MOS differential pair. The MOS transistor is favorable
here because of the absence of a gate current so that the bias current I flows
completely through the collector lead.

This cell is used as the core of a first-order compensated bandgap reference
with an output voltage equal to Vges(0)1. According to (5.57), the sum of the two
scaling factors is given by:

ai + az = 1. (569)

Because the sum of the two scaling factors equals one, equation (5.58) can be
rewritten as:

Vet = (a1+ a2)Vag1(To) + a2[Vara(To) — Var(To)) (5.70)
Vee1(To) + a2[Vera(To) — VaEei1(To)].
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: The topology of the bandgap reference circuit
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The bandgap reference can thus be made by the topology as depicted in figure
5.21. The voltage scaler a, is realized by a bipolar differential pair, and resistors
R, and R,. The scaling factor is given by

gy = 14— (571)

Here, a bipolar differential pair is used because of the low input-offset voltage.
This voltage is directly in series with the reference voltage and thus needs to be
as low as possible.

The two collector bias currents can be derived from a PTAT voltage source via a
resistor. The resistor needs to be accurate because its absolute value is important.
The ratio of the two currents is given by the equation for noise minimization.

There are a few important design aspects, with respect to integration, to pay
attention to:

o Use large reference transistors for optimal matching. Take care that the
effective emitter areas are equal (emitter crowding).

o Use relatively large-sized resistors for accurate scaling factors. The scaling
factor depends only on the matching of the resistors.

e Place components to be matched close to each other.

Unfortunately, the total error in the output voltage of the bandgap reference may
still be such that trimming is needed to obtain a temperature-independent voltage
again. For this purpose R; or R, needs to be adjustable.

The conventional way, an explicit compensation

In the previous section, the temperature behavior of a base-emitter voltage was
compensated implicitly. Two scaled base-emitter voltages were added to set the
output voltage and, at the same time, compensate the first-order temperature be-
havior. Both voltages have a constant and a first-order term. In this section, the
temperature behavior is compensated explicitly. The compensation of the first-
order temperature behavior of a base-emitter voltage is done by a separate PTAT
voltage which is added to the base-emitter voltage. The principle of this method is
depicted in figure 5.22. From this figure, it can be seen what has to be done to ob-
tain a temperature-independent voltage equal to Vges(0):. A voltage, represented
by the shaded area, has to be added to a base-emitter voltage. This compensation
voltage is zero at 0K and increases linearly for increasing temperature. Thus the
compensation voltage needs to be PTAT. When the y axis is scaled by a factor a,
an output voltage, Vou, equal to:

Vout = aVger(0)1 (5.72)
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Figure 5.22: Explicit compensation of the temperature behavior of a base-emitter
voltage

is obtained. In this case, the temperature behavior of a fraction a of a base-emitter
voltage has to be compensated.

Assume a reference voltage equal to Vies(0); is required and transistor II from
section 5.3.3 is used:

] VBE(TQ) = GOOmV,

® a1y, = —2.173mV /K (transistor is biased with a PTAT current).

To compensate a;, a PTAT voltage with a first-order temperature dependency of
2.173mV/K is required. In section 5.3.4, it was calculated that for a PTAT voltage
source with emitter scaling one and current scaling ten holds:

L] VPTAT(TO) = 59.6mV,
® (X PTAT = 199,{LV/K.

To attain total compensation, the PTAT voltage needs to be amplified by an factor
AV of :

el —Q1,VBE _ 2.113mV/K
V" aupmar | 198uV/K
When the amplified PTAT voltage is added to the base-emitter voltage, the refer-
ence voltage equals at 300K:
Vout = Vgg + Ay Verar = 0.6V +10.92 - 59.6mV = 1.25V (5.74)

and equals to:

=10.92. (5.73)

T
Vi = Vi (0)s = V(0 U (Xzz — 6) = 1.25V. (5.75)

This voltage has a temperature coefficient of 0mV/K at the nominal temperature
300K. The block diagram of the bandgap reference is depicted in figure 5.23.
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Figure 5.23: The block diagram of a bandgap reference with explicit compensation

Accuracy aspects

The design of accurate bandgap references relies on the compensation of one
temperature-dependent voltage with another, thus, matching is evidently of prime
importance. This can be seen from the expression describing the output voltage:

Vit = (@1 + a2)Veesr(0)1
— {a1[Veesr(0)1 — Vi E1(To)] + a2[Vier(0)1 — V;a}'::e(i"o)]}:l,:{,—ﬂo (5.76)

The accuracy of several parameters is important:

e The scaling factors a; and a,. These have to be implemented by ratios made
of components with a good matching.

o Vsri(To) and Vpga(To). The transistors used should have matched emitter
areas and the two collector bias currents should be derived with the help of
matching.

e V,(0) and X7y, via Vgesr(0)1. These are process parameters and their accuracy
depends on process stability and, of course, on the accuracy of the parameter
extraction.

Several parameters are involved in the design of the bandgap reference. All
of them have more or less stochastic spread. Thus, one of the two scaling factors
needs to be trimmed to account for this spread. Moreover, there is one more
component that has a rather great influence up on the accuracy. This is the
resistor by which the bias currents are related to a well-known voltage (most easy
is a PTAT voltage). Its absolute value is important. Resistors on chip have an
absolute accuracy of about 10 to 20%. The error caused by this uncertainty can
easily by the major reason for trimming.
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The design of bandgap references in MOS processes

There are two general ways of making a bandgap reference in a MOS process.
Firstly, the parasitic substrate PNP can be used. See figure 5.24. The drawback

P

“ ' N - well
'j P - substrate

Figure 5.24: A parasitic PNP in a MOS process

of this method is the uncertainty in the collector current. For accurate bandgap
reference design the relation between the base-emitter voltage and the collector
current has to be used. In the case of a parasitic PNP transistor, the collector
current is determined indirectly via the emitter current. The base current now
influences the behavior of the base-emitter voltage.

Secondly, the bandgap reference can be made by using MOS transistors in
weak inversion. In this case, the relation between the gate-source voltage and the
drain current is exponential, as it is for bipolar transistors. The bandgap energy
occurs in the same way in this relation as it does in the case of bipolar transistors.
The problem is in the definition of the gate-source voltage. This is depicted in
figure 5.25. The effective gate-source voltage is the voltage that is across the

channel

Figure 5.25: The gate-source voltage of a weak inversion MOS transistor

channel, Vipanne. This effective voltage is related to the external voltage by the
capacitive division of Cox and Cehanne. These two parameters directly introduce
an uncertainty in the gate-source voltage. For accurate design, this ratio has to
be well known.

Therefore, currently, for accurate bandgap reference design, a bipolar transistor
process is best suited.
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The influence of stress in a chip

After the wafer with bandgap references returns from the ic foundry, the bandgap
reference is trimmed to obtain the low temperature dependency. Subsequently, the
wafer is sawed into separate chips. Each chip contains a bandgap reference. Next,
these chips are mounted in a package with glue, and the total package is heated
to dry the glue. The problem arises in this last step. Due to the different thermal
behaviors of the glue and the silicon, during this heating step stresses arise in the
chip and the behaviors of the devices on the chip change slightly. Now the bandgap
reference is no longer optimally trimmed and a second trim procedure has to be
performed. This stress seems to depend on the orientation of the molecule lattice
with respect to the surface, e.g. a perpendicular orientation or under a certain
angle. The former is less sensitive to stresses than the latter.

Some concluding remarks

In this section, the first-order compensated bandgap reference has been discussed.
With this reference, temperature dependencies of about some tens of ppm/K over
a range of 100K can be obtained. When lower dependencies are needed, higher or-
ders of the temperature behavior also have to be compensated for. These bandgap
references, mostly called second-order compensated or curvature-corrected refer-
ences, can have temperature dependencies of only 1ppm/K over a range of 100K.

5.3.6 Conclusions on voltage sources

In the foregoing sections, several ways of implementing voltage constants were
discussed. The simplest implementation derives a voltage from the supply voltage
by means of a resistive divider. This source consumes a rather high bias current
to obtain a low output impedance and a low noise level.

The source using a non-linear device in the divider has a better performance.
The forward-biased junction has shown to be a very good candidate for this non-
linear device. A low-noise behavior combined with a low output impedance is
feasible.

A voltage source with an output voltage which is Proportional To the Abso-
lute Temperature (PTAT) is obtained when the difference between two junction
voltages is used. The junctions may be from two separate transistors or from one
saturating transistor, i.e. the base-emitter junction and the base-collector junction.

Finally, the bandgap reference was treated. This source has an output voltage
that is related to the bandgap voltage at 0K and has, consequently, a temperature
coefficient of 0V /K, ideally. When constructed with a linear combination of two
base-emitter voltages, there is an optimal bias-current ratio for the two base-
emitter voltage generators with minimum noise level. For the implementation of
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the bandgap reference, the absolute value of at least one resistor is important,
which makes trimming inevitable.

5.4 The current source

In electronics there are voltage references (i.e. the bandgap voltage), currents
references, however, do not exist because of the absence of a magnetic monopole.
The current references which are realized are all derived from a voltage reference
with the aid of a (trans)conductance. This is depicted in figure 5.26. When the

v = wQ ||

Figure 5.26: Derivation of a current source from a voltage source

voltage source is assumed to be ideal, the power-density spectrum S; of the noise
current at the output equals:
_ 4kT
" R
and can ideally be zero when a source with an infinitely high voltage is used such
that an infinitely high resistance can be used. But in practice, the noise is worse
than given in equation (5.77). This is because a current flowing through a resistor
induces 1/f noise due to the granular structure of the resistive material. Especially
in high ohmic resistors is the structure of the material relatively rough, for instance,
in poly-silicon resistors. In metal film and diffused resistors this effect is of less
influence.

When both high output impedances and high output currents are needed, this
type of current source gives problems because high reference voltages are required.
It is better to realize a high output impedance with an active circuit.

S; (5.77)

5.4.1 An active current source using a transconductance

The basic configuration of an active current source is given in figure 5.27 in which
a nullor is used. The current is again given by:

Viet
R

The output impedance is enlarged by the negative feedback, and is actually infinite
due to the nullor. Ideally, the output impedance is independent of the resistor R.

Lo = =2, (5.78)
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Figure 5.27: A current source realized by an active transconductane amplifier and
a reference voltage

Using bipolar transistors

When the simpiest implementation for the nullor is used, a CE stage, the series
stage of figure 5.28 is obtained. The output current is given by (the base current

I

ref

ref R

Figure 5.28: The nullor implemented by a single CE stage

is ignored):

Veet — VBE
—5
As the base-emitter voltage is temperature dependent, the output current of the
source is temperature dependent also. Resistor R performs a feedback action, and
through this a higher output impedance is obtained. To see what the increase
of output impedance is as a function of the feedback (or loop gain), the output
impedance is calculated. The output impedance equals:

Bsro — R
7o+ 7Tx+ R
This function is plotted in figure 5.29. The output impedance is normalized to 7,

and the feedback resistor to r,. For values of R much larger than 7, plus 7, the
expression for the output impedance reduces to:

rout = (B¢ + 1)7o. (5.81)

(5.79)

Ioul: =

(5.80)

Tout:ro‘l'R"‘rR
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Figure 5.29: The normalized output impedance as a function of the normalized
feedback resistor for 4=100
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Usually, this results in very high values for R. For 70% of the maximal output
impedance, R needs to be approximately 2 times larger than r,. Then, the voltage
across the feedback resistor equals:

V;-.::J!'-R:1’-21',,=I-2)|5‘k—5€=2ﬁ£‘;E (5.82)
al q

For B = 100 and at room temperature the voltage across the resistor is about
5V. This 5V constitutes a limitation for this type of current source. Because, in
the increasing area of low-voltage design, i.e. a supply voltage of 1V, this current
source cannot be so implemented. Another limitation is given by the required
resistance. In low-current applications, the output current can easily be in the
order of nAs or pAs, which is demanding for feedback resistors in the order of
MQs and GQs.

Increasing the output impedance of the source shown in figure 5.28, without

the need for very high resistances, can be realized in two ways:

e Increase of the loop gain (8-+1). Output current variations due to an output
voltage variations are more suppressed. A better approximation is made for
the nullor.

e Increase of the output impedance of the active part (r,). Now the output
impedance without loop gain is already higher.

For the first option, the nullor is implemented, for instance, with a two-stage
bipolar amplifier. The output impedance increases by a factor 8. The second
option is obtained when the CE stage is cascoded, see figure 5.30. Transistor Q'

Figure 5.30: An active current source with a cascoded transistor
is the cascode transistor. It is a current buffer for the output of the CE stage,
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transistor (). Without feedback, the output impedance of the buffered CE stage
18 approximately fBr,. When subsequently the feedback action is added to the
current source, the output impedance can increase even further to approximately
B%r,. When a still higher output impedance is required, the loop gain has to be
increased. An additional cascode transistor does not help.

Using FETs
The current source with one FET is depicted in figure 5.31. The nullor shown in

Figure 5.31: An active current source with a FET

figure 5.27 is now implemented with a CS stage. The output resistance equals:
Tout = R "I’ (1 "I' ng)Td (583)

with 4 the small-signal output resistance of the FET and g,, its transconductance
factor. In contrast with the output impedance for the bipolar source, which is
limited to (B¢ + 1)r,, the output impedance of the FET source tends to infinity for
a feedback resistor tending to infinity. But, again, high resistances are required. To
increase the output impedance, without the need for high resistances, two options
are possible:

e Make a better approximation for the nullor;
e Enlarge r4y by means of cascoding.

An example of the second option is depicted in figure 5.32. The output impedance
of the cascoded CS stage without the feedback is now:

Td,cascode = GmTd - Td = T4 (584)

The output impedance is increased by a factor equal to the voltage-gain factor
of the FET. For each additional cascode FET, the output impedance increases
a factor g, in contrast to the bipolar implementation where a second cascode
transistor does not help.

The difference in the behavior of the current source made by the bipolar tran-
sistor and the FET is caused by the nature of the effect that causes the finite
output impedance of these devices:
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Figure 5.32: A FET current source with a cascoded FET

e Bipolar: 7, is caused by base-width modulation at the base-collector junc-
tionm;

e FET: r4 is caused by the channel-length modulation, ie. a source-drain
effect.

In the case of the bipolar transistor, a part 1/8; of the current (the base current)
leaks away via the base terminal. This leakage current is not seen by the feedback.
The FET does not have this “leakage”. Theoretically an infinite impedance can
be obtained with only cascoding.

Noise behavior

In this section, the influence of the amount of feedback on the noise behavior is
discussed. The current source with all its noise sources is depicted in figure 5.33.
The power-density spectrum S; of the equivalent noise current at the output is
given by:
. QQIC 2(115 4kT(R + 'I'E,)
- (1 +ﬂR/rw)2 (1 +7'1r/ﬁR)2 (R-|-r'.,,/;5’)2’
The first term represents the effect of the collector shot noise. For very high
feedback-resistor values, this term disappears completely. The second term is due
to the base shot noise. For very high values for R this term reduces to 2¢/p. The
last term accounts for the noise of the feedback resistor and the base resistance.
This term vanishes for high values of the feedback resistor. The function is plotted
in figure 5.34. The noise-power density has been normalized to 2¢l¢ and the
feedback resistor has been normalized to 7.

To obtain the minimum noise-power density level, of 2], a rather high value
for the feedback resistor is required (c.f. the discussion about increasing the output

S

(5.85)
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Figure 5.33: The noise sources in the active current source
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Figure 5.34: The noise of an active current source as function of the feedback
resistor. The noise is normalized to 2¢lc and the feedback resistor to r, and
B = 100.
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Figure 5.35: The parasitics of the active current source

impedance by negative feedback). A +3dB point, with respect to the minimal
value, is obtained when the resistor is chosen such that the noise due to the resistor
plus the noise due to collector current is equal to the base shot noise. In this case,
the noise of the base resistance can, in general, be neglected. Then, R equals:

Rt (5.86)
Gm

Mostly By = 100 and with kT'/q ~ 26mV the voltage across R equals:
kT
VR = IcR = Qﬁ? ~ 5V (587)

This is the same value as for the -3dB in the output impedance as a function of the
feedback resistor. Apparently high-quality current sources need a supply voltage
of minimally 5V.

HF behavior

In the previous, sections only the dc behavior of the current source was discussed.
However, that is only one part of the story. The current source has to behave well
for high-frequency signals also, i.e. its output impedance has to remain relatively
high. In figure 5.35, the source with its parasitic capacitances is depicted. The
output impedance is given by:

rout([}) ‘I_._
T+ jwren(0)(Cu+Cia) 1

Tout(jw) = (588)

and has a pole at i A% N e 1
: gy — -

= Tout(o)(oﬂ + Cj').
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Figure 5.36: The effect of cascoding on the high-frequency output impedance: 1)

without feedback and cascoding, 2) only feedback used, 3) feedback and cascoding
is used, 4) as 3 but without substrate capacitors

For frequencies above 1/[rou:(0)(Cy + Cj,)] the output impedance is dominated by
the parallel capacitance (Cy + Cj,). The effectivity of cascoding, at relatively high
frequencies, depends on the values of C, and Cj,. Four situations are depicted
in figure 5.36. Function 1 depicts the output impedance of a single CE stage,
no feedback or cascoding is used. Function 2 represents the output impedance
of the source when feedback is used. The low-frequency impedance is increased.
The high-frequency impedance is not affected by the feedback. Both capacitors
(Cu+ Cjs), are still in parallel with the high output impedance of the series stage
(see figure 5.35). The current leaking away through the two capacitors is not
“seen” by the feedback resistors and, consequently, the feedback loop cannot sup-
press these currents. Function 3 depicts the output impedance of the source when
cascoding is also used. The low-frequency output impedance is increased further.
The high-frequency output impedance is again not affected. A substrate capacitor
is still in parallel with the output impedance of the source (It is assumed that Cjs
is much larger than C,). Function 4 depicts the output impedance of a source
using feedback and cascoding when no substrate capacitance is present. The high-
frequency impedance is drastically increased. All the parasitic capacitors are part
of the feedback loop and thus their influence is suppressed.

It may be clear that negative feedback and cascoding does not decrease the
influence of substrate capacitors. However, when the capacitance of the parasitics
is decreased, some profit can be obtained. When a PNP transistor is used instead
of the NPN, the sign of the current is changed but the output capacitance is
decreased, because the substrate capacitor is connected to the base of the PNP
and thus cascoding may help.
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Figure 5.37: The peaking current source

Still, when all the measures are taken, the output impedance may be too low
at (very) high frequencies. A very straightforward method used in HF design is
putting a resistor in series with the current source. The output impedance is
now, at high frequencies, dominated by this resistor instead of by the parasitic
capacitance.

5.4.2 The peaking current source

The peaking current source is a special type of current source. The circuit is shown
in figure 5.37. The relation between I and I, is given by:

qu I1 IlRl
In (—) =i (-—) _hk 5.90
Ig, Isi % (5:90)
or
I LR
Lo =1 (72) exp (—ik,f—l) (5.91)
51 T

with Ig; and Igs the saturation currents of @, and Q., respectively. The function
is depicted in figure 5.38 with 1‘% = 26mV, Ig;/Iss = 1 and R; = 10kQ. This
function exhibits a peak, which explains the name “peaking current source”. At
this extreme, a deviation in I; is not transferred to I;. The source is biased at this

extreme when:

RI, = % (5.92)

When the voltage across R is equal to the thermal voltage, a change in the current
I, is totally suppressed. No change in the output current is seen. At this extreme,
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Figure 5.38: The relation of the input and output current (I, and L) of the
peaking current source
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Figure 5.39: An example of a peaking current source

the ratio between the input and output cyrrent is given by:

L 1 (151)
2=:(1) (5.93)

An example of a peaking current source of 100pA is given in figure 5.39. The cur-
rent in the left branch, I;, must be 272uA. At 300K, R; must have a value of 95
(5.92). The current source on top of the left branch (figure 5.37) is implemented
by resistor Ry and must have a value of:

_ Voc — Ve

Ba=—Sy ~ 15.8k§ (5.94)

in the case of Voo = 5V and Vg = 0.7V.

Only resistor R; needs to be accurate. This poses no problem because it has a
rather low value. On chip, a relatively wide resistor can be used. For resistor R,
it is not necessary to be accurate because small changes in R, can be seen as small
changes in I; and these are not transferred to I;. For R, a rather thin resistor
can be used.

As a consequence of the suppressing of small changes in I3, this type of current
source exhibits a very high PSRR. Even better results can be obtained by the
enhanced peaking current source. This source is depicted in figure 5.40. The
current mirror (to be discussed in section 5.5) at the top of the source forces the
ratio of the two branch currents to be constant.

The non-ideality which has the most dominant influence on the performance of
this source is the Early effect. When this effect is taken into account, the optimum

153




=t dobo o]

Q] Q,

Figure 5.40: The enhanced peaking current source

bias condition is changed. The optimal ratio of the two branch currents equals in

this case:
— - 5.95
Il - ( [ VA-F —npn VAF‘pnp ( )

with Vapnpn and Vgppnp the forward Early voltages of the npn and pnp transistor,
respectively. A current variation of only 0.05% over a supply voltage range of 10V
can be obtained with this source.

5.5 The current mirror

The current mirror is a rather general-purpose circuit. The current mirror can be
used as:

e current inverter/amplifier,
e bias source,
e translinear circuit.

The current mirror is usually used as a current source. The mirror when used
as a translinear circuit is discussed in another chapter. The basic current mirror,
based upon two bipolar transistors, is given in figure 5.41. The nullor forces the
input current to flow completely through the collector terminal of @, and the
output transistor mirrors that current. When the output transistor is chosen to
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Figure 5.41: The basic current mirror

Iinl llcut

Figure 5.42: The simplest current mirror

be n times larger than the input transistor, and the Early effect of the transistor
is negligible, the output current equals n times the input current:

Iout == nfin- (596)

By choosing the input transistor to be larger than the output transistor, n can be
made smaller than one.

The simplest current mirror is depicted in figure 5.42. In this current mirror,
the nullor is implemented by just a wire. Due to several non-idealities, the ratio
of the input and output current is not exactly equal to n.

5.5.1 Errors in the mirror factor

There are three main sources of error in the current mirror shown in figure 5.42,
namely:

e the base current (finite 3),
e mismatch in the emitter areas,

e the Early effect.
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Figure 5.43: The simplest current mirror with all the currents flowing in the circuit
depicted

Errors due to the base currents

In figure 5.43, the simplest current mirror is again depicted but now with all the
currents flowing in the mirror and a scaling factor of 1. The output current is
equal to the collector current of the input transistor and is equal to:

1, I
Iow = Io1 = I — % - %- (5.97)

Consequently, the transfer equals:
Lia 1
Ln 1+2/8
The higher the current-gain factor is, the smaller the difference between the input
and output current and the closer the transfer approaches 1. The relative error is:

Iin — Tou 1
= . 5.9
I 1+38 (5.99)
It is assumed that the transistors have equal current-gain factors. The influence
of the base currents can be minimized by using a better implementation for the
nullor shown in figure 5.41. This is depicted in figure 5.44. The nullor is now
implemented by a CE stage. For the input and output currents holds:

(5.98)

Icy + 1
In=Ion+ C‘ﬁ—z‘” (5.100)
and
Tow = Icn (5.101)
again with equal emitter areas. The relative error is given by:
Iin - Io‘ut 1
= ; (5.102)
Iin 1438°

The influence of the base current is decreased by a factor S. This equals the
increase of loop gain in the mirror due to Q3.
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Figure 5.44: A current mirror with a reduced influence of the base currents
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Figure 5.45: A current mirror with emitter resistors

Errors due to mismatch in emitter areas

In practical implementations, the two emitter areas are never exactly the same
size. There is always a mismatch between them. Because of the linear dependence
of the saturation current of the transistor on the emitter area, the two saturation
currents have the same mismatch. Assume the two emitter areas, A; and A,,
relate to each other as:

A =(14+A)A, (5.103)

with A the relative matching error. The relative error of the input and output
current is then given by:

In—Iow A—-4 A s

I, A& 1+A™

(5.104)

It is assumed that the matching is not too bad, thus A < 1. The relative error in
the mirror factor is equal to the relative error in the emitter areas.

The error due to mismatch can be reduced by the use of emitter resistors. This
is depicted in figure 5.45. Now the mirror factor is not only determined by the
transistor areas but by the emitter resistors also. For the maze of this mirror holds:

InR + VBg1 = IowR + VBE:2. (5.105)

157



The relative error in the mirror factor, A’, for the current mirror using emitter
resistors is defined as: F 7
A= "“—;J—‘i (5.106)

Combining equations (5.105) and (5.106) results in:

Satnl® _ (ﬁ fi) (5.107)
v . In A
e~ Ve, = Tn(l =AY —In(l— A) (5.108)
s 7y 9 - ~ A-A (5.109)
2=t : (5.110)
L L
ewriting for A’ yields:
1
A'=A|—F=x]. (5.111)
(1 + f‘:‘;&)

The mismatch error is approximately reduced by a factor equal to the ratio of
the voltage across the emitter resistor and the thermal voltage. As was seen in
the previous section, the emitter resistors also reduce the noise level and increase
the output impedance of the mirror. A drawback is the required higher power-
supply voltage. The use of emitter resistors improves the performance of the
mirror considerably, but, for optimal performance, more than 5V supply voltage
is required.

Of course, the matching of the resistors is important. For large voltages across
the resistors, the transistor mismatch becomes negligible, only the mismatch of
the resistors remains. However, usually, the matching of resistors is better than
the matching of transistors because they are larger.

Errors due to the Early effect

The influence of the Early effect on the mirror factor is depicted in figure 5.46. The
input current equals 1mA, and the output current varies between approximately
1 and 1.3mA. It is clear that major errors can occur due to the Early effect, i.e.
the output impedance, of the transistor. There are two solutions for this problem.
They can be used simultaneously:

e Use emitter resistors to increase the output impedance;
e Use a voltage follower which makes the two collector voltages equal.

The mirror with reduced Early effect is depicted in figure 5.47. Because of
the emitter resistors the influence of the Early effect reduces, and the output
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Figure 5.46: The influence of the output voltage on the output current

Figure 5.47: A current mirror with a reduced Early effect
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Figure 5.48: The output current as a function of the output voltage

impedance increases, as discussed in section 5.4.1. A further reduction of the error
is attained by ensuring the equality of the two base-collector voltages. Qs is used
as a voltage follower. The difference between the input and output voltage is one
base-emitter voltage. The second pnp transistor, Qy, is used as a level shift of
one base-emitter voltage to compensate for this remaining difference. Now both
base-collector voltages are equal and the error due to the Early effect is reduced
even further.

The influence of the base currents is the same as it is in the simplest current
mirror. Because PNP Q3 functions as a current follower for the base currents of
Q1 and @, the difference of the input current and the collector current I is still
the two base currents of @; and Q,. The output current of the mirror as a function
of the output voltage is depicted in figure 5.48. Again an input current of ImA
was chosen. The influence of the output voltage on the mirror factor is decreased
dramatically.
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Figure 5.49: A PNP-like mirror with the frequency t ehavior of NPNs

High-frequency behavior

To examine the high-frequency behavior of the current mirror, the current-gain
factor of the transistors, is described by:
1

ﬁ.f:ﬁo'l—m-

The pole at —1/Bo7; represents the finite bandwidth of the transistors. Substitu-
tion of this expression for 3 in the expression for the transfer of the current mirror
(5.98) results in:

(5.112)

Tout 1 1

In 142/ 1+2jwrs (5:113)
The high-frequency behavior is given by a pole at half the transit frequency of the
transistor. Of course, the substrate capacitance and the collector bulk resistance
have influence on the high-frequency behavior also.

In bipolar processes, the npn characteristics are optimized and the pnp tran-

sistor is mostly a lateral transistor with minor HF behavior with respect to the
npn. For example in the DIMES-01 process:

pnp: 74 = 8ns — f, = 20MHz,

npn: 75 = 30ps — f; = 5GHz.

Sometimes in a design, a PNP mirror seems to be needed in the signal path. In
such a case, the current mirror would introduce a pole at 10Mhz in the signal path.
This can be a very inconvenient pole. However, it is possible to make a PNP-like
mirror with the frequency behavior of an NPN mirror. The mirror is depicted in
figure 5.49. The PNP mirror is taken away from the signal path and only used
for biasing an NPN mirror. The NPN mirror performs the mirror function for the
signal. The behavior of the PNP mirror is only important in respect to dc. Of
course, the output impedance of the PNP mirror needs to be high in relation to
the NPN mirror. The pole of this mirror is now at 2.5GHz.
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Figure 5.50: A current mirror extended to a current copier
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Figure 5.51: Errors due to incorrect wiring

5.5.2 Copying currents

When the current mirror is extended with additional output stages, a current
copier is obtained. This copier is depicted in figure 5.50. The matching between
I, and I is equal to the matching of the emitter resistors. This can be very good.
The matching between the input and output currents is as it is for the current
mirror. Again the cascoding is needed for the reduction of the Early effect. When
these current copiers are realized, care has to be taken with the connection of the
base and emitter terminals. If there is a voltage drop across the wiring the effective
base-emitter voltages can differ from each other, as depicted in figure 5.51. In the
copier the reference current is connected far away from the input transistor. The
reference current has to flow through the base terminal wiring. A voltage drop
Verror of only 2mV between the base terminals of Q; and Q, already results in an
error of 10%. The reference current should be supplied via a separate wire.

5.5.3 The MOS current mirror

In the previous sections, the current mirrors discussed were built with bipolar
transistors, but they can be implemented with MOS transistors also. The MOS
current mirror is depicted in figure 5.52. The transistors must always be in the
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Figure 5.52: The MOS current mirror

pinch-off region. The gate-source voltage is higher than the threshold voltage
(normally-off device) and the gate-drain voltage is zero.

The behavior of this current mirror is analogous to its bipolar equivalent. Errors
due to the mismatch of transistor areas and parameters are mostly larger than for
the bipolar equivalent due to the larger spread in parameters. The error due to
the channel-length modulation (“Early effect”) is generally larger too, because the
output impedance of MOS transistors is lower, making cascoding favorable. In
contrast with bipolar, the MOS mirror does not suffer from errors due to gate
currents.

5.6 Self-biasing sources

Sources which need no additional sources for biasing purposes are called self-biasing
sources. The value of the output signal and the biasing currents and voltages are
referred to a internal voltage.

5.6.1 A self-biasing MOS current source

A very simple self-biasing source is depicted in figure 5.53. This source uses a

o

Figure 5.53: A very simple self-biasing current source
normally-on MOS transistor. The reference to which the output current is referred
is an internal voltage. No additional reference is needed for the biasing. For a drain

voltage higher than the threshold voltage, the MOS transistor is in the saturation
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region. In that region the current is given by:

Cox W
*“‘2 = Veg — Veo ) (5.114)
L
For the transistor shown in figure 5.53, the gate-source voltage is zero and conse-
quently the output current is equal to the maximal saturation current:
uCox W 2
Iiss = ——— (Vro)® . 115
a 51 (Vro) (5.115)
The MOS transistor suffers from a relatively low output impedance. To reduce
the effect of channel-length modulation, a transistor with a relatively long channel
needs to be used. To sink a large current the channel needs to be wide too, which
results in a rather large MOS transistor.

I; =

5.6.2 A self-biasing PTAT current source

When a combination of a linear and a non-linear mirror is used, a self-biasing
current source can be obtained also. This is depicted in figure 5.54. The linear

linear

W TR
wf |

non-linear

Figure 5.54: A self-biasing source using a linear and a non-linear mirror

mirror forces a linear relation between the two branch currents and the non-linear
mirror a non-linear relation. The stable situation is the one for which both relation
are fulfilled. These stable situations are given in figure 5.55 by the intersection
points of the two transfer functions of the mirrors. There are two stable solutions:
A trivial solution in which all the currents are zero, and the desired solution with
currents unequal to zero. To force the circuit to the non-zero solution, additional
measures have to be taken.

An implementation of this type of source was given in the previous section,
the enhanced peaking current source. Another widely used source is the PTAT
current source. This source is given in figure 5.56. The source is just the PTAT
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Figure 5.55: The solutions of the self-biasing current source using a linear and a
non-linear current mirror
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Figure 5.56: The PTAT current source

165




voltage source discussed in section 5.3.4, with the two current sources in figure
5.15 implemented by a current copier. Because the voltage across the resistor R
is PTAT, the current through the resistor is PTAT also and this current is copied
to the output. The output current is given by:

kT
Tout = Elﬂ(’}‘a’) (5.116)

with 4 and o the scaling of the upper and lower mirror, respectively. To ensure
the non-zero solution a start-up current is required. This current can be very low.

5.6.3 A self-biasing bandgap reference

A small extension to the source discussed in the previous section results in a self-
biasing bandgap reference. The circuit is depicted in figure 5.57. Through the
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Figure 5.57: A self-biasing bandgap reference

resistors R, and R flows a PTAT current, Ippar and (1 + 4)Iprar, respectively.
The voltage across the two resistors is PTAT also and equals:

Ve, +r, = Vprar = IpraT Ry + (1 + ) IpraTRs. (5.117)

The base-emitter voltage of Q; is added to this PTAT voltage. By choosing the
appropriate values for the resistors, the PTAT voltage compensates the first-order
temperature behavior of the base-emitter voltage. This is just a bandgap reference
of the type discussed in section 5.3.5. Although the quality is minor to the quality
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of the bandgap reference described in previous sections, this bandgap reference is
a very simple one. Some errors in this bandgap are due to:

e base currents,

e errors in the mirror factor,

e the Early effect.

5.7 Reduction of the saturation voltage

The saturation of the transistor as discussed in section 5.3.4, is a desirable effect.
For current sources, however, this is a highly disturbing effect. A single-transistor
current source is depicted in figure 5.58. When the voltage V... becomes too
high the transistor goes into the saturation region. The base-collector junction
becomes forward biased and the collector starts injecting charge carriers into the
base region, resulting in a reduction of the output current.

Figure 5.58: A single-transistor current source

Especially in low-voltage design, saturating current sources are a considerable
problem. Because only a low supply voltage is available, i.e. 1V, the output voltage
of a current source may not go beyond 0.8-0.9V. In such a case, the collector-emitter
voltage remains higher than 0.1-0.2V and the source does not saturate. But the
available supply voltage is reduced by 10-20%. To allow a larger output voltage
swing, a reduction of the saturation voltage is favorable.

In section 5.3.4, an expression for the saturation voltage was given:

_ E 14+ 1/B: + Bsat/B-

The saturation voltage can be made small by a high reverse current-gain factor.
For instance, the transistor from the example given in section 5.3.4 is changed to
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have a reverse beta of 6. The saturation voltage with B, = 20 becomes:
Veg,. = 44.7TmV @ 300K. (5.119)

A reduction of 25%. The reverse current-gain factor is the key parameter in
reducing the saturation voltage. The reverse current-gain factor is, besides by
layout, determined by the doping levels. However, for a given process, the doping
levels cannot be changed by the circuit designer.

The influence of the layout is depicted in figure 5.59 for a vertical transistor.
In figure 5.59a, a tiny emitter is made in a large base and collector. When this

c b e c b e
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B

Figure 5.59: The influence of the layout on the saturation voltage. a) A transistor
with a relatively tiny emitter and b) A transistor with a relatively large emitter

transistor is biased in reverse mode the collector works as the reverse emitter.
Many carriers injected from the reverse emitter have to travel a relatively large
distance to the reverse collector. The carriers injected at point A have to travel a
larger distance to the reverse collector than the carriers injected at point B. The
chance that a carrier from point A reaches the reverse collector is lower, due to
the higher chance of recombination, than the chance that a carrier from point B
reaches the reverse collector. The transistor shown in figure 5.59b has a relatively
large emitter. Now most carriers injected from the reverse emitter have to travel
only a short distance, reducing the total recombination. As the base current is
determined by the recombination in the base region, the latter transistor has a
higher reverse current-gain factor than the former transistor. Therefore, to obtain
a low saturation voltage, the collector and emitter areas have to overlap each other
as much as possible.

5.8 Conclusions on current sources

Several implementations of current constants have been treated above. The sim-
plest current source uses a single resistor to derive the current from a voltage
source. This source, however, requires a high supply voltage in the case of a high
output impedance combined with a high output current. The active current source
is able to realize a high output impedance and a high output current with a rea-
sonable supply voltage. This source uses negative feedback. The feedback resistor
determines the voltage-to-current conversion. When there is 5V across this resis-
tor, noise performance and output impedance are close to the optimal values for
this type of source.
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The performance of the current mirror discussed thereafter, is shown to improve
when emitter resistors are used: the output impedance increases, the mirror factor
is closer to n, and the output noise level and the sensitivity for matching errors in
the transistors reduce.

Finally, some self-biasing current sources were discussed. The advantage of this
type of source is their simple structure. However, some of these sources may suffer
from start-up problems.
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Chapter 6

AIlalOglle ﬁlt ers Bert Monna

6.1 Introduction

The first filters ever made consisted of coils, capacitors and resistors. However,
coils cannot be applied in integrated filters, thus the “conventional” design of con-
tinuous time filters does not fully cover the necessary design theory, especially
not for active inductorless filters. Still, we give an historical introduction in order
to highlight the development of 20th century filter design, because design theory
developed for passive filters can be partially used for active filters. Alternatives
implementations are presented for continuous time filters, and their pros and cons
are discussed. An example of a passive filter, consisting of coils, capacitors and re-
sistors is given. The example filter is transformed to a fully integrated continuous
time equivalent filter. One of the most important design items in active integrated
filters is the dynamic range, i.e. the noise level compared to the signal level present
at the same moment. The computational labor required to determine the dynamic
range is beyond the range of perspective, due to the elaborate matrix calculations,
thus computers are required for calculations. The matrix computations are neces-
sitated by the use of the state space description to describe the filter topology and
transfer characteristic. The use of active components limits the dynamic range,
and therefore the demands for optimization. The mathematical methods as well
as the electronics are here presented.

Attention is paid to the implementation of integrators for continuous time

filters in bipolar and in (bi-)CMOS technology. Finally, some practical problems
in realizing continuous time filters are discussed.

171



6.2 History of filter design

Around 1890, several people were involved in improving the quality of transmission
lines by adding coils. Only in 1899, did M.I. Pupin succeeded in improving the
attenuation characteristic of telephone and telegraph wires by inserting coils. His
success resulted in a world-wide use of “Pupin Lines”. The behavior of these
lines was more elaborately researched by G.A. Campbell, who, in 1903, published
an article which described the frequency behavior of the lines. He invented the
low-pass characteristic of the cable. He also realized the use of the cable as a
band-pass filter, by replacing the coils by a combination of coils and capacitors.
The problem of making filters with bulky cables led Campbell and K.W. Wagner
to the simulation of the cable by a ladder construction of impedances. This was
also indirectly suggested by Pupin, and the resulting filter was called the “electrical
wave filter”. The year 1915 may be considered the day of birth of the first electrical
filter.

Design methods were invented by many people, amongst others by 0.J. Zo-
bel. The design method he developed was the beginning of the transmission line
theory, that spoke in terms of characteristic impedance and wave propagation to
describe the attenuation of the filter. He introduced a method to design filters
with an infinite number of coils and capacitors. More filter theory was developed
by S. Darlington and S. Butterworth. Butterworth made fourth-order filter sec-
tions, that were intercoupled by amplifiers (realized by tubes). Thus he was the
first person to design active filters. Also from his hand are the well-known Max-
imally Flat Magnitude (MFM) attenuation characteristics (1930). Around the
same time, W.R. Bennett solved the problem of realizing passive maximally flat
transfer functions for filters of any order. W. Cauer also designed passive filters,
but he used Tchebysheff approximations to describe the transfer function. Be-
tween 1930 and 1940, Cauer published several articles on the design of filters with
some desired attenuation curve. In 1939, Darlington published an article in which
he used Tchebysheff approximations to design transfer functions. The impact of
Darlington’s and Cauer’s work was great, although the computing power in those
days was too small to make full use of the theory.

Current monolithic technology does not allow the use of coils. The drawback of
the generation of only poles on the real axis when making filters with only resistors
and capacitors can be circumvented by using active components. Sallen and Key
delivered a general design method to construct active R-C filters. It was based on
cascading second-order stages. This method was not very popular in those days,
because of the use of tubes. The emerging silicon technology, though, made it very
attractive.

In 1977, the first switched-capacitor filter was applied. These filters still use
a continuous signal amplitude, but process the signal at discrete time events. In
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1979, Tan and Gray found solutions to tuning filters by placing automatic tuning
circuits on chip. Tunability was realized by applying JFETs. Further important
research was carried out by Moulding, Voorman, Tsividis, Nauta and Groenewold
(tuning method, use of Gilbert Gain Cell for constructing integrators, MOSFET-C
filters, high-frequency filters and dynamic range optimization, respectively).

6.3 Possible filter design

The drawback of making filters with coils and capacitors is the impossibility of
integrating the coils. This resulted in the demand for fully integrated filters.
Crystal and ceramic filters (both mechanical) are also commonly used filters. They
usually have very high Q, do not need supply voltage, are cheap, but they cannot be
integrated on chip, which is the major drawback. The previously mentioned Sallen
and Key filters, which apply active components, can be used to design on-chip
filters. They only use resistors, capacitors and transistors as active components.

Besides the digital filters, which apply mathematical operations on signals (no
voltages or currents), the analogue active filters can be separated in two classes.
The first class is that of the continuous time filters. Continuous time filters process
the signal continuously in time, and use capacitors, resistors, coils and amplifiers
to realize the filtering function on the basis of currents and voltages. The second
class is the sampled-data class, consisting of the switched capacitor, switched cur-
rent and switched voltage filters. The switched capacitor filters, for example, use
switched capacitors to “simulate” resistors '. The capacitor is switched between
the two connections, where the “resistor” should be. The charge transfer on the
system clock signal, causes the capacitor to behave like a resistor. An integrator
made in this way is depicted in fig.6.1.

The continuous time equivalent is depicted in fig.6.2. The equivalent resistor
value yields:

1
R, = 4|
.. (6.1)
The resulting transfer function of the circuit yields:
1 f:Cs
SR.C“ o SC" (62)

The advantage of the last version is that no clock signal is necessary. Clock
feed-through quite often causes the desired signal to deteriorate. What is more,
the use of sampled data systems requires pre-filtering. The sampling causes higher

1This only describes half of what is possible. Using sampled data systems, it
is also possible to make transfer functions that cannot be realized in continuous
time systems, as for example FIR (Finite Impulse Response) filters.
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Figure 6.1: Example of switched capacitor (SC) integrator
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Figure 6.2: Equivalent continuous time (CT) integrator

frequency bands to be folded to the base band, i.e. aliasing. Thus, continuous
time pre-filtering is required. The advantage of switched-capacitor filtering is its
accuracy. The transfer function is fully determined by the matching of capacitors
and an accurate clock signal. Usually, these requirements can be fulfilled. By
changing the clock signal, the filter is tuned.

The dynamic range of continuous time and switched-capacitor filters appears
to be the same for equivalent structures and high sampling rates. This can be
explained because of the simulation of the resistor by a capacitor. On every clock
pulse, some amount of charge is transferred to the following circuit part, depending
on the value of the capacitor. Keeping in mind the aliasing problem, the capacitor
can be viewed of as a resistor.

From this point, only CT filters are considered.

6.4 Overview of design trajectory

Filter design consists of several steps. The trajectory from specification to circuit
is here discussed. Some of the steps will only be mentioned, because they are
treated more thoroughly in following sections, others are merely mentioned to give
a complete overview, but are actually beyond the scope of this book.
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6.4.1 Specification of filter

The application in which the filter has to be used determines its specifications.
The specification of the filter are several, for example: attenuation curve, dynamic
range requirements, power consumption and supply voltage. The highest level
specification must be handled first, which is the attenuation curve. In many ap-
plications, this attenuation behavior is given as depicted in fig.6.3. A filter curve
must be designed such that the required attenuation curve is reached. It is usu-
ally attractive to use “standard” filter transfer functions. Well-known types are:
Butterworth, Tchebysheff and elliptic or Cauer. The design of these filter types
is usually based on a frequency normalized low-pass filter curve. Transformations
are applied to the low-pass curve to turn it into, for example, a bandpass filter.

6.4.2 Frequency transformations

Almost any filter transfer can be derived from a low-pass equivalent filter. The
transformation required is here given for the four most common filter structures.
The transformations are based on the replacement of the original Laplace variable
s by a new one. The normalized low-pass filter curve has its passband at lower
frequencies and stop-band at higher frequencies, but the other filter types do not.
The replacement of the original s by a “new” one, p, allows this p from 0 Hz to
infinite frequencies to follow a contour along the original low-pass curve. For three
often used filter types this is shown below.

1
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Figure 6.4: Pole zero diagrams of various filter types
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Figure 6.5: Visualization of frequency transforms

e low-pass to high-pass

The transformation used is s < 1/p. For low p (low frequencies), the s of the
low-pass filter is large, which results in a large attenuation. For p large, the
s is small, i.e. a passband behavior. These two regions result in a high-pass
behavior.

low-pass to bandpass

The transformation used is s < p+p?/p. For small and for large p the equiv-
alent s is large, which results in attenuation behavior. For p approximately
around po, the equivalent s is in its passband. Therefore, this filter shows
only passband behavior around po: a passband filter.

low-pass to bandstop
The transformation used is s « ;ﬁ{p-:ll-—lfpj' For low and high p, the equiv-
alent s is low, thus resulting in passband behavior. For p around po, the

corresponding s is high, therefore resulting in stop-band behavior.

The corresponding pole-zero pattern for a 3rd-order example system are shown in
fig.6.4. The visualization of what actually happens when the low-pass equivalent
s is replaced by the actual p variable is depicted in fig.6.5.
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6.4.3 Mapping onto topologies

When the filter polynomial is known, or the pole and zero positions, which is
actually the same, a topology should be found to map these information on. A
topology is an idealization of a filter. It consists of ideal integrators (branches
valued 1/s) and an interconnection circuit. There are many ways to realize a filter
function. Some possible topologies are shown in one of the following sections The
choice of a topology is mostly based on experience of “good behavior”. There are
some topologies that are known for their low sensitivity and good dynamic range
behavior.

6.4.4 Implementation

The steps discussed so far only resulted in abstract filter structures. The structures
consist of ideal integrators and interconnection circuitry. They are still implemen-
tation independent. The last step is to find an implementation of the integrators,
in bipolar, MOS or BiMOS technology. This is also discussed in the coming chap-
ters.

6.5 Construction of continuous time filters

The most convenient way of designing continuous time filters is to use the known
filter theory of passive filters. The design path followed uses standard filter tables
to determine component values in order to attain the desired transfer function.
The dynamic range —defined as the maximal signal with respect to the noise level
that the filter is able to handle at the same time- is in the case of passive filters
not limited by noise, because reactive components ideally do not introduce noise.
The maximally possible signal levels at the capacitors and inductors are (almost)
infinite; they are limited by the dissipation in the resistors and the “breakdown”
in the capacitors and saturation of the inductors. Noise of the (also parasitic)
resistors puts a lower limit on the smallest signals to be handled.

In active integrated filters, the poles and zeros are determined by resistors and
capacitors, as well as by the active components. The use of resistors introduces
noise, as does the use of active components. The active components are also
assumed to operate within a certain supply voltage, thus limiting the maximal
output signal. Hence, a translation is necessary to use the conventional filter
theory for constructing active continuous time filters.

The above-mentioned problems necessitate the use of some other description,
instead of only the transfer function. The state space description appears to be
suitable. It not only establishes the desired transfer function, but also the topology
of the filter, which appears to have a dominant influence on the dynamic range.
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6.5.1 The state space description

The state space description is used to combine the transfer function and the topol-
ogy of a filter in one description. As the filter can be viewed as a linear differential
equation, the state space must be able to represent this. The variable s is the
Laplace variable, which determines the poles and zeros of the filter. Suppose a
transfer function of two polynomials (the order of the denominator is n, which is
higher or equal to the order of the numerator). This transfer function can be rep-
resented in a signal flow graph as a connection of n integrators or differentiators.
From this point, it is assumed that only integrators are used, as differentiators
appear to be difficult to implement because of the critical stability considerations.
This does not imply restrictions on the quality aspects of the filter or design free-
dom. The connection of the integrators can be described in the following equations:

sX = AX + BE; (6.3)

E, = CX + DE; (6.4)

Thus, the new input of the integrators (sX)is a function of the old output signal

of the integrators (X) and of the input signal (E;). The output of the filter (E,)

is a combination of the output of the integrators and some fraction D of the input

signal. The factor D can always be neglected in DR calculations, as this signal

through this branch does not interfere with the internal structure of the filter.
A,B,C and D are matrices, which look like:

a1 @12 -+ Qn
A | BB T (6.5)
Qn1 Qn2 " Onn
b
B=| (6.6)
bn
C=(c - ) (6.7)
D = (d) (6.8)
The resulting transfer function is:
E
H(s)= E" =C(sI-A)'B+D (6.9)

This is rendered schematically in fig.6.6.
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Figure 6.6: Scheme of state space description

6.5.2 Ladder realization from passive filter

There are some known methods to determine a topology and to realize a transfer
function. One method is to derive the state space description from a passive filter,
after which an active implementations is constructed.

There are two means of realizing active integrators. First the use of active
integrators, i.e. an opamp with a capacitor in feedback, or second an active g,
followed by an integrating capacitor. The design trajectories are shown in fig.6.7.

6.5.3 Cascade Realization

The cascade realization can be directly found by splitting the denominator into
first- and second-order transfer functions. Applying this method, a third-order
Butterworth filter (normalized) is written as:

1

)= (s + 1)(sg+s +1) (6.10)

This results in the signal flow graph shown in fig.6.8. By implementing the 1/s
branches by active integrators, an active filter results.

6.5.4 Direct realization

The direct realization extracts the signal flow graph directly from the transfer
function. Taking the Butterworth characteristic:

3
g

H(s) = 2 : 6.11
(2) 8% + 2w.8? + 2w?s + w? (&10)

This can also be written as:
by

s% — ag3s? — ax3s — ay3

H(s) = (6.12)

179



¥ | l
-
1 ) B
¥ Ly R
P
| T ¢ Vi
% el 3 X3 C3
- out
ap Alfs ¥ 1/s 1/s4 a4
in - - »
b, ap X a3
G,y Guag
%%— out
L BES - oLk
Gan ICI IC2 Icﬁ Ga‘JB
o] — <>
G G2 G
bl a3l

Figure 6.7: Transformation from passive filter to active filter
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This results in the signal flow graph shown in fig.6.9, from which an active filter
can be derived.

The former examples of the implementation of the transfer functions show that
it is possible to use several topologies to realize the same transfer function. This,
however, does not imply that the various topologies behave the same. Various
topologies, for example, appear to show different dynamic range behavior, but
also different sensitivity behavior.

6.6 Integrators

Filters can be considered to be composed of integrators or differentiators. Integra-
tors are used because differentiators are inherently difficult to implement, due to
stability problems. In continuous time filters, using the Laplace domain descrip-
tion, the integrating function can be defined as the transfer ag/s. There are two
integrating elements in electronics, i.e. coils and capacitors. As high-quality coils
cannot yet be integrated on a chip, capacitors almost always are used to imple-
ment the integrator function. The current that flows through a capacitor results
in an integrated voltage across the capacitor terminals. If the coil were taken as
an integrating element, the voltage across the coil would result in an integrated
current through the coil.
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Figure 6.10: The four classes of integrators

Choosing the capacitor as the integrating element implies using a current as
input quantity, and getting a voltage as output quantity. This necessitates using
voltage-to-current conveyors, or (trans-)conductances in order be able to connect
the integrators. The simplest solution is to make use of resistors.

Actually, four types of voltage-voltage integrators are possible. These are de-
picted in fig.6.10.

The four types differ in the way they implement the ideal integrator function,
by making use of active components. The admittance-impedance integrator does
not use active components. However, with this type of integrator, it is not possible
to make filters with complex poles. Therefore, this type of integrator is not used.

The second type of integrator is the admittance-transimpedance integrator. In
this type of integrator, the realization of the actual integration function is active.
The advantage is that the “opamp” used is a well-known electronic function, that
can be easily integrated. The opamp can be designed to operate rail-to-rail at the
output terminals, so full advantage is taken of the supply voltage. This allows
for optimal dynamic range performance. The resistor used can be integrated as
a diffused resistor, but it could also be implemented as an MOS transistor in the
triode region thus yielding the MOSFET-C filters.

The third type, the transadmittance-impedance integrator, makes use of active
“resistors”, or transconductances. The advantage of transconductors is that they
are able to operate at high frequencies, because in these integrators the parasitic
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capacitors of the transconductor are in parallel with the time constant determining
capacitors. In this case, they can be accounted for in the dimensioning of the
required capacitance. A major drawback, however, is that it seems impossible to
implement transconductors with rail-to-rail input capability.

The fourth type of integrator is the transadmittance-transimpedance integra-
tor. This integrator has no advantages over the second and third integrators
mentioned. The disadvantage is the use of two active parts. Both parts add dis-
tortion, as distortion is chiefly formed by active components and, moreover, the
power consumption and the noise production increase.

Because of the above considerations, the second and third type of integrators
are preferred.

6.6.1 Demands on integrators

As filters are composed of integrators, they rely on the properties of the integra-
tors. It is not only the demands on dynamic range that are important, but also
the demands on accuracy, tuning, etc. For all integrators it applies that process
tolerances have to be dealt with, and in some applications filters have to be tuned.
Here are two options: varying the capacitance, or varying the resistor. In order
to design high-performance filters, the integrators have to have sound properties
with respect to filter specifications.

One of the most important issues appears to be the dynamic range of the
integrators. The dynamic range is defined as the ratio between the concurrent
maximally possible signal level and the lowest possible signal level (equal to the
noise level).

V2
DR = ﬁ (6.13)
It can be clearly seen that the DR is not only dependent on the noise level, but
also on the maximally possible signal level. Generally, it is easier to extend the
output capability (V2,,) of the integrator than the noise performance.

The implementing of integrators requires special attention be paid to the dy-
namic range. Implementations in various technologies are discussed in the follow-
ing subsections.

6.6.2 MOS Integrators

MOS transistors in strong inversion are known to operate in two regions, i.e. the
saturation and the triode regions. In addition, MOS transistors can be operated
actively as well as passively. The difference is that actively operated MOS tran-
sistors have the input signal at the gate terminal, and passive transistors have the
input signal at the source terminal. By making this division, four different types of
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Figure 6.11: Passive triode integrator

MOS integrators are possible. In low-voltage applications, problems occur due to
the threshold voltage of the MOS transistor. In some configurations, it is possible
to use a charge pump to supply non-current consuming gate bias voltages.

Passive triode integrator

In the triode region, the MOS transistor behaves according to the following equa-
tion:

W 1
Ta = T HC%s [(Ves = VVau = 5(1L+ 8)VE) (614)
This can be rewritten as:
I w 1
L = UGl (Ve = V) - 51+ O)Vas| = F(Va) (6.15)
ds L 2

§ is a bias-dependent parameter with a value of about 0.12. In the triode region,
the V, > V3 +V, and V, > V, + V; for NMOS transistors. From this equation, it
becomes clear that it is possible to use the MOS transistor in the triode region
for the voltage-to-current conversion, after which the current can be integrated
into a voltage by a capacitor. The transconductance, however, is a function of
the drain-source voltage. This implies non-linearity. Most of the even-order non-
linearities can be eliminated by using balanced structures. An example can be
seen in fig.6.11.

Active triode integrator

The active triode integrator is described by the same equations as the passive
integrator. The only difference is the coupling of the signals to the transistor. The
gm of the MOSFET is used to couple the integrators. The distortion can also be
reduced by applying balanced structures. An active triode integrator can be seen
in fig.6.12.
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Figure 6.13: Active saturation integrator

Active saturation integrator

For MOS transistors in saturation, the following equation describes the relation
between the drain current and the terminal voltages:
W (Ve —Vo)

Idz——ﬂ

L HC 3110 \0:16)

In the saturation region V, < V. Also in this integrator, even-order non-linearities
can be canceled by using balanced structures. An example is given in fig.6.13.

This integrator has good high-frequency characteristics, because parasitic ca-
pacitances are in parallel with the desired capacitances, such that no parasitic
poles occur. Because NMOS and PMOS transistor non-linearities partly cancel
out, the distortion reduces but further measures are necessary to decrease the
resulting distortion.

Passive saturation integrator

A passive saturation integrator uses the source terminal as the input and is biased
in the saturation region. An example is given in fig.6.14.
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Figure 6.14: Passive saturation integrator

Reviewing MOS integrators

There are four types of MOS integrators. One of the transconductors has to be
chosen according the application. Generally, the distortion can be diminished
by using balancing. The triode integrators are followed by a virtually grounded
integrator, because their transconductances depend on the Vg,, and thus is not
allowed to vary. This is not the case with saturation integrators, so no use has to
be made of opamp integrators.

Bipolar integrators

By using bipolar transistors, the g,, of the transistor can be employed to realize
the desired voltage-to-current transfer. The other option is the use of the bipolar
transistor as an amplifying element in feedback configuration. In this case, the
actual voltage-to-current transfer is realized by another element. It is impossible
to make use of the bipolar transistor as a resistor to the same extent as is possible
with MOS transistors in the triode region. Tuning of such a filter is possible by
varying the capacitance, as depicted in fig.6.15.

An example in which the g, of a transistor is used to tune the filter is shown in
fig.6.16. The resistor R allows for the voltage-to-current conversion. The current
mirrors with input transistors @1 and Q» give a scaled transfer to the integrating
capacitor, because of the different bias currents of the input and output transistors
of current mirror transistors. This changes the differential resistance of @1 and Q3,
by which the coupling of the transistors changes. In both examples, some form of
common-mode feedback is prerequisite to ensure a stable and desired bias voltage
on the capacitor terminals.

A low-voltage integrator is depicted in fig.6.17. This integrator operates at 1-V
and is of the “opamp RC” type. Bipolar transistors are used for high-gain balanced
amplification. Diffused resistors and pinch resistors ensure the voltage-to-current
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Figure 6.17: Bipolar integrator for 1-V applications
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Figure 6.18: BiCMOS integrator (I)

transfer.

BiCMOS integrators

When BiCMOS is permitted, the advantages of both MOS and bipolar technologies
can be used. Two examples are given in figs.6.18 and 6.19. The first one is the
same as the bipolar integrator shown in fig.6.15. The tuning of the filter has been
taken care of by implementing the resistor by means of an MOS transistor in the
triode region. The other one is an MOS integrator of the active triode type. The
integrator is tuned by the bipolar device. The bipolar transistor behaves like a
voltage source, to ensure the drain voltage on the “kernel device”, i.e. the device
that actually fulfills the voltage-to-current transfer. By adapting this voltage, the
integrator transfer changes.
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Figure 6.19: BiCMOS integrator (II)

6.7 Optimization of dynamic range

The use of coils and large capacitances has the disadvantage of not being inte-
gratable. The advantage of using coils and capacitors for realizing filters is that
coils and capacitors have considerable signal-handling capabilities. The dynamic
range of passive filters can in theory be infinite, because only coils and capacitors
determine the location of the poles and zeros. The terminating resistors at the
input and the output of the filter introduce some thermal noise, but this is very
little.

The dynamic range of active filters is not infinite. Limitations arise at the
two sides of the dynamic range. The output capability is limited by the supply
voltage. No signals appear that go beyond the supply voltage. The noise level is
introduced by the use of resistors to determine the filter transfer. The amount of
noise becomes worse when active devices are used; this gives rise to a noise factor.

Although not evident, the dynamic range appears to be dependent on the
topology of the filter. It can be proven that to every filter transfer there is some
corresponding maximal dynamic range together with a given supply voltage, total
capacitance and noise factor of the active devices. Only for one topology can it be
proven that this maximum dynamic range can be reached. No attention is paid
here to the exact calculations, we address only some clarification of the principles.

6.7.1 Matrix transforms

The state space description is suitable to describe the filter topology and transfer
function. It is used to calculate new or adapted topologies in order to optimize
the dynamic range.

There are two methods of optimization. The first one is called scaling. Scaling
does not change the topology of the filter. Simple “start” topologies are locally
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optimized. This method does not usually reach the maximally possible dynamic
range. Full optimization is, however, able to reach this limit. In this case the
topology is completely changed. All possible connections between integrators may
be used to obtain the maximal dynamic range.

The change of topology, without changing the transfer function, can be de-
scribed by the following transformation with the transformation matrix T':

A' =T AT (6.17)
B'=T"'B (6.18)
C'=CT ' (6.19)
D'=D (6.20)

By which the states of the filters are transformed according to:
X =TAX (6.21)
By these transforms, the transfer function of the filter remains the same:
H'(s) = H(s) (6.22)

Thus the transfer function remains the same, as the topology is changed, in
order to attain the maximal dynamic range.

6.7.2 Dynamic range of integrators

The dynamic range of integrators consisting of a resistor and a capacitor (active
or passive) is partly determined by the maximal signal levels the integrator is
able to handle. Because integrators are coupled in a filter, all integrators must
have approximately equal signal-handling capabilities. When the maximal signal
amplitude is V.o, the maximal signal level is by definition V2 _/2.

The noise of the integrator can be modeled as a noise voltage source at the
input, with a double-sided spectrum of:

1 2kT¢

Snilw) = 5 IG]

(6.23)
in which £ is the noise factor of the integrator with a minimal value of 1. This
noise factor is the surplus noise of the active devices. The mean squared noise
voltage can be determined by integrating over the noise bandwidth B, which can
be chosen equal to the unity gain frequency of the integrator (|G|/C):

1 foC _ 2kT¢

—tl, 1 oo
7 _ Jr . i =
Vi = 27 -/:oo Snides 2w J_g¢/c nidi C (6:24)
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From this it can be concluded that the noise level is dominantly determined by
the capacitance. The dynamic range of the integrator becomes:

Vi C
— max -2
DR = Tme (6.25)

A first-order filter (integrator) like the one shown in fig.6.2 has a noise voltage
source which equals:

1 2kT
=—— 6.
Se(w) =5~ (6.26)
The output noise spectrum becomes:
1 2T/G
sy, SOMERNT 2
5o@) = 22 T WO/ ) (¢21)

Integrating over the total frequency band, the total output voltage noise V2 ap-
pears to be kT/C. The dynamic range becomes, by a maximal signal level of
ly2 .
2 Ymaz
Vi€
DR =-2=— :
R kT (6.28)

The difference between this formula for the DR and the former is the difference
constituted by the definition of bandwidth. In the last situation the bandwidth
is known, because the filter network is known. If the integrator is not placed
within the context of the filter network, the noise bandwidth is unknown, so an
assumption has to be made. This assumption does not have any influence on the
optimization of the dynamic range, only on the absolute value of the dynamic
range that results.

Optimization of the dynamic range of filters

Two items are important when optimizing filters: the maximal signal capability
and the noise. The problem can be viewed as that of looking through a window.
This is depicted in fig.6.20 . All windows have a view which extends from left to
right; it can be large or small. The total range is determined by the highest noise
level of all integrators, and the lowest output level of all integrators. Although all
integrators can have a large dynamic range, not all integrators make optimal use
of it. Better performance results when all the integrators are scaled to each other.
The original output levels of the integrators of a third-order filter are depicted in
fig.6.21. It can be seen that the first integrator has to handle larger signals than
the second and the third integrator. By scaling the top levels of the integrator’s
output levels, the configuration shown in fig.6.22 results. This kind of optimization
is especially suited for sinusoidal input signals.
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Figure 6.20: Window of several integrators
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Figure 6.21: Unscaled integrator outputs
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Figure 6.22: Scaling to the tops

Another possibility of scaling is that of scaling on the integral over the signal
outputs over the total frequency spectrum. This can be viewed as the total signal
level the integrator should be able to handle, which is represented by the total area
under the output level of a single integrator. Such scaling results in the frequency
characteristic shown in fig.6.23. This optimization is most suitable for white noise
input signals, and is, for example, a good model for a radio input spectrum.

The optimization carried out only considers the output signal handling capa-
bilities of the integrators. This is usually called scaling. Referring to the state
space description, the transfer from the input of the filter to the output of the
integrators is equal to:

fi
F=| : |=(sI-A)"B (6.29)

fn

From this the “controllability matrix” can be constructed:
i f” FF*dw (6.30)
21 J-oo

This equation can also be obtained by the recursive formula:

AK + KAT = —BBT (6.31)
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Figure 6.23: Scaling to the power transfer
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Figure 6.24: Effect of scaling

This matrix describes the (power-)transfer from the input of the filter to the output
of the integrators.

Scaling does not have any effect on the topology of the filter. This is clear as
the scaling action is as shown in fig.6.24. By equalizing the output levels of all
integrators, no single integrator will limit the dynamic range at the upper limit.
This is the basic idea behind scaling. It is clear that scaling actually replaces a
branch in the filter by another branch with another amplification factor. By means
of this amplification factor, the actual integrator is optimally used, with respect
to output capability, without changing the topology.

Full optimization —in contrast to scaling— makes use of the noise transfer of the
integrators to the output too. Not only is the output capability of the integrators
important, but also the noise level. Equalizing the noise levels as well as keeping
the output signal capabilities equal makes full optimization feasible. The transfer
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of the noise sources at the inputs of the integrators to the output of the filter is
described as:
G=(g1-"9gn)=C(sI - A)? (6.32)

Now the observability matrix W can be defined as:
1o .
W_gf_mecdw (6.33)

This matrix can be found recursively too by:
ATW + WA= -CTC (6.34)

To minimize the total noise of the filter, the main diagonal of the matrix W must
be equalized. The main diagonal entries can be viewed as the noise transfers of
the inputs of the various integrators to the output of the filter. The difference in
the noise of the various integrators also has to be taken into account. This can be
done by choosing an ideal capacitance division over the integrators.

Because both the W and K matrices are used to optimize the filter, the topology
changes. The result is usually a filter with non-zero coefficients in every matrix
entry. Thus, a fully connected network of integrators evolves. This is most often
a structure too large and difficult to implement on a chip. The dynamic range is
often only used to compare with the actual scaled design, which gives an indication
of the quality of the filter structure used. Because a method is known to obtain
a topology that actually yields an optimal filter, it is important to know the
fundamental limits in advance, so that a filter designer is able to know in advance
if it is possible to realize the specifications.

6.7.3 Fundamental limits

Tt is possible to derive fundamental limits for the dynamic range of bandpass filters.
The dynamic range can be maximally:
V2..C

DR = i S(H(W)) (6.5)

The first part of the expression shows that the output capability and the total
capacitance increase the dynamic range when they are enlarged. The noise factor
of the active components must be as small as possible. It is also clear that the Q
of the filter should be kept as low as possible from dynamic range point of view.
The second part of this equation is only dependent on the transfer function of the
filter.

The total minimal power consumption is also known. The maximal signal level
is equal t0 Vjnee. Current flows optimally only through the integration capacitors,
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at a frequency of at most w,, the cut-off frequency of the filter. Thus the supply
current becomes:
wcGiVmaz

Ly = === (6.36)

This is the minimal current through integrator 7, because the current through the

resistors is not taken into account, nor is the surplus current of the biasing for the
active circuits.

6.8 Tuning

The function of filters is to separate signals on the basis of frequencies. The fre-
quencies of interest have to be passed through the filter, as other frequencies are
attenuated. The specifications are defined by the system in which the filters are
used. As the components in circuits can, for example, have a 20 % tolerance, filters
have to be tuned. Often, filters have to be tuned over a certain frequency range,
for example, in a radio receiver. The above two comments imply that tuning to
some reference frequency is desirable. In order to accomplish tuning, a reference
frequency has to be available, and the filter must have the possibility of being
tuned. The filters described in earlier sections can be tuned in two ways. Firstly,
by varying the capacitance in the integrators. This is possible when using junction
capacitances, but this causes problems, because junction capacitances have a po-
larity, they usually cannot be used floating and they are strongly non-linear with
voltage. Secondly, the transfers G, can be used to tune the filters. In practice, this
mostly means that resistors are varied. Examples are MOS transistors in triode,
which can be tuned by varying the gate voltage.

There are several tuning options, two of which are discussed below. Both
methods rely on the matching of components, which determine the time constants
of the filter. A Voltage Controlled Oscillator (VCO) or a reference filter can be
used for tuning. Both these methods are depicted in fig.6.25.

In both cases, the same components are used in the VCO or the reference filter
as in the desired filter. If, for example, an eighth-order bandpass filter has to be
tuned, a second-order reference filter can be chosen, with a center frequency equal
to the filter to be tuned. It is also possible to use a VCO (undamped filter) that
oscillates at the frequency the filter should be tuned at. By means of a feedback
loop, the VCO or reference filter can be tuned. Because of the matching to the
desired filter of the VCO or the reference filter, the master filter is tuned too. The
two possible feedback loops are shown in fig.6.26.

Of the two methods presented, the VCO tuning has the advant age of not being
sensitive to phase errors due to, for example, the phase comparator. VCO non-
linearities, however, influence the tuning error. The realized loop actually is a
classic phase-locked loop (PLL).
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Figure 6.25: Two methods of tuning filters
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Figure 6.26: Two feedback loops for tuning filters

6.9 Problems

Methods for designing filters all assume that the elements to construct a filter
are ideal. In practice, this assumption is not true, and this has to be taken into
account by the filter designer. The problems a filter designer encounters are best
illustrated by a real integrator design. Take, for example, a transconductance-C
integrator. It is desirable that the transconductance has infinite input imped-
ance and infinite output impedance. In addition, ideal integrators have an infinite
bandwidth. Having no parasitic capacitances at the input and the output ensures
that these high frequencies can be spanned. The choice of the transconductance-C
(9m — C') integrator ensures the parasitic capacitances of the used MOS transistors
in parallel with the desired integration capacitance. Suppose, for example, a pa-
rasitic drain-source capacitance in the active saturation integrator of figure 6.13.
This implies that these capacitances can be used for the transfer of the integrator.
The ideal transfer yields:

Hi(s) = % = f% (6.37)

with s = jw. The integrator has infinite dc amplification, and no parasitic poles or
zeros. This implies an integrator phase of —90° over the whole frequency region.
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Figure 6.27: Ideal transfer and non ideal transfer

The frequency of unity gain is at:

_9m
wr =21 (6.38)

The transfer of the integrator with parasitic poles and zeros can be described as:

Vo(s) , 1l—sm

Hoii= Vi(s) 77 1+sm

(6.39)
The transfer is shown in fig.6.27.

Although there are more parasitic poles and zeros, only one zero is chosen to
represent the phase lead or lag. In order to model the phase error accurately, the
zero can be placed in the left or the right half-plane. To accomplish an accurate
filter transfer, the phase is not allowed to deviate much from —90°, only some
tenths of a degree, depending on the transfer function. This is a very important
design aspect of the integrators.

6.9.1 Effects of non-idealities

The effects of the non-idealities show themselves in the final filter design. The
various non-idealities all have their own influence on the filter transfer. The effect of
small dc gain occurs most dominantly in bandpass filters with high Q: it decreases
the Q of the filter.

Parasitic poles and zeros influence the position of the poles of the desired
transfer. This can result in a Q enhancement, but also a Q decrease. It is even
possible that the filter becomes an oscillator. In that case the poles are driven to
the right half plane.
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Figure 6.28: Example of direct receiver

Many other non-idealities are possible. The effects of these are often not easy
to find in the transfer function. An important effect is non-linearity.

6.10 Example of a receiver with active filters

Until recently, active filters could not be employed in radio receivers, because of
their low dynamic range. Fully integrated receivers almost always use external
filters for selectivity. Considering fully long-wave receivers (150 kHz to 300 kHz),
it appears to be possible to use direct receivers with moderate quality, see fig.6.28.
Using a channel bandwidth of 7 kHz at 100 kHz gives a Q of 15. Using filters with
a total capacitance of 80 pF and a supply voltage of 3V, a dynamic range of 80
dB is possible.

Attempts to design medium-wave receivers with the same capacitance and sup-
ply voltage have had dynamic range problems. As the channel bandwidth is 7 kHz
too, and the center frequency is around 1 MHz, the resulting Q is about 10 times
as large. This gives a dynamic range deterioration of 20 dB. The power consump-
tion also increases by a factor of 10, because the same integrator capacitances are
applied at a frequency 10 times as high.

A high-quality medium-wave receiver requires a dynamic range of at least 120
dB, as is usual in car radio. To realize these specification with active filters,
it is necessary to use at least 806 nF total capacitance with a minimal power
consumption of 5.2 W. It is currently not possible to realize these specifications.

6.11 Conclusions and considerations

Since the early days of filter history, there has been much progress. After the in-
troductions of the first non-integratable filters, it was soon discovered that active
filters could be made. Only after the start of monolithic technology, however, has
the use of active filters become widespread. The use of coils is not a very attractive
alternative in current monolithic technologies, so special structures have to be used
to overcome the associated problems. Active structures limit the dynamic range
of the filters. As chip area is an important economic measure, it is important that
the total of chip area used is limited. This requires design methods that profit
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fully from the available components. Quite elaborate mathematics are necessary
to calculate these maxima. More problems are encountered in the non-idealities
of components. We think of parasitic capacitors or non-linearities. These prob-
lems become increasingly important at higher frequencies and lower power supply

voltages.
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Chapter 7

Automatic gain controls  wouter serdipn

7.1 Introduction

Automatic gain controls (AGCs) are widely used in communication systems to
modify the dynamic range of a signal. They can be found in, e.g., radio receivers
and transmitters, audio amplifiers and hearing instruments.

An AGC is a circuit that automatically controls its gain in such a way that
variations in the input signal result in smaller variations in the output signal. This
control action is usually performed by means of a loop that contains a large time
constant (e.g. several tens of milliseconds).

In the past, this large time constant was realized by means of a large (external)
capacitor. However, in integrated circuit implementations, external components
should be avoided as much as possible.

I
£, conrrg 'ed ~E,
amplifier Ex
E."nr
comp
E
int 1 rol
o
'Earr

Figure 7.1: Block diagram of an automatic gain control (C.R. = o0)

A typical AGC circuit is shown in Figure 7.1. The output signal Ey, is compared
with a reference level Ex (the knee level) by a comparator (comp) that determines
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whether the integrating circuit (inf) — in practice often nothing more than an RC
network — is charged (by Euu — E.a) or discharged (by E.a). The output signal
of the integrator, Ei,, forms the control signal of the controlled amplifier. The
operation is as follows: If E,, is larger than E., the output signal Ey is controlled
toward the knee level Ex. Variations in the input signal therefore always result in
smaller or equal variations in the output signal. See, e.g., Figure 7.2. The control
action requires some time. This can be described by the expressions attack time
and release time. The attack time is defined as the time needed for the AGC to
respond to a sudden 25 dB increase in the input signal until the output signal is
within 2 dB from its final value [1]. Vice versa, the release time is defined as the
time required to respond to a sudden 25 dB decrease in the input signal until the
output signal is within 2 dB from its final value.

input current
100nA+

0 AANANNANNNANN
VVVVVVVVVV

-100nA+

60nA+ output current

<

'G‘ODA + t + t t t + 4
Oms 5ms 10ms 15ms 20ms 25ms 30ms 35ms 40ms

time —»
Figure 7.2: Response of an AGC with an infinite compression ratio to a typical
input signal

Another important parameter is the compression ratio (C.R.), defined as the
ratio of the variation in the input signal and the variation in the output signal
(both in dBs), or

AEsa8

From this expression it can be seen that for C.R. > 1 the operation is that of a
compressor and for C.R. < 1 of an expander.

C.R.=
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The circuit given in Figure 7.1 realizes an infinite compression ratio, since AEy
= 0 dB. In the following section, realizations with different compression ratios are
discussed.

7.2 AGCs with finite compression ratios

For AGCs with finite compression ratios, the output signal Ey cannot directly
be compared with the reference level Ex. We thus need at least one additional
amplifier to generate an additional signal out of Er, Eg or Ek.

7.2.1 Controlled amplifiers in cascade

One way of obtaining a finite compression ratio is to pass the output signal of the
AGC, Er, through another controlled amplifier, which is controlled by the same
control signal Ej,;. The output of this second amplifier can then be compared with
Ex and thus kept constant. This situation is depicted in Figure 7.3.

£ npiter
controlled
[ amplifier
int E) El"'
comp £

o

'Eatt

Figure 7.3: AGC with C.R. = 2 using two controlled amplifiers in cascade

If the controlled amplifier consists of a simple multiplier three equations can
be extracted.

B, = Eg (7.2)
By = EsBu (7.3)
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Ej = EpEy (7.4)

with Ep the output signal of the AGC, Ej, the output signal of the second con-
trolled amplifier, which is kept equal to Ex. These equations can be rewritten as
follows:

E, = EsEl, (7.5)
Ew = +/Ex/Es (7.6)
Ep = +/ExEs (7.7)

For the compression ratio of the AGC we thus can write

CR — AEsap - 20log Eg —9 (7.8)
AFEras  20log +/ExFEg
because Ek is a constant DC level.
Realizing compression ratios other than two is done by using additional con-
trolled amplifiers in cascade. However, because of the greater complexity, this is
believed to be of little practical value.

7.2.2 Differently controlled amplifiers

Another possibility is making use of two controlled amplifiers that both have the
same input signal Eg, but are controlled by different control signals. This is
depicted in Figure 7.4. The output signal of the integrator, Ej,, is passed to
the controlled amplifier that generates the output signal and to a multiplier that
multiplies Ei, by a constant factor m. This multiplied version of Ei is then
passed to the second controlled amplifier that generates the signal that is to be
compared with Ex.

In order for it to operate properly, the input-output relation of the controlled
amplifiers cannot be that of a multiplier for this would result in an infinite com-
pression ratio. We therefore assume that both amplifiers realize an exponentially
controlled transfer function, or

Eoul: = Ei.u €xXp Econtml (79)

This transfer function can easily be realized, as is shown in Section 7.4. For the
circuit shown in Figure 7.4 again three expressions can be found.

E, = Eg (7.10)
E;, = EgsexpFEiy (7.11)
E; = EsexpmEi, (7.12)
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Figure 7.4: AGC with C.R. = ;7 using differently controlled amplifiers
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These can be rewritten as

B, = Ex (7.13)

By = In Bx/Bs (7.14)
m

Ep = Egexp%@ (7.15)

= E5YVmgim (7.16)

For the compression ratio we then find

AE 1 m
C.R.= 38 _ = (7.17)
AErag 1—-1/m m—1
Using this technique, all compression factors between zero and infinity can be
realized. A compression ratio of two, for example, is thus obtained by choosing

m = 2.

7.2.3 Controlled knee level

Finally there is also the possibility of passing the reference level Ex through an-
other controlled amplifier and comparing its output signal to the output signal of
the AGC. This is depicted in Figure 7.5. As Ex contains no signal information
(i-e. is a constant DC level) the demands that are made upon the second controlled
amplifier can be much less, thereby reducing the circuit complexity.

Again both amplifiers are exponentially controlled. The output signal of the
integrator, Ei, is passed to the controlled amplifier that generates the output
signal of the AGC and to a divider that divides Ej, by a constant factor m.
This divided version of Ej, is then passed to the second controlled amplifier that
generates the signal that is to be compared with the output signal Ey from the
reference level Ex. Again three expressions can be found.

B, = E (7.18)

Ey = EsexpEp (7.19)

Ey = EgxexpEqp/m (7.20)
These can be rewritten as

B, = E (7.21)

Ewe = mlnEl/Ex (7.22)
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= mln EL/EK (723)

E;}'(l—m)
E; — 7.24
E}'—‘{‘f (1-m) ( )
For the compression ratio this results in
AEgap 1
C.R. = — =1l-m 7.25
AEL,dB 1/(1 = m) ( )
A compression ratio of two, for example, is obtained by choosing m = —1. Hence,

in this situation the divider is an inverter.

7.3 AGCGCs in the current domain

In Chapter 2 is has been shown that low-voltage low-power integrated circuits for
preference operate in the current domain. For this reason, current is chosen as
the information-carrying quantity of the various subcircuits as much as possible.
However, we see in the next section that the exponentially controlled amplifiers
proposed here are controlled by means of a voltage. As the only integratable
integrating element is a capacitor, and its input signal is a current, whereas its
output signal is a voltage, the integrator will consist of a capacitor followed by a
voltage follower. This voltage follower generates a low-impedance version of the
voltage across the capacitor to prevent interaction between the capacitor and the
controlled amplifier.

7.4 Controlled current amplifiers

Controlled amplifiers can be divided into two different types. First there is the class
of controlled amplifiers of which the output signal shows no significant variation,
but of which the input signal varies over a wide range. As an example, we mention
an AGC with infinite compression; its input signal varies significantly but the
output signal is almost unchanged. Second, there are controlled amplifiers of
which the input signal shows no significant variation, but of which the output
signal varies over a wide range. For example, in an ordinary audio amplifier; the
output signal is controlled so that the sound pressure level corresponds to the need
of the listener.

A well-known and commonly used controlled amplifier is the differential pair
of which the transconductance is controlled by varying its tail current. However,
as the input signal is limited to some tens of millivolts, while the output signal
can be made to vary over a wide range by simply adjusting the tail current, it falls
into the category of the second type and therefore it is clearly not the best type
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of controlled amplifier to use in an AGC. Apart from the above disadvantages,
its input signal is a voltage which makes the differentail pair less suitable for our
purposes.

-

—(D—
_K__

Figure 7.6: Transimpedance amplifier with two diodes in anti-series in the feedback
path

Another example of a controlled amplifier is given in Figure 7.6: a transimped-
ance amplifier of which the feedback network consists of two diodes in anti-series.
The transfer function equals the sum of the dynamic resistances of both the diodes,
which can be varied by controlling the bias currents through the diodes. Although
it is of the first type of controlled amplifiers — the output voltage swing is limited,
while the input current swing is not —, the problem with this circuit is that, apart
from the bias current, also signal current flows through the diodes, thereby vary-
ing the dynamic resistances and distortion occurs. To reduce this distortion, the
biasing currents must be much larger than the signal current which degrades the
power efficiency. Further, its output signal is a voltage which additionally makes
this type of amplifier less suitable for our purposes.

7.4.1 Four fundamental ways of controlling the gain

A suitable solution is a current amplifier of which the gain equals the ratio of two
transconductances: the scaling current amplifier (Figure 7.7) [2]. As the transcon-
ductance of a bipolar transistor is proportional to its (DC) collector current, we
can vary the gain by varying the collector current of either @1, I¢,,, or @2, Ic,q,-
We can say that the controlled amplifier is of the first type if I¢q, is controlled
(I¢,g, remains constant, thus limiting the output current swing) and to the second
type if I, is controlled (I¢ g, remains constant, thus limiting the input current
swing). A theoretical possibility is that both the collector currents are controlled.
However, this option is believed to be of little use in practice.

Another way of controlling the ratio of the transconductances, and thus the
gain of the amplifier, is by means of a controlling voltage V¢ connected between
the emitter of Q; and the emitter of Q,. See Figure 7.8. We now obtain a gain A;
that is proportional to the anti-log of V¢, or
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Figure 7.7: Controlling the gain of a scaling current amplifier by controlling the
ratio of the collector currents of Q; and Q,

Ai = —gmQ,/9m,@, = —€"°/VT ~ 335V dB, Vj in volt (7.26)
in which Vr equals the thermal voltage kT'/q, approximately 26 mV at 300 K.

Figure 7.8: Controlling the gain of a scaling current amplifier by controlling voltage
source Vg

The exponential relationship between the gain A; and the control voltage Vg of
the voltage-controlled amplifiers enables us to control the gain over a wide range
with only a small control voltage.

As the controlled current amplifiers are either current- or voltage-controlled
and are of either the first or second type, we can distinguish four different kinds:

e a current-controlled type 1 scaling current amplifier,
e a current-controlled type 2 scaling current amplifier,
e a voltage-controlled type 1 scaling current amplifier, and

* a voltage-controlled type 2 scaling current amplifier.

These four are the subject of the next four subsections. Unless there is the possi-
bility of on-chip filtering, the biasing of a circuit is by preference done by setting
the common-mode quantities [2]. In order to do so, the signal path has to be
symmetrical. As current- or voltage-controlled and type 1 or type 2 has noth-
ing to do with the signal behavior of the amplifier, we assume that the design of
the symmetrical signal path has been completed in an earlier stage and start our
considerations from here.

212



It also is tacitly assumed that the source is floating and the load is tied to a
certain reference level Vz (e.g. a base-emitter voltage of the following circuit). In
other situations, similar solutions can be found.

7.4.2 The current-controlled type 1 symmetrical scaling
current amplifier

The general biasing solution for a current-controlled type 1 symmetrical scaling
current amplifier is depicted in Figure 7.9. The transfer function is controlled by
means of two current sources I¢. In order to make the DC collector currents of the
output transistors equal to I, a common-mode output is generated by two extra
output transistors. The sum of their collector currents is compared with 21, thus
producing an error signal. The error signal is amplified by the op amp and fed
back to both emitters of the input transistors, thereby setting the correct emitter
current. As the absolute value of the loop gain of the common-mode loop is much
larger than one, the error signal is nullified and the output transistors are biased
correctly.

IO OH DI

1

|
v
e

1
L
<
n

o = = ———

Figure 7.9: Current-controlled type 1 symmetrical scaling current amplifier
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7.4.3 The current-controlled type 2 symmetrical scaling
current amplifier

This situation does not differ much from the preceding one. Only now the transfer
function is controlled by varying the current through the output transistors. The
general solution for a current-controlled type 2 symmetrical scaling current ampli-
fier is depicted in Figure 7.10. In order to set the output collector currents, again
a common-mode output is generated by two extra transistors, their collectors tied
together. The common-mode current is compared with 21y, producing an error
signal. The error signal is amplified by the op amp and fed back to both emitters
of the output transistors, thereby setting the correct emitter current. As the ab-
solute value of the loop gain of the common-mode loop is much larger than one,
the error signal is nullified and the output transistors are biased correctly.

f élé"c \2lc if |/

3
ol
L

Figure 7.10: Current-controlled type 2 symmetrical scaling current amplifier

7.4.4 The voltage-controlled type 1 symmetrical scaling
current amplifier

The transfer function of this type of amplifier is controlled by the control voltage
Ve (see Figure 7.11). Again a common-mode replica of the common-mode collector
currents through the output transistors is compared with 27, producing an error
signal. The error signal is amplified by the op amp and controls the collector
current of the input stages.
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Figure 7.11: Voltage-controlled type 1 symmetrical scaling current amplifier

An example of the voltage-controlled type 1 symmetrical scaling current am-
plifier is described in [3]. This circuit is part of a hearing instrument and serves
to attenuate the signal coming from the preamplifier [4], that can vary between
40 nA and 10 pA (peak value), and drive a highpass filter [5] at maximal 25 nA.

7.4.5 The voltage-controlled type 2 symmetrical scaling
current amplifier

Finally, the voltage-controlled type 2 symmetrical scaling current amplifier, see
Figure 7.12. Vg controls the gain. The common-mode loop controls the collector
currents of the output transistors (including the common-mode output transistors)
in such a way that they match the collector currents of the input stages.

Two examples of the voltage-controlled type 2 symmetrical scaling current am-
plifier can be found in [6] and [7]. The first circuit (though not strictly symmetrical)
has been designed for the same hearing instrument and loads a highpass filter [5]
at maximal 25 nA and drives the power amplifier. Its gain can be controlled from
0 to 60 dB. The second circuit, a controllable preamplifier, was originally designed
for a different hearing instrument using the conventional electret microphone with
built-in JFET [8]. It adapts input signals varying between 120 nA and 30 pA
(peak value) to the maximal filter input level of 1 pA.
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Figure 7.12: Voltage-controlled type 2 symmetrical scaling current amplifier

7.5 Comparators

The comparator is the circuit that compares the output current of the controlled
amplifier with the reference level Ix by means of a highly non-linear input-output
relation. Thus the comparator can be viewed as a one-bit A/D converter. Its
response to a signal level higher than the reference level is a fixed output level,
representing the ‘0’ or the ‘1’ state. Its response to a signal lower than the reference
level is another fixed output level, representing the complementary state. The gain
when the input equals the reference level ideally is infinite. However, it is no use
making the gain much larger than the ratio of the desired output swing and the
smallest input swing.

For a comparator which has a current-current input-output relation we can
choose either a cascade connection of a non-linear one-port and a linear two-port,
or an amplifier with a saturating input-output relation.

7.5.1 Cascade of a non-linear one-port and a linear two-
port

Examples of (bipolar) non-linear one-ports are diodes and pinch resistors. An

example of a (current) comparator consisting of a cascade of a non-linear one-

port and a linear two-port is given in Figure 7.13. Both the output current of the
controlled amplifier and the reference current can be supplied, with opposite signs,
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to the same input, and thus subtracted from eachother. If the result is positive,
diode D; will conduct. The resulting anode-cathode voltage will vary only slightly
with respect to the current and thus represent one state of the comparator. If the
result is negative, diode D; will conduct, resulting in a complementary voltage,
representing the complementary state. The resistor R transforms the voltage into
a current that is sensed by the (low-impedance input of the) next circuit. Although
relatively simple, this comparator is supposed to be of less practical importance in
low-power integrated circuits. If, for example, the output current of the comparator
is to be as small as 25 nA, and the diode voltages are about .5 V, R must equal
20 MQ). This value is not easily realized in an integrated circuit.

non-linear linear
one-port two-port

Figure 7.13: Example of a comparator consisting of a cascade connection of a
non-linear one-port and a linear two-port

7.5.2 Amplifiers with a saturated input-output relation

It is not difficult to design an amplifier with a saturated input-output relation.
Every practical amplifier will come into saturation if its input signal exceeds a
certain level. Three examples are given in Figure 7.14. During saturation, often
one or more transistors will be pinched off or be in saturation. In negative-feedback
amplifiers, this might introduce extra dominant poles in the feedback loop, giving
rise to instability, or lead to latch-up (see e.g. [9]). The designer must be aware of
this and try to avoid both instability and latch-up under all circumstances. Often
good results can be obtained from simple circuitry.

7.6 Voltage followers

The last stage in the design of low-voltage low-power automatic gain controls is
the design of the voltage follower. The voltage follower forms a buffer between
the capacitance C' and the controlled amplifier. Since the input current of a field
effect transistor (JFET or MOST) is far below the other currents that charge
and discharge the integrating capacitor, these devices are very well suited for this
task. When using bipolar transistors this can only be achieved by using negative-
feedback techniques. The basic voltage-follower configuration and three possible
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Figure 7.14: Three possible implementations of amplifiers with a saturated input-
output relation

implementations, with either one, two or three transistors, are given in Figure
7.15.
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Figure 7.15: Basic voltage-follower configuration and three possible implementa-
tions

An example of a three-transistor voltage follower can be found in [3].

7.7 An example: an automatic gain control for
hearing instruments

In this section, the design and realization of a low-voltage low-power fully-inte-
gratable automatic gain control for hearing instruments is presented.

Apart from pitch, loudness and timbre, information in the world of sound is
characterized also by more or less sudden temporary changes. For someone with
hearing impairment, these variations do not fit into his or her dynamic range and,
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therefore, there is either the lack of certain parts of the information or the pain
limit is frequently exceeded. In this situation, an automatic gain control can offer
certain improvement of the (speech) intelligibility. It must be noted that AGCs
are only technically approximate solutions to the dynamic range problems of the
hearing impaired. This also explains why optimal, generally applicable values for
the AGC characteristics are not easily found.

In practice, two kinds of AGCs are found [10]: an AGC-I and an AGC-O. The
AGC-I obtains its control signal from a signal in front of the volume control. Thus,
the control action depends on the sound pressure level at the input of the hearing
instrument. The control signal of the AGC-O is derived from the signal behind
the volume control. The control action then depends on the sound pressure level
that is offered to the ear.

The AGCs differ from each other insofar as that the control range of the AGC-I
is always larger (for example 60 dB) while for the AGC-O often 20 dB is enough.
The compression ratio often is also different: e.g. between 1.5 and 10 for the
AGC-I and infinite for the AGC-O.

The circuit that is described here is an AGC-O with an infinite compression
ratio, of which the block diagram is shown in Figure 7.1. Its current-domain
realization is given in Figure 7.16. Apart from the integrator signal Ej, all signals
are represented by currents. The AGC amplifier obtains its input signal from a
controllable attenuator [3] and drives a highpass filter [5]. The nominal signal
level at both input and output amounts to 25 nA (peak value). The purpose of
the AGC is to attenuate larger input signals to avoid clipping and hearing damage.
The attack time and the release time must be < 5 ms and 50 ms, respectively.
These values are commonly used for hearing instruments.

controlled . 0j;
current I Ik
, amplifier
is : |
comp

;re!lé "X l &
A
VeVe C
T () O—fm. I Uarr

Figure 7.16: Block diagram of an AGC-O operating in the current domain

To here the design has been discussed at system level. We now take a closer
look at the design of its components: the controlled amplifier, the comparator
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(including the switch and current source I,;) and the voltage follower.

7.7.1 Design of the controlled amplifier

From the considerations presented in Section 7.4, it should be clear that the best
choice of amplifier is a type 1 symmetrical scaling current amplifier. From the
two variants, we choose the voltage-controlled one as this gives a control action
in dBs, which is perceptibly the most comfortable. A possible implementation of
a voltage-controlled symmetrical scaling current amplifier is given in Figure 7.17.
As the absolute value of the (differential) loop gain (Q. and Qyy) is always larger
than Br/4, there is no need for additional loop gain; the op amps thus can be
replaced by short circuits. We call this a voltage-controlled type 1 symmetrical
current mirror. Transistors Q1. and Qyp, are the input transistors. Q,, and Qs
deliver the output current iz. Q%, and @4, are the output transistors for 1z- The
common-mode loop is formed by Qsa, Q3b, Q4, @5, Qea and Qg,. The collector
currents of Q3. and Qgs, which equal the collector currents of Q,, and Qap, are
added and compared with a current 27. The error signal controls via Q4, Qs, Q6
and Qg the collector currents of Q1. and Qq1,. Because the gain in this loop, the
common-mode loop gain, equals the current gain factor Br of Qg, and Qgy, which
is much larger than one, the error signal is nullified and the symmetrical current
mirror is biased correctly. Qs and Qg limit the maximum gain of the amplifier
to one. Qaa and Qg shunt the input and prevent the amplifier from saturating.
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Figure 7.17: The voltage-controlled type 1 symmetrical current mirror
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7.7.2 Design of the comparator

The comparator is the subcircuit that decides whether the output current 1y, of
the controlled amplifier is larger or smaller than the reference level Ix. For this
purpose we can again use a symmetrical current mirror now acting as an amplifier
with a saturated input-output relation. Its implementation is given in Figure 7.18.
Qsa, Qab, Qa; Qs, Qea, Qob and Qe form the common-mode biasing circuitry. In
this case, the common-mode loop gain is kept sufficiently small (i.e. equals 2) to
prevent instability in the comparator. The output current Ix therefore switches
between 0 and %I . The two diode-connected transistors Qa. and Qap prevent the
output transistors @z, and @z, from saturating; the comparator switches faster.
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Figure 7.18: A type 1 symmetrical current mirror used as a comparator. The
common-mode loop gain equals 2 to prevent instability
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7.7.3 Design of the voltage follower

The chosen voltage follower is depicted in Figure 7.19. The input (offset) cur-
rent equals Iy /Br pnp Br ey and must lie well below the release current L. Its
influence will then be small.

7.7.4 Overall design

Now that all the different parts of the AGC have been designed at circuit level,
they can be linked together and we take a look at the numerical values and the
remaining bias circuitry.
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Figure 7.19: The two-transistor voltage follower

As the output signal is to be maximally 25 nA (peak value), the reference
current g equals 25 nA. The current sources I as depicted in Figure 7.17 have
been chosen well above this 25 nA and equal 100 nA. The values of I,y and Irq
can be derived from the attack time and the release time. Some calculation yields

52VpC

Iatt = = + Irel (727)
tatt
and

fig =it (7.28)

trel

For I,,, (Figure 7.18) it follows
3 7.8VpC 3

Ly = Efntt = —tai + 5 irel (7.29)

With ta4, tre and C' equal to 4 ms, 50 ms and 400 pF, respectively, this results in
20 nA and 540 pA for I, and I.o. The current source Iy (Figure 7.19) supplies the
current of the PNP transistor in the voltage follower and is chosen to be equal to
1 pA. All these currents can be derived by means of current mirrors with multiple
outputs and convenient scaling factors. The scaling factor can be obtained by
choosing either a proper emitter area ratio or by means of resistors. The latter
solution yields either a Widlar mirror or a gm-compensated mirror [11].

The total circuit diagram of the AGC is depicted in Figure 7.20. Two voltage
sources (V4 and V2) have been added to prevent the current sources Iy and Ix from
saturating. V3 has been realized by means of a saturating NPN transistor and a
resistor. V; contains two saturating PNP transistors in series. Thus, their voltages
are well above the saturation voltages of Iy and Ix. To avoid (common-mode)
instability, an integratable capacitance Ceomp can be added.
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7.7.5 Experiment results

The active circuitry of the circuit shown in Figure 7.20 has been integrated in the
DIMESO1 process (12], fabricated at the Delft Institute of Microelectronics and
Submicron Technology. Experiments proved the correct operation of the AGC.
Table 1 gives the measurement results. No instability occurred. The relatively
large value of the release time is caused by the base current of the first stage of
the voltage follower. However, this did not pose a problem in our application.

Table 1: Measurement results of the AGC

Parameter Value | Unit
Compression range 38 dB
Attack time, 7,=1 pA,, 1 kHz 4.2 ms

Release time, ¢,=10 nA,, 1 kHz 58 ms
Dynamic Range, G=1, B=10 kHz | 62 dB

Bandwidth >100 | kHz

Min. supply voltage 1 Vv

Supply current, G=1 4 A
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