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Abstract

There is a great amount of wave power in earth’s oceans. The amount of power harvested for
electricity is however very small in comparison to solar and wind. One of the reasons for this
is the lack of consensus on the best design of wave energy converters. This thesis develops
a novel system design for a wave energy converter array that has promise and implements,
evaluates and compares control for it. The most important benefits of this new design versus
the most used type of devices are that it does not rely on a connection to the ocean floor for
energy harvesting and it is space efficient, meaning that devices lie close together. Control has
never been designed for the type of device in this study to the best of this author’s knowledge.

The wave energy converter array consists of floating pontoons that are connected to each other.
The wave energy is harvested through power take-off mechanisms in these connections. The
most important requirement on the system design is survivability, as the ocean is a harsh
environment. The kinematics are thus designed in such a way that forces on the connections
can be set by the damping and stiffness coefficients of the connections. The array is optimized
for efficient energy harvesting by its design, while keeping cost effectiveness in mind when
possible.

Not only the array itself is optimized for efficiency, the control is optimized for this as well.
This means that the control problem is to maximize energy capture. Reactive and Resistive
control are implemented and compared. A distributed version of these algorithms is inves-
tigated as well and improves on computation time for large arrays. Reactive control can
improve upon Resistive control up to three times in terms of energy capture, depending on
the efficiency of the power take-off mechanism. The reason for this great improvement is that
Reactive control makes it possible for the array to reach resonance with the waves. The array
performs average in terms of energy capture in comparison to other wave energy converters
when Resistive control is used.
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Preface

The idea for this thesis was born 8 years ago. I was in high school and a partner and I needed
to have a subject for our project. We thought about it and the design of a device that could
produce electricity from ocean waves seemed like a fun project. The result of this project was
a buoy tied to a dynamo and a fly wheel on the ocean floor. We tested a scale model in the
towing tank of the faculty of 3mE at the Delft University of Technology. The result was a
tiny flicker from a led that was powered by the device. That tiny flicker sparked an interest
that has been living with me ever since. I was thrilled when I got the chance to again set foot
at the subject of wave energy for my thesis, but now with the knowledge of one bachelor’s
and two master’s degrees.

This report is the result of many hours of dedication and I hope you will find it as interesting
as I do.
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“Every once in a while, a new technology, an old problem, and a big idea turn
into an innovation.”
— Dean Kamen





Chapter 1

Introduction

This chapter introduces the reader to wave energy harvesting. First, the reason is explained
why electricity should come from renewable sources. Then, the devices that harvest wave
energy, wave energy converters, are introduced and some examples are given. After that, the
goals of this thesis are presented and the layout of this report is discussed.

1-1 Global warming

The average temperature on earth has risen with about 0.2 ◦C per decade in the last 30 years
[1]. This year, on the 25th of July 2019, the Netherlands measured its highest temperature
ever in recorded history with a stunning 40.7 ◦C [2]. The increase in temperature already
has visible impacts on our environment, causing the melting of glaciers [1] and the arctic ice,
which is shrinking with about 3 % every decade [3]. The scientific community agrees that
humans are responsible for global warming by the emission of green house gases (such as
CO2) [4]. The CO2 percentage in our atmosphere has been steadily rising since the industrial
revolution [5].

Aside from most perils that come with global warming, the low lands in the Netherlands are
especially in danger as sea levels rise. However, the Netherlands was the second worst country
in Europe when it comes to renewable energy sources in 2017, with only 6.6 % of total energy
generated from renewable sources [6]. The goal set in European agreements is 14 % renewable
energy by 2020, so change is necessary.

A solution to reduce CO2 emissions is generating electricity from renewable sources such as
solar and wind. The problem with these is that they are variable and cannot be controlled
(one cannot increase the amount of wind or sun when more electricity is needed). Therefore,
it is practical to have a mixed source of renewables, so that the variability evens out and
less energy storage is needed. Energy from waves at sea can bring more diversity, but is not
nearly used as much as solar and wind [7].
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1-2 Wave energy converters

A machine that absorbs energy from ocean waves is called a wave energy converter (WEC).
WECs come in many shapes and sizes. One example is depicted in Figure 1-1. It consists
of two rows of arms with floats at the end that are attached to a steel structure [8]. When
waves hit the floats, the arms pivot around their attachment points and pump hydraulic fluid
to a hydraulic motor. This hydraulic motor is attached to an electric generator and energy is
produced in this manner. The Wavestar is producing electricity in Denmark and the amount
can be followed live [9].

Figure 1-1: (A) Photo of the Wavestar wave energy converter. (B) Working principle of the
arms of the Wavestar. From Ferri et al. [10].

Another example of a WEC but with a different principle of operation is the LIMPET [11].
It was build in 2000 on the island of Islay in Scotland. It consists of a large chamber build
onto the shore that is open on the bottom and in contact with the sea, see Figure 1-2. When
waves come onto and off the shore, it causes the water level in the chamber to rise and fall
as well. This results in an oscillating airflow that comes in and out at a hole in the top of
the chamber, in which an air turbine is build. The turbine drives an electric generator to
generate electricity. This type of WEC is called an oscillating water column.
So far, no consensus has been reached on the best WEC design [7]. Therefore, more research
is necessary into these machines.

To generate significant power, WECs will probably be installed in groups called arrays or
farms that share a power cable to shore. It was found that there was no review done for
WEC devices in arrays and the control developed for them. Therefore, a literature study was
done prior to this work [13]. The conclusion was that there is a type of WEC array that has
promise, but is not investigated yet.
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Figure 1-2: Schematic drawing of an oscillating water column type wave energy converter, from
Hashem et al. [12].

1-3 Goals of this study

The first goal of this study is to make a system design of a WEC array from the category that
was found lacking research. This type of array has the advantages that its energy harvesting
principle does not require it to be attached to the ocean floor, it is space efficient and can in
theory generate more energy with the same damping than most typically used WECs [13].
The exact design problem is given in Section 2-3, but can be summarized as the design of
the kinematics and size of a mechanism that is comprised of many linked elements that are
excited by the waves. The goal from the start is to design an array, instead of the usual
approach where single devices are designed and are then later optimized in the array. An
added bonus to the design is that solar panels can be placed on top of the array, but the focus
is on harvesting wave energy.

The second goal of this study is to implement, compare and evaluate scalable Resistive and
Reactive control on the new type of WEC array designed in this work. All control methods
found in the literature study [13] are applied to bottom-fixed WECs that move vertically, so it
is interesting to investigate how this new type of array reacts to control. Reactive control was
chosen because it can improve on Resistive control with the least amount of disadvantages of
all forms of control researched in the literature study. Resistive control is used as a benchmark.

1-4 Layout of this report

Chapter 2 analyses how WECs capture energy and defines the design problem and boundary
conditions. It was found that there are two functions that must be fulfilled in order to capture
wave energy.
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The third chapter covers the system design for the design problem defined in Chapter 2.
Systematically, choices are made starting with the general kinematics up to the sizing of the
array components.

Chapter 4 explains the mathematical modelling. It starts with wave theory and how WEC
arrays are modelled. It continues with some simplification to speed up the computation. After
that, the model is verified using prior art and four other tests.

The fifth chapter covers the control methods in detail. A method to combat the curse of
dimensionality is proposed using distributed optimization.

Chapter 6 shows the results for energy capture and confirms some of the design decisions
made in Chapter 3. It ends with the computation benefit of distributed optimization.

The seventh chapter discusses the results found in its previous chapter. This is done by
analysing the eigenfrequencies of the array, by comparing the energy capture to other WECs
and by discussing how much the energy capture can be improved with more advanced control.

Chapter 8 shows that it is possible to make a physical representation of the system design.
Its energy capture is computed and it turns out that it is the equivalent of 234 households
from wave energy alone.

The ninth and final chapter concludes this report and gives recommendations for future work.
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Chapter 2

Mechanical Analysis

2-1 Introduction

Wave energy converters (WECs) are essentially dampers of waves. A wave comes at a WEC,
the WEC interacts with it and the extraction of energy leaves the wave smaller than it was
before. There are many possible ways of designing a WEC. Figure 2-1 shows two examples
of vastly different WECs from literature. The DEXA in Figure 2-1a harvests energy by the
movement of its two floating sections around a hinge and converts this energy to electricity
by a hydraulic power take-off (PTO) mechanism [14]. The Wave Dragon in Figure 2-1b has
a ramp where waves flow over and this difference in water height is used to power a water
turbine [15, 16].

(a)

(b)

Figure 2-1: Examples of wave energy converters from literature; (a) the DEXA [14], (b) the
Wave Dragon [15, 16].
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This chapter presents a mechanical analysis of WECs based on how energy flows from the
waves through the device up to the point where it is converted into electricity. The points
where the energy is manipulated are identified as the functions of the device. The solutions
that fulfil these functions are presented as strategies. A choice is made between these strategies
and this is used in the system design described in Chapter 3.

2-2 Mechanical Analysis

There are two functions that every WEC must have in order to be able to convert power
in the waves to usable electricity. First, it must be able to absorb potential and kinetic
energy from the waves into a medium of the device and secondly, it must be able to convert
this captured energy to electricity through a generator of some kind. It is possible that this
generator requires a minimal velocity to function that cannot be gained by wave excitation
only. In that case, an extra step is necessary in between the energy absorption and electric
conversion step: velocity increase. Figure 2-2 shows the power flow from waves, through the
WEC, to eventually power in the form of electrical current. Arrows represent power and
blocks represent a manipulation of that power and are the functions of the WEC.

Figure 2-2: Energy flow through a wave energy converter.

The next subsections present the solution space for these three functions.

Power absorption

Power absorption is the most defining function for a WEC, as this is the first step in the
energy harvesting process. The solution space can be encompassed by the medium to which
the absorbed energy is transferred, the medium which is in contact with the waves. This can
be a gas, liquid or a solid. Theoretically, the medium can also be a plasma, but since this
state does not naturally occur on earth’s surface (except when a lightning bolt strikes), it is
left out. Table 2-1 shows the three states of matter that can be used to capture energy from
the waves, together with the types of mechanical energy that are possible for these states.

Table 2-1: States of matter and forms of mechanical energy.

Gas Liquid Solid
Kinetic Particle velocity Particle velocity Velocity of body

Potential Compressed gas Gravitational Gravitational
Elastic

An example of a solid that is used to absorb wave energy is shown in Figure 2-1a. The floating
bodies (solids) are moved by the waves, thus absorbing wave energy to kinetic energy of a
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solid. An example of a liquid that is used to absorb wave energy is shown in Figure 2-1b.
Waves are led up the ramp where they fall into a storage container, where the water (liquid)
has gravitational energy and is converted to kinetic energy as it is led through a water turbine.

The amount of power (P ) in waves per meter crest (which is the width w of the wave) can
be computed using the following relationship [17]:

Pwave
wwave

= ρwg
2H2T

32π (2-1)

Where ρw is the density of water, g is the gravitational acceleration of earth, H is the wave
height and T is the wave period.

Optional velocity increase

A velocity increase is necessary if the velocity is too low for the generator to function efficiently.
The solution space again can be encompassed by the medium which is used to increase the
velocity: A gas, liquid or solid. For a velocity increase to happen, the form of energy must
be kinetic, but can be caused by potential energy such as compressed gas, gravitational
and elastic energy. Velocity increase for a gas or liquid can be achieved by decreasing the
diameter of the pipe through which the liquid or gas flows. For a solid, a velocity increase
can be achieved by mechanisms such as levers, gears and pulleys.

The medium that absorbs the power from the waves is not necessarily the medium which is
used for velocity increase. An example of this is shown in Figure 2-1a, where the medium of
absorption is a solid, but the velocity increase is realized by a liquid: pressurized hydraulic
fluid. The size of such a hydraulic cylinder can be easily calculated. If the maximum necessary
force is 1 MN (which is a realistic value for a WEC [18]) and the maximum pressure in the
hydraulic cylinder is 300 bar [19], then the diameter can be computed from the relationship
between force and pressure:

F = pAp (2-2)
= pπr2 (2-3)

Where Ap is the surface area of the hydraulic piston, r is the radius of the cylinder, p is the
internal pressure and F is the force exerted by the piston.

From this relationship, a force of 1 MN can be generated if the piston has a diameter of
0.21 m and a pressure of 300 bar. In the case of a piston, the velocity increase is linear, but a
rotational velocity increase is possible as well by using a rotating pump or gears for example.

Electrical conversion

Electricity can be generated from motion by triboelectric [20], piezoelectric [21] and electro-
magnetic induction [22] principles. Here, only electromagnetic generation is explained because
it is most commonly used for utility scale electricity generation and for WECs as well [23–27].
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8 Mechanical Analysis

For the working principles of the other two methods is referred to their respective sources.
Electromagnetic generation functions by inducing a changing magnetic field, usually with
magnets, that produces an electrical current in surrounding coils [22]. Graves et al. [28] use
Faraday’s law of induction to derive the reactive force of a simple generator made up of a
magnet in a coil (fig. 2-3):

Fgen = 2π2

dm
2

(NAmB0)2

(Rint +Rext)
vm (2-4)

Where dm is the distance between two magnets with the same orientation, N is the number of
coil windings, Am is the cross-sectional area of the magnets, B0 is the magnetic flux density
amplitude (determined by the magnets), R is the resistance, which can be internal (resistance
in the wires) or external and vm is the velocity of the magnets.
It is assumed that the magnetic field is uniform and its amplitude varies sinusoidally as the
magnets move through the coil.

One can see from Equation (2-4) that the generator force is proportional to the velocity, which
makes it a pure damper. The damping constant can be influenced by changing the external
resistance, without changing anything about the device itself.
Generators can produce electricity from linear motion as well as rotation. An example of a
direct drive linear generator for a WEC has been made by Polinder et al. [18] and is capable
of producing a resistant force of 1 MN. An example of a direct drive rotary generator for
WECs was not found. In most WECs, a rotary generator is used in conjunction with velocity
increase [23].

Figure 2-3: Schematic drawing of magnets moving inside a coil (ferromagnetic cores). Only part
of the coil is drawn. Adapted from Graves et al. [28].

2-3 Design problem formulation

As mentioned in Chapter 1, the starting point of the system design comes from the literature
study [13]. There, a classification is made based upon the boundary conditions that an energy
harvester can have and the number of inputs. There are three boundaries possible: fixed to
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the ground, forced motion (i.e. a external force is applied) and free motion, where a mass
can oscillate freely. This gives rise to the three possible types that can harvest energy in
Figure 2-4. The input is defined as the place where energy is added to the system, which
is the Forced boundary condition. It was found that the category of WEC arrays named
‘Forced-Forced n input’ is an interesting research direction, where n means many inputs. The
advantages of this type of array are that they do not need to be attached to the ground for
energy harvesting, they are space-efficient and can in theory harvest more energy with the
same damping constant as the most used type of array. The fact that they are not attached
to the ground means that they should be floating. This means that it should be possible to
place solar panels on top.
The design problem is formulated as follows: "Efficiently harvest energy from ocean waves
through a Forced-Forced, n input array." Having many inputs is too vague, so n is defined
as the possibility to extend the array, such that the number of inputs in the array can go to
infinity in theory. The part about integration of solar panels is left out of the design problem
intentionally, because this is not the focus of this research. It will however be added as a
design requirement, which will be discussed in Section 3-1.

Figure 2-4: Three types of one-dimensional energy harvesters. Power take-off mechanism is
displayed as a spring and damper. Adapted from Hogervorst [13].

The design problem has two boundary conditions which need to be taken into account. Firstly,
waves induce large forces with low frequency. Wave climate varies from place to place, so a
location has to be chosen to have specific data about the wave climate that can be used later
in simulation. This is chosen to be a place 35 km off the east coast of England (52.528◦N,
2.304◦NE) where wave data is available. Table 2-2 shows the occurrence of sea states at that
location measured in significant wave height (Hs) and wave peak period (Tp) and Figure 2-5
shows its wave directions [29]. Hs is equal to the mean of one third of the highest waves and
Tp is the period in the wave spectrum with maximum energy [29]. These two parameters
together can be used to compute the wave spectrum and this is shown in Chapter 4. The
average power for such a spectrum can be computed with a formula similar to Equation (2-
1) [30] and will be explained in Chapter 4. This average power can be multiplied with the
occurrence of the sea states to compute the total power for each sea state and this is done
in Table 2-3. One can see that for the sea state with the most power, Hs = 2.25 m and
Tp = 6.50 s. The design will be optimized for this sea state.
The second boundary condition is on the minimal velocity needs and maximum torque or
force that the electrical conversion system can deliver. This is not relevant for the system
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design (as will become clear in Section 2-4), but it is for the proof of concept, where realistic
values should be used for forces that actual generators can deliver.

Table 2-2: Occurrence of sea states in percentage for a location 35 km off the coast of England
(52.528◦N, 2.304◦NE). Wave peak period Tp (s) is on the horizontal axis and significant wave
height Hs (m) on the vertical. Adapted from Geos [29].

3.5-6 0 0 0 0 0 0.5 0.4 0.1
3.0-3.5 0 0 0 0 0.2 1.2 0.2 0
2.5-3.0 0 0 0 0 2.1 1.4 0.1 0
2.0-2.5 0 0 0 0.4 5.6 0.8 0 0

Hs (m) 1.5-2.0 0 0 0.1 6.7 4.8 0.4 0 0
1.0-1.5 0 0.1 6.9 13.7 3.6 0.4 0 0
0.5-1.0 0 7.1 16.7 8.8 5.5 0.1 0 0
0-0.5 0.4 6.0 2.9 2.3 0.4 0 0 0

2-3 3-4 4-5 5-6 6-7 7-8 8-9 9-10
Tp (s)

Table 2-3: Power per sea state in percentage of total power for location 52.528◦N, 2.304◦NE.

3.5-6.0 0.0 0.0 0.0 0.0 0.0 6.5 6.2 2.3 0.4
3.0-3.5 0.0 0.0 0.0 0.0 0.8 7.7 1.6 0.0 0.0
2.5-3.0 0.0 0.0 0.0 0.0 8.0 6.4 0.4 0.0 0.0

Hs (m) 2.0-2.5 0.0 0.0 0.0 0.8 14.4 2.5 0.1 0.0 0.0
1.5-2.0 0.0 0.0 0.1 8.8 7.4 0.7 0.0 0.0 0.0
1.0-1.5 0.0 0.0 3.8 9.2 2.8 0.3 0.0 0.0 0.0
0.5-1.0 0.0 1.1 3.3 2.1 1.6 0.0 0.0 0.0 0.0
0-0.5 0.0 0.1 0.1 0.1 0.0 0.0 0.0 0.0 0.0

2-3 3-4 4-5 5-6 6-7 7-8 8-9 9-10 10-11
Tp (s)

2-4 Strategy selection

In order to get started with the system design, a choice in strategy has to be made for the
functions discussed in Section 2-2. An overview of the functions and their strategies is given
in Table 2-4.
Firstly, a choice has to be made concerning the power absorption function. The principles
vary too much for this to be left to abstraction. The choice is between using a solid, liquid or
a gas as the medium in which wave energy is absorbed. It is the most interesting to choose
the solid medium for the design problem in this thesis, because a Forced-Forced n input array
requires multiple objects that move with respect to each other. If these moving objects are
solids, then it makes sense to extract energy from their relative velocities, but this is not the
case for fluids and gases and the following example shows why:
A n input gas or liquid WEC array would have several chambers floating in the water that
capture water or air by their movements caused by the waves or waves flowing in a reservoir.
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Figure 2-5: Wave directions for location 52.528◦N, 2.304◦NE, from Geos [29].

They move separately from each other and liquid or gas flows between them. Electricity is
generated from the flow between them.
It is not useful however to have these chambers interconnected since there already is a place
where this liquid or gas can go to (the sea or the atmosphere). There is only a possibility of
generating equal or less energy than if they were connected to the sea or atmosphere. Particles
always go always go from a high to a low pressure and if two chambers coincidentally both
have an equally high pressure, then no flow occurs and no energy is generated, while they
both could produce energy if they were connected to the sea/air. However, for solid objects
there is a definite benefit to linking them because without links, no energy can be generated.

Secondly, for the function velocity increase, a choice in particular technology such as using
gears or pistons does not have to be made yet. This is because the system design only
considers the kinematics of the overall mechanism. The two kinematic forms that are possible
for velocity increase are linear or rotational and a choice will be made regarding this in the
next chapter. The actual embodiment of these kinematics will be covered in Chapter 8.

Lastly, the electrical conversion strategy choice is to use electromagnetic induction since this
is a proven technology for macro systems, while the other two are not (as was mentioned in
Section 2-2). The design of a new generator is out of the scope of this research, so conventional
linear or rotary generators will be used in this regard. The choice between linear and/or rotary
generators is one that has to be made in the system design.
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Table 2-4: Overview of functions and strategies for wave energy conversion.

Function Strategy

Power absorption
Liquid absorption medium
Gaseous absorption medium
Solid absorption medium

Optional velocity increase
Liquid medium
Gaseous medium
Solid medium

Electrical conversion
Triboelectric
Piezoelectric
Electromagnetic induction
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Chapter 3

System Design

This chapter describes the design of the wave energy converter (WEC) array at an abstract
level. This means that the kinematics of the array are designed, but how this is physically
possible is not considered in this chapter. It must however be possible to make a physical
design that resembles these kinematics and for this reason, a not necessarily optimal physical
design is proposed in Chapter 8.
The following section describes the design requirements and the starting point of the system
design and each of the sections after that explain the system design choices.

3-1 Analysis and design requirements

A choice in strategy was made in Chapter 2 concerning the power absorption medium and the
electrical conversion strategy. The solid absorption medium and electromagnetic induction
were chosen respectively for these functions. This results in a starting point for the system
design: a number of floating bodies (pontoons) and the option to connect these with linear
or rotary generators or velocity increase mechanisms, as depicted in Figure 3-1. Only two
pontoons are drawn, but the array can be extended to an arbitrary number of pontoons by
copying the mechanism used on two pontoons. The bodies must be floating, if they are not,
then it would be a Forced-Fixed array instead of a Forced-Forced array. The generators and
velocity increase mechanisms have the same kinematics, they can be either linear or rotary
‘hinges’, so it is is not important for the system design to make a distinction between them.
Only the term generator will be used throughout this chapter for the sake of compactness.

Before the system design can be started, the requirements on the system should be clear. The
most important requirement on this system is that it does not break. Waves can introduce
great forces on a structure, especially when there are multiple parts that are moving with re-
spect to each other. This is the reason for the first design requirement: Forces on connections
should be controllable. Controllable means that the forces and torques on the connections
can be made as low as one wants, by setting the parameters (damping and stiffness) of the
generators.
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14 System Design

Figure 3-1: Starting point of the system design. Top: side view of two floating bodies with the
possibility to connect them with linear or rotary generators. The generators are dashed because
it is not decided yet how they are connected to the pontoons. Bottom: legend.

The second requirement is related to energy harvesting efficiency. To get the most energy
out of two bodies that move relative to each other, all relative degrees of freedom should
be harvested if there is motion in these degrees of freedom. For 2D bodies in water, this is
the case for all three degrees of freedom. So the requirement will be: All degrees of freedom
should be used in energy harvesting. If it later turns out that some degrees of freedom in fact
do not generate as much energy as others, then these generators can be replaced by ordinary
hinges.
The third requirement is on the space for solar panels. There should be space available for
solar panels on top of the pontoons. The connections have moving parts so it is not convenient
to put solar panels on those.
Lastly, the connections should prevent the pontoons from hitting each other. This is depen-
dent on the connections but also on the amount of force exerted by the generators. It will be
assessed in simulation if the pontoons indeed do not collide for all types of seas in Section 6-7
and this is indeed not the case.
An overview of all design requirements is given in Table 3-1.

There are some requirements that one might think of that are not in the list of design re-
quirements. For example, there could be a requirement that says that the pontoons should
be excited by the waves, indeed if this is not the case no energy can be produced. This is
however already fulfilled if there is a pontoon so this requirement is omitted. Requirements
on the electricity (phase and frequency for example) are omitted as these are important for
the power equipment, but will not influence the system design. This is also the case for re-
quirements related to strength of the material or the amount of material needed to not break
under the stress induced by the waves.

Table 3-1: Overview of design requirements.

Design requirement
1. Forces on connections should be controllable.
2. It should be possible to use all degrees of freedom in energy harvesting.
3. Space should be available on top of the pontoons for solar panels.
4. The pontoons should not hit each other.
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3-2 Type and number of generators

Section 2-2 showed that generators and velocity increase come in two variants: linear and
rotary movements. This can be used to create conceptual solutions. A solution space can be
created by the number of generators and the two variants. For now, it is assumed they are all
generators, later it will be assessed how much energy each of the generators contributes to the
total energy production and if some can be replaced by ordinary linear or rotational hinges.
Figure 3-2 shows the conceptual solutions with three generators in the connections, where the
orientation and placement of the generators are arbitrary. These concepts are drawn in two
dimensions as a side view, but can be made three dimensional by using the same principle
but extended into the third dimension. Concepts with one or two generators are not shown
because they do not fulfil the requirement of using all degrees of freedom in energy harvesting,
since each generator harvests one degree of freedom. The concepts can be named after the
generators from left to right, using L for a linear generator and R for a rotational generator
(for example, the concept in the bottom left is named LLR). There are two generator types
and three generators, so that makes 23 = 8 possible combinations. However, there are two
mirrored concept couples: LLR and RLL, and RRL and LRR. The mirrored versions are left
out as they have the same properties as their counterpart.
The concepts are evaluated on their survivability requirement: Forces on connections should
be controllable. This is only possible if the pontoons are able to move relative to each other in
all degrees of freedom. If this is not the case, then the forces and moments on the connections
and the bodies are determined by the waves. This criterion coincides with the requirement
on efficient energy harvesting: All degrees of freedom should be used in energy harvesting.
This is used next to make a choice in the six concepts of Figure 3-2.

Figure 3-2: Conceptual solutions with 3 generators.

The LLL concept can be excluded on first sight, because the pontoons cannot move in rotation
relative to each other. Concepts LRL and LLR can move in all DoF relative to each other.
However, in practice a non controllable moment can occur if the left pontoon rotates and the
right pontoon keeps its orientation. This happens because the rotation of the linear generator
on the left pontoon forces it to extend and this results in unwanted friction forces which will
cause problems in practice. An example of this is given in Figure 3-3 for a simplified case.
Concepts RRR and RRL have states in which they cannot move relative to each other in all
directions and where forces and moments are thus not controllable. This happens for both
of these concepts when the beams are straight as in the figure, then the pontoons cannot
move relative to each other in the vertical direction while keeping the same orientation. This
makes them not impossible candidates since the mechanism can be designed to avoid this
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state, but it makes them less suitable. The most suitable concept is RLR, but only if the
linear generator is positioned along the line between the two rotational generators (as it is in
the figure). It harvests energy from all degrees of freedom and all forces and moment on the
connections are totally controllable.
An overview of the criteria considered for the decision in concepts in this section is given in
Table 3-2.

Concepts that have more than 3 generators were not considered because a concept with 3
generators has been found that fulfils all requirements and more generators will not improve
this.

Figure 3-3: Torque on a mechanism with two linear and one rotary generator. Applied torque
is indicated with anticlockwise arrows and resultant forces perpendicular on the linear generators
with straight arrows.

Table 3-2: Overview of the fulfilment of force and moment controllability criteria for all concepts.

Criterion RLR RRR RRL LLR LRL LLL
Forces and moments are controllable in theory X X X X X ×
Forces and moments are controllable in practice X X X × × ×
Forces and moments are controllable in all states X × × × × ×

3-3 Generator placement

Now that a concept has been chosen for the type, ordering and number of generators, the
place of these generators needs to be chosen. To keep the bending moment on the connection
beam as small as possible it is beneficial to make it as short as possible. In that case the
rotary generator will be placed on the far end of each pontoon as depicted in Figure 3-4.
They are placed at half the height so that the rotary generators have enough space to be built
around that place.

The placement of the generators will not affect the amount of energy harvested, since energy
is harvested from all degrees of freedom and the damping coefficients are optimized. The
optimum damping coefficients will however change depending on where the generators are
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Figure 3-4: Generator placement for minimum length of connection beam.

placed. Appendix A proves the two previous statements for a simplified energy harvester
and Appendix B shows that the motion of the generators change when they are placed in the
middle of the pontoons and that greater damping coefficients are to be expected for optimality
in that case.

3-4 Top view pontoon shape and number of connections

Now that a choice has been made on the placement for the connections, the next step is
to determine the number of connections and the pontoon shape. This is the design of the
top view of the array. From an engineering perspective, the least number of connections per
pontoon would be preferred, as adding more connections while the requirements have already
been met seems pointless. The least amount of connections is three per pontoon, as the
array will span in two dimensions in the horizontal plane. The space for solar panels should
be maximized, while keeping a gap between the pontoons so that they do not collide. This
results in a triangular pontoon shape, as shown in Figure 3-5a. This maximization of space
can be done with a pen and a sheet of paper. One starts with a top view of round pontoons
with three connections per pontoon and draws the array. Then space for solar panels is
maximized while keeping a gap between the pontoons by drawing straight lines perpendicular
to the connections at the places where connections are attached to the pontoons. This results
in triangular pontoons with equal spacing between the pontoons at all points.

There is however a problem when the triangular array is simulated. The least amount of
pontoons to be simulated to get a good idea of the behaviour of the whole array is six,
otherwise there would be pontoons that have only one connection and will go out of control
because there are forces perpendicular to the one connection. However, the computation time
for six pontoons would probably be several days, as the parameters for four pontoons take
half a day to compute and the computation time increases exponentially with array size (this
will be shown in Chapter 4).
The solution to this problem is to look at square arrays with four connections per pontoon
instead of triangular arrays. One can see in Figure 3-5b that for this array, the minimum
amount of pontoons is two for wave directions that are perpendicular to the array or four
pontoons otherwise. There is also the added benefit that this array is more regular. The
pontoons line up behind each other with the same orientation and spacing for perpendicular
wave directions, which is not the case for the triangular array. This can be used to simplify
the mathematical model and makes analysis of eigenvalues easier.
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(a) (b)

Figure 3-5: Top view of arrays; (a) triangular array, (b) square array.

3-5 Spacing and size of pontoons

For energy harvesting, it is optimal if wave forces between subsequent pontoons are 180◦ out
of phase. This means that the size and spacing of pontoons should be adapted to the wave
climate and this is dependent on the array location.

The wavelength (λ) in deep water is formulated as follows [31, 32]:

λ = gT 2

2π (3-1)

Where g is the gravitational acceleration of earth and T is the wave period.

The peak period of the sea state that the array is designed for is 6.50 s. This results in a
wavelength of 66.0 m. So the pontoons should be spaced 33.0 m apart, from centre to centre.
Chapter 6 shows that this is indeed an efficient spacing. The centre to centre distance is
dependent on the wave direction. Figure 3-6 shows the centre to centre distance for a 0◦ and
45◦ wave direction, where the centre to centre distance for 45◦ is cos(0.25π) = 0.707 smaller
than for 0◦. Figure 2-5 shows that about 75 % of the waves come from N-NE and S-SW
directions, so it is beneficial to place the array in this direction and optimize the spacing
in this direction. It is possible for other locations that the wave directions are more evenly
distributed, then a compromise has to be made between the different directions.

The space between pontoons should be as small as possible, because this will minimize the
bending moment on the connections and maximize space efficiency. However, the linear
generator needs space and a minimum distance is needed so that the pontoons do not collide.
In Chapter 6, the array is simulated and it is shown that the pontoons move with a maximum
of 2 m from their starting position, this means that the generator has a stroke of 8 m and a
minimum of 4 m is necessary in between pontoons to prevent them from colliding. However,
the power take-off (PTO) mechanism (i.e. the linear generator) needs more space than that,
as one can see in Chapter 8 for a proof of concept detailed design. There, the PTO mechanism
has a maximum stroke of 10 m (8 m plus a 25 % safety margin) and this mechanism needs a
spacing of 10 m in between pontoons. This results in a pontoon size of 23 m.

The height of the pontoons is a question of cost versus the amount of energy generated, as a
higher pontoon will absorb more wave energy but will cost more as more material is needed.
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3-6 Final system design 19

The relationship between pontoon height and energy capture is displayed in Figure 6-5 in
the results chapter for pontoons that are half submerged. One can see that it resembles
an asymptotic function which levels out at a pontoon height of 6 m. The variable costs of
the array are not only dependend on the material for the pontoons, but also on the PTO
mechanism (which will become more expensive as more energy is harvested), labour and
many other cost factors. A detailed cost analysis would involve computation of these variable
costs and also constant costs such as workshop location. This is out of the scope of this
research. An estimation of the optimal height can be made from Figure 6-5 however. One
can see that when the height increases from 1 to 2 m, the energy capture increases with a
factor of 1.84, but when the height goes from 2 to 4 m it only goes up with a factor of 1.39.
Therefore it might not be cost effective to make the height as great as 4 m and 2 m is chosen
as a conservative estimation of the height of the pontoons.

Figure 3-6: Visualisation of the difference in center to center distance between subsequent
pontoons for 0◦ and 45◦ wave direction.

3-6 Final system design

The design choices in this chapter together with simulation results from Chapter 6 conclude
to a final system design. Chapter 6 has two important points that have not been mentioned
yet. Firstly, it shows that the rotary generators do not contribute much to the total energy
production and secondly, that a 2×n array generates the most energy per pontoon. Variable
n can be set to infinity in theory, but will be limited in reality by practical problems such as
available space.
The final system design that thus arises is a 2×n array connected with linear generators and
where the rotary generators are replaced by rotary hinges. This is depicted in Figure 3-7.

The design problem as stated in Section 2-3 was: "Efficiently harvest energy from ocean waves
through a Forced-Forced, n input array." This final design is indeed optimized for efficiency,
by harvesting as much wave energy while keeping costs in mind where possible, it is a Forced-
Forced array and it can be extended to infinite pontoons in theory. The requirements are
fulfilled because all forces on the connections are controllable, it is possible to harvest energy
from all degrees of freedom (but it was found that the rotary generators do not contribute
much), solar panels can be put on top of the pontoons and lastly, it was found in simulation
that the pontoons do not collide.
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20 System Design

(a) Top view.

(b) Side view.

Figure 3-7: Final system design of the 2× n array connected with linear generators. Dominant
wave direction is indicated with an arrow.
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Chapter 4

Modelling and simulation

This chapter explains how the mathematical model is build up that is used to simulate the
wave energy converter (WEC) array. The first section introduces the necessary background
information, the section after that explains the mathematical model for WECs, the next
section goes into model simplification and lastly, the model is verified with five tests to see if
the model is sound.

4-1 Wave theory

4-1-1 Water waves

A wave is depicted in Figure 4-1, where λ is wavelength, H is wave height, dw is the water
depth. There are different forms of wave theory for different waves and which to use is
dependent on these parameters [33], see Figure 4-2. If one assumes that the water is deep,
then the maximum wave height for linear theory can be calculated with just the wavelength.
The wavelength can be computed as follows [34]:

λ = gT 2

2π (4-1)

Where g is the gravitational acceleration of earth and T is the wave period.

With the wavelength known, the maximum wave height where linear wave theory can still be
applied to, is computed in Table 4-1.

The significant wave height (Hs), introduced in Chapter 2, is the average height of the 33 %
highest waves and the peak period Tp is the period in the wavespectrum where the spectral
density is greatest, see Figure 4-3. It can be seen in Table 2-3 that for most of the sea states
that have a significant power contribution, even the mean of the one third highest waves lie in
the linear domain, except for the sea state with Hs = 4.75 m and Tp = 7.5 m. However, that
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22 Modelling and simulation

Figure 4-1: Wave parameters, adapted from Newman [32]. Arrows indicate water particle
movement.

Figure 4-2: Domains of wave theory, adapted from Hedges [33].

Table 4-1: Linear wave theory bounds.

Wave period (s) 3.5 4.5 5.5 6.5 7.5 8.5 9.5
Wavelength (m) 19.1 31.6 47.2 66.0 87.8 113 141
Maximum wave height for linear theory (m) 0.765 1.26 1.89 2.64 3.51 4.51 5.64
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4-1 Wave theory 23

sea state only contributes to 6.5 % of the total power so this will only have a small impact on
the accuracy of total energy capture. Thus it was decided to use linear wave theory.

In linear wave theory, the water particles move in circles when a wave comes by [32], as can
be seen in Figure 4-1. The forces and moments that these exert on floating bodies in the
water are thus also cyclic. Using linear theory, the surface elevation of monochromatic waves
can be described as follows [35]:

η(x, y, t) = A cos(2π
λ

(x cosβ + y sin β)− ωt) = R
(
Aei(

2π
λ

(x cosβ+y sinβ)−ωt)
)

(4-2)

Where among already mentioned variables, x and y are distance in the horizontal plane, β is
the wave direction (angle around the z-axis) and A is the wave amplitude.

4-1-2 Waves at sea

Waves at sea are not monochromatic. However, the wave elevation can be described by
a superposition of many monochromatic waves according to a spectrum and with random
phase [36]. In the north sea, the wave spectrum can be computed with Hs and Tp according
to the JONSWAP spectrum. The JONSWAP spectrum [37] is a variance spectrum that was
fitted to data on waves in the North Sea. Spectral density of a parametrized JONSWAP
spectrum [36] is described by:

Sη(f) = αH2
s f

4
p f
−5γβ exp

(
−5

4

(
fp
f

)4)
(4-3)

α ≈ 0.0624
0.230 + 0.0336γ −

(
0.185
1.9+γ

) (4-4)

β = exp
(
−(f − fp)2

2σ2f2
p

)
(4-5)

σ ≈ 0.07 f ≤ fp (4-6)
σ ≈ 0.07 f ≥ fp (4-7)

(4-8)

Where among previously mentioned variables, f is frequency, fp is the peak frequency (inverse
of Tp) and γ is the peak enhancement coefficient, which is on average 3.3 for the North Sea
[36].
The JONSWAP spectrum for Hs = 2.25 m and Tp = 6.50 s can be found in Figure 4-3.

The definition of the variance spectral density is as follows [36]:

Sη(f) =
1
2A

2(f)
∆f (4-9)

Where among previously mentioned variables, ∆f is the bandwidth, which is the frequency
range divided by the number of frequency components.
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Figure 4-3: JONSWAP wave spectrum for north sea waves with Hs = 2.25 m and Tp = 6.50 s.

So to simulate waves for random seas, one chooses a number of frequency components, com-
putes the bandwidth that belongs with it, and uses Equation (4-9) to get the wave amplitude
for each frequency. The superposition of these frequencies with random phase results in ocean
waves according to that spectrum [36]. If more frequency components are used, then the ap-
proximation of real waves becomes better. In this work, 1000 monochromatic waves added
together make up the random seas. The wave force fwave(t) is determined in a similar way to
the wave elevation η, which will be explained in Section 4-2-3.

4-1-3 Wave power

Power in monochromatic waves was explained in Section 2-2, which can be computed from the
wave height, period, density of sea water and the gravitational acceleration of earth. Average
power in waves at sea is a little bit more complex because it is comprised of a spectrum, but
can be computed using the following formula [30]:

P̄sea = ρwg
2

4π

∫ ∞
0

Sη(f)
f

df (4-10)

Where among previously mentioned variables, ρw is the density of sea water.

Using Equation (4-10), the average power per meter wave crest in the dominant sea state
(Hs = 2.25 m and Tp = 6.50 m) was computed to be 14.5 kW/m.
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4-2 Mathematical modelling of wave energy converters 25

4-2 Mathematical modelling of wave energy converters

4-2-1 Differential equations for wave energy converters

Folley et al. [38] recommend using the following time-domain model for the simulation of
WECs arrays when control is used:

(M + AM (∞))ẍ(t) +
∫ t

0
k(t− τ)ẋ(τ)dτ + Cx(t) = fwave(t) + fpto(t) (4-11)

Where x(t) is the state which holds all translations and rotations of all the WECs in the
array, M is the mass matrix that has all mass and inertial terms of the array, AM (∞) is the
added mass at infinite frequency, k(t) is the radiation impulse response matrix, C has the
hydrostatic and gravitational restoring coefficients, fwave(t) is the wave force and fpto(t) is the
force of the power take-off (PTO) mechanism.

This equation, due to Cummins [39], was originally meant for ship motions and assumes
linearity. It is derived from the frequency domain model of a mass-spring-damper system
with frequency dependent mass and damping coefficients and wave force, see Equations (4-
12) and (4-13). The mass and damping are frequency dependent due to the displacement of
water [32].[

−ω2(M + AM (ω)) + iωB(ω) + C
]

X(ω) = Fwave(ω) + Fpto(ω) (4-12)[
−ω2(M + AM (∞)) + iωK(ω) + C

]
X(ω) = Fwave(ω) + Fpto(ω) (4-13)

with K(ω) = B(ω) + iω(AM (ω)−AM (∞)) (4-14)

Where among previously mentioned variables, ω is the wave frequency, B(ω) is the added
damping and X(ω), F(ω) and K(ω) are the Fourier transform of x(t), f(t) and k(t).

4-2-2 Computation of hydrodynamic coefficients

The hydrodynamic coefficients in matrices AM(ω), B(ω), C and the wave excitation force
factor can be computed by boundary element solvers such as WAMIT and NEMOH [40].
NEMOH [41] is used in this work because it is open source software. The reader is referred
to Babarit and Delhommeau [41] for the theoretical and numerical background. The software
needs a shape as input, which is a box, and the number of WECs. Together with the centre
of gravity, translations and number of panels, this shape can become a mesh through the
NEMOH software and this is used to compute all necessary functions. When more panels are
used, the accuracy of the hydrodynamic coefficients becomes greater, but will also take more
time to compute. Therefore, a study is done to see when the solution converges, as can be seen
in Figures 4-4 to 4-6. The degree of freedom is indicated with a number: 1 for surge (horizontal
translation x), 2 for sway (horizontal translation y), 3 for heave (vertical translation z), 4 for
roll (rotation around x-axis), 5 for pitch (rotation around y-axis), 6 for yaw (rotation around
z-axis), 7 for surge of the second pontoon and so on. For the hydrodynamic coefficients, two
numbers are used because these coefficients appear in a matrix. To give examples for a 2× 1
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26 Modelling and simulation

array, 11 is the upper left coefficient of the matrices AM(ω), B(ω), C and 1212 the coefficient
in the downright corner.

A number of panels of 884 was chosen as a compromise between computation time and
accuracy. The difference between 884 and 1665 is at most 3.17 % with the exception of some
discrepancies in the added damping in heave and pitch at frequencies higher than 3.00 rad/s.
But this is not a problem since the frequency at which the pontoons will move is lower than
that, see Figure 4-3. The time to compute the hydrodynamic coefficients and wave excitation
force factors rise exponentially with the number of pontoons and are plotted in Figure 4-7.
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Figure 4-4: Hydrodynamic coefficients in surge for a single pontoon.

To speed up the simulation, the term
∫ t

0 k(t − τ)ẋ(τ)dτ is often replaced by a state-space
approximation [42]. In this work, the Matlab tool developed by Perez and Fossen [43] was
used to compute this approximation. It needs AM(ω) and B(ω) as input and uses least-
squares fitting to optimize the approximation. The tool showed that the state-space model
is a good approximation and this was double checked by computing its impulse response and
comparing it to k(t), which is given by NEMOH.

4-2-3 Computation of wave forces

NEMOH does not compute the wave force directly, it computes the wave excitation force
factor, which is a complex number. The actual wave force is computed by multiplying the
magnitude of this wave excitation force factor (see Figure 4-10) with the amplitudes of the
waves (which is half of the wave height) that are present in the wave spectrum and shifting
them with the phase of the wave excitation force factor. All these are then added together to
get the random waves, just like it was done for the wave elevation in Section 4-1. Equation (4-
15) shows how the wave force for a single frequency component [35] can be computed.
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Figure 4-5: Hydrodynamic coefficients in heave for a single pontoon.
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Figure 4-6: Hydrodynamic coefficients in pitch for a single pontoon.

Master of Science Thesis CONFIDENTIAL Luc Hogervorst



28 Modelling and simulation

1 2 3 4 5 6

Number of pontoons

0

10

20

30

40

50

60

C
o

m
p

u
ta

ti
o

n
 t

im
e

 (
h

)
Data

Exponential fit

Figure 4-7: Computation time of hydrodynamic coefficients and wave excitation force factors in
NEMOH versus the number of pontoons with 884 panels.

fwave(t) = R
(
AF̃e(ω)e−iωt

)
= R

(
A
∣∣∣F̃e(ω)

∣∣∣ e−i(ωt−∠F̃e(ω))) (4-15)

Where among previously mentioned variables, F̃e is the wave excitation force factor.

4-2-4 Computation of power take-off forces

There are three PTO mechanisms (or generators) that can exert forces and moments on the
pontoons as can be seen Figure 4-8: Two rotary and one linear generator. The centre-mass
forces and moments can be computed from the trigonometric relations. The left pontoon is

Figure 4-8: Schematic of two pontoons with definitions of angles and pontoon width.

called pontoon A and the right pontoon B and both have width w. The distance in horizontal
direction is x and vertical is z, the rotation is θ. The explanation here is done for two
pontoons. For larger arrays, the process is repeated for each pair of pontoons in the array in
x and y-direction.
First, the horizontal width (wbar), vertical height (hbar), length (Lbar) and angle θbar of the
connection bar have to be computed:

wbar = xB − (0.5w(cos(θA) + cos(θB)) + xA) (4-16)
hbar = zA − (0.5w(sin(θA) + sin(θB)) + zB) (4-17)

Lbar =
√
w2
bar + h2

bar (4-18)

θbar = arctan( hbar
wbar

) (4-19)
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The PTO force (and moments) vector (with respect to the centre of mass of the pontoons),
fpto can then be computed from previously mentioned variables, using trigonometric rules,
the force of the linear generator (flgen) and the torques of the rotary generators (Mgen). The
force vector of each generator is displayed separately for clarity in Equations (4-20) to (4-23).

fgenA =



fgenA1
fgenA2
fgenA3
fgenA4
fgenA5
fgenA6
fgenA7
fgenA8
fgenA9
fgenA10
fgenA11
fgenA12



=



−(MgenA) sin(θbar)
Lbar

0
−(MgenA) cos(θbar)

Lbar
0

MgenA + (MgenA)
Lbar

(1
2w(sin(θA) sin(θbar) + cos(θA) cos(θbar)))

0
(MgenA) sin(θbar)

Lbar
0

(MgenA) cos(θbar)
Lbar

0
(MgenA)
Lbar

(1
2w(sin(θB) sin(θbar) + cos(θB) cos(θbar)))

0



(4-20)

fgenB =



−(MgenB) sin(θbar)
Lbar

0
−(MgenB) cos(θbar)

Lbar
0

(MgenB)
Lbar

(1
2w(sin(θA) sin(θbar) + cos(θA) cos(θbar)))

0
(MgenB) sin(θbar)

Lbar
0

(MgenB) cos(θbar)
Lbar

0
MgenB + (MgenB)

Lbar
(1

2w(sin(θB) sin(θbar) + cos(θB) cos(θbar)))
0



(4-21)

flgen =



−flgen cos(θbar)
0

flgen sin(θbar)
0

1
2wflgen(sin(θA) cos(θbar)− cos(θA) sin(θbar))

0
flgen cos(θbar)

0
−flgen sin(θbar)

0
1
2wflgen(sin(θB) cos(θbar)− cos(θB) sin(θbar))

0



(4-22)

fpto = fgenA + fgenB + flgen (4-23)
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4-2-5 Computation of electric power

The power absorbed or used by the PTO mechanism is computed by the definition of power:
velocity multiplied with force. When the direction of the velocity of the PTO mechanism is
the reverse of the direction of the PTO force, then power is absorbed. If they are both aligned,
then the mechanism uses power (from the grid) to perform mechanical work. Efficiency is
introduced to compute how much power absorbed by the PTO mechanism actually can be
turned into electricity. Absorbed power is multiplied with the efficiency and used power
is divided by the efficiency. Therefore less electric power is generated than absorbed and
more electric power is needed than comes out as mechanical work performed by the PTO
mechanism. The results in Chapter 6 are computed for efficiencies of 0.7 and 1.0, as the
former is a representative number for the efficiency of a PTO mechanism of a WEC [42] and
the latter gives valuable insight into the best case scenario.

4-2-6 Simulation

All parts of the model that have been explained previously come together in a Simulink model,
see Figure 4-9. It starts by summing all forces (PTO forces, wave forces, hydrostatic forces
and radiation forces) and multiplying them with the inverse of the mass matrix to compute
the acceleration of the pontoons. This is then integrated to get the velocity and integrated
again to get the position of the pontoons. Velocity and position are used to compute all forces
and the mechanical power and the cycle starts again. The mechanical power is multiplied
or divided with the efficiency, in case it is absorbed or used respectively, and integrated to
get the absorbed energy minus the used energy. This netto electric energy is used in the
optimization of the array.

4-3 Model simplification

When the wave direction is 0◦, 90◦, 180◦ or 270◦, the pontoons are directly behind each other
in a straight line. When one looks at the magnitude of the wave excitation force factor of
pontoons in a straight line, such as in Figure 4-10, one can see a trend. The wave excitation
force factor from the first pontoon to the last pontoon goes down with a factor of about 0.7
for each pontoon. This trend can be used to create models of arrays from the parameters of
just one pontoon, since all other parameters except for the interaction terms are the same
for each pontoon. When one neglects the interaction terms of the added mass and damping,
it means that the pontoons do not interact with each other through waves (but still interact
with each other through the forces on the connections). This also means that pontoons that
are next to each other will thus move in phase and will not generate any energy. The energy
production of a n×n array at a 0◦ wave direction can thus be computed simply by multiplying
the energy production of a n× 1 array by n.

The simplification is far from perfect. The wave excitation force factor of the second and
third pontoon in surge and pitch show a large discrepancy for the frequency range between
1.5 rad/s and 2 rad/s in Figure 4-10 for example. The most important frequency is however
1 rad/s, as can be seen from Figure 4-3 and the simplification is quite good at that point.
The phase of the wave excitation factor of all pontoons can be derived from the first pontoon
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4-4 Model verification 31

Figure 4-9: Block diagram for the simulation of the wave energy converter array in this work.

as well. This can be done by looking at the centre to centre distance of the pontoons and
dividing this by the wave length (see Equation (4-1)). This fraction multiplied with 2π is the
phase that has to be added to the phase of the first pontoon. This is done in Figure 4-11
and one can see that is a good approximation, especially at the frequency where it is most
important.

To see how the simplification stacks up against the original model, both were optimized for
energy capture with Reactive control that will be explained in Chapter 5. The simplified
model extracts 12 % less energy, the stiffness terms were within 2 % and the damping terms
within 30 %. It was deemed acceptable that the model gives a conservative view of the
extracted energy. The deviation for the damping terms is unfortunate, but was also deemed
acceptable since these are not used in the analysis of the behaviour of the array.

4-4 Model verification

In order to verify the model, five tests are done on different parts of Equation (4-11). An
overview of the tests and what they verify can be found in Table 4-2. The tests are:

Comparison with literature The first test compares the most important hydrodynamic
coefficients and wave force excitation factor amplitudes that NEMOH computes with
literature. Killi [44] uses WADAM [45] to compute parameters of pontoons that are
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Figure 4-10: Comparison of magnitude of simplified wave excitation force factors (dashed) with
computed wave excitation force factors (solid) for a 3× 1 array. Wave excitation force factor in
surge (a), in heave (b) and wave excitation moment factor in pitch (c).

Luc Hogervorst CONFIDENTIAL Master of Science Thesis



4-4 Model verification 33

0 0.5 1 1.5 2 2.5 3

 (rad/s)

-4

-2

0

2

4
P

h
a

s
e

 (
ra

d
)

Figure 4-11: Comparison of phase of simplified wave excitation force factor (circle) with com-
puted wave excitation force factor (cross) for the third pontoon.

58 m long, 10 m wide and have a draft (vertical length of pontoon that is underwater) of
5 m. Pontoons of the same size were modelled in NEMOH, with straight corners instead
of rounded, and the comparison can be found in Figures 4-12 to 4-14.
Abul-Azm and Gesraha [46] theoretically examine the hydrodynamic coefficients and
forces on a square, infinitely long pontoon and confirm the results found by Andersen
and Wuzhou [47]. In NEMOH, it is not possible to model infinite sizes, but a long
pontoon gives the same results, as can be seen in Figure 4-15.

Archimedes’ principle The second test uses Archimedes’ principle to determine the ac-
curacy of the mass matrix and the hydrostatic and gravitational restoring coefficients.
The mass of the pontoons can be computed by how much water they displace and the
density of seawater of 1025 kg/m3 . The pontoons lie 1.00 m deep, so the mass of one
pontoon is 5.42× 105 kg. NEMOH computes the same but with a 0.195 % difference.
The moment of inertia in roll (Ix) and pitch (Iy) can be computed with the following
formula for the moment of inertia of a solid cuboid [48]:

Ix = Iy = m

12(w2 + h2) (4-24)

Where m is the mass of the cuboid, w is its width and h is its height.
When this is applied to the pontoons, the result is the same as NEMOH computes it
with again a 0.195 % deviation.
The hydrostatic and gravitational restoring coefficient in vertical direction can be com-
puted by the force that is generated when the pontoon is pushed 1.00 m into the water.
This can again be computed from the water displacement and this can be compared
to what NEMOH finds. The difference is negligible with NEMOH’s computation. The
angular restoring coefficient is a little harder to compute since they are non-linear nor-
mally, but are linearised for the use in Equation (4-11). The computation of these is
done in Appendix C and the difference with the coefficient computed by NEMOH is
only 1.28 %.

Energy balance The energy balance test determines if the forces exerted by the PTO mech-
anism are correct. The test starts by giving the pontoons an initial position and an initial
speed, which gives the initial kinetic and potential energy. Then the simulation is run
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without wave forces and the radiation component and an efficiency of 1.0. This means
that no energy is added to the system and no energy losses are present, except for the
energy captured by the PTO mechanism. The result of energy capture is compared
with the initial energy and should be the same if the simulation ended with the system
at rest. This was indeed the case with very high accuracy, which increased as the step
size of the model was set smaller.

Infinite stiffness The infinite stiffness test is to see if two pontoons coupled with an infinitely
stiff beam behave the same as a single big pontoon of the same dimensions as the two
pontoons combined. Their movements will differ somewhat, because the large pontoon
has mass in the place where the connection is for the two normal pontoons, but this
will be small for the rotation because this mass lies close to the centre of rotation. The
results for the pitch angle in random waves are shown in Figure 4-16. One can see that
the results are very similar, but have slight variations.

Visual inspection of simulation The movement of the pontoons together with the waves
can be plotted in a video, to see if the pontoons follow the waves. Figure 4-17 displays
a snippet of this video. The interaction of the pontoons with the waves looks natural.

Table 4-2: Overview of model verification tests.

Subject Symbol Test
Added mass AM Comparison with literature
Added damping B Comparison with literature
Wave excitation force factor fwave Comparison with literature
Mass M Archimedes’ principle
Hydrostatic and gravitational restoring coefficients C Archimedes’ principle
Force of power take-off mechanism fpto Energy balance
NEMOH consistency single pontoon and arrays Infinite stiffness
Equation (4-11) as a whole Visual inspection of simulation
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Figure 4-12: Added mass in x (11), y (22) and z (33) direction, computed by Killi [44] (left)
and in this work (right) for a rectangular pontoon.

Figure 4-13: Added damping in x (11), y (22) and z (33) direction, computed by Killi [44] (left)
and in this work (right) for a rectangular pontoon.
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Figure 4-14: Wave excitation force factors in x (11), y (22) and z (33) direction, computed by
Killi [44] (left) and in this work (right) for a rectangular pontoon.

Figure 4-15: Hydro-dynamic coefficients in pitch computed by Abul-Azm and Gesraha [46] (left)
and in this work (right) for a long square pontoon. On the horizontal axis is the wave number
multiplied with half of the pontoon width.
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Figure 4-16: Pitch angle for a 2× 1 array, where the pontoons are connected with an ’infinitely
stiff’ connection and pitch angle for a large pontoon that has the same dimensions as the two
pontoons summed. Simulated for random waves with Hs =2.25 m, Tp =6.50 s and a 0◦ wave
direction.

Figure 4-17: Video snippet from the visualization of a 2× 1 array under random seas with a 0◦

wave direction.
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Chapter 5

Control

This chapter explains the control that is applied to the wave energy converter (WEC) array:
Reactive control. This type of control was chosen in the literature study [13] because it
improves over the most simple form of control (Resistive control) in performance with the
least amount of disadvantages.
The next section defines the control problem, the section after that explains the control
algorithm, the third section proposes a distributed control strategy, which is a way to decrease
computation time for large dimensionalities and the last section determines the stability of
the system.

5-1 The control problem

The control problem is to maximize the amount of energy harvested by the generator, which is
part of the power take-off (PTO) mechanism. This captured energy is negative from the point
of view of the array (because energy is taken from the system and converted into electricity),
so it is actually a minimization problem. This minimization is done for all generators over a
period of time:

minE(t0, t1) = min
∫ t1

t0
P (t) dt (5-1)

= min
∫ t1

t0

q∑
i=1

f ipto(t)żipto(t) dt (5-2)

Where E is energy, P is power, fpto is force of the PTO mechanism, zpto is displacement of
the PTO mechanism, q is the number of generators and t is time. The force of the whole
PTO mechanism is taken into account because although only the generator captures energy,
losses in other parts of the mechanism will degrade the captured energy.
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5-2 Resistive and Reactive control

Resistive [49] and Reactive control [42] are D and PD control [50] respectively, with an
overarching algorithm. PD control is often applied to make a system go to a certain state
and to influence criteria such as overshoot and settling time using control parameters Kp and
Kd. For energy harvesting however, Kp and Kd are used to influence the natural frequency
of the array and the amount of energy harvested, respectively.

Resistive and Reactive control are thus both feedback control with a control law that is
formulated in Equation (5-3), where Kp = 0 for Resistive control. The block diagram that
belongs together with this law can be found in Figure 5-1.

fpto(t) = −Kpzpto(t)−Kdżpto(t) (5-3)

Figure 5-1: Block diagram for low level Resistive and Reactive control. Kp = 0 for Resistive
control.

Kp and Kd are optimized in Nambiar et al. [42] with the Nelder-Mead simplex search method
[51] and this method will also be used in this work. It is a gradient-free optimization algorithm
to find the minimum of a cost function (which, in this work, is the amount of energy harvested)
with k variables. The simplex search method starts by computing the cost function for
values of the variables that lie in the vertices of a simplex. This simplex is a polytope with
k + 1 vertices in k dimensions, which is a triangle in two dimensions, a tetrahedron in three
dimensions and so on. The initial simplex is an input to the algorithm by the user. After
that, the algorithm takes over and tries to find the minimum of the cost function by following
a set of actions: reflection, expansion, contraction and shrink (see Figure 5-2).
Step one is to perform a reflection. The worst point is chosen as the point to reflect away
from. Then based on the function value of this new point, a next action is chosen. If the
reflected point is the best of all points, expansion is chosen as the next action and the best of
either the expanded or reflected point is chosen as a vertex in a new simplex, replacing the
worst point in the old simplex. Then it goes back to step one.
If the reflected point of step one is the worst or second worst point of all points, a contraction
is performed. The contracted point replaces the worst point and forms a new simplex if it
is has a better function value, if not, then the shrink action is performed and the algorithm
goes back to step one.
If neither expansion nor contraction can be done after step one, the reflected point replaces
the worst point in the simplex and the algorithm goes back to step one.
The algorithm stops when the difference in function values of the vertices becomes too small
and/or the simplex itself becomes too small. The Nelder-Mead simplex method does not
allow for constraints, but they can be included in the model itself.
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(a) Reflection. (b) Expansion. (c) Contraction. (d) Shrink.

Figure 5-2: Nelder-Mead simplex method actions. Solid line is the old simplex and dashed line
is the new simplex.

The overarching control method is depicted in Figure 5-3. Step one is providing the necessary
information for the model, such as the sea state and the number of pontoons. Then the
optimizer (with the simplex method) uses the model to find the best values for Kp and Kd.
These values are then transferred to the array as the spring and damping coefficients. The
process starts again with step one when the sea state changes.
It is possible to compute optimal Kp and Kd for each sea state beforehand and store this in
a look-up table if computation times are too long.

Chapter 4 mentioned that it is possible for the power of the PTO mechanism to reverse (i.e
power is used instead of captured). This used power will be divided by the PTO efficiency as
more (electric) power has to be put in the mechanism than comes out because of losses such
as friction. Power is reversed for Reactive control when Kp is great enough, but will never
be reversed for Resistive control. Figure 5-4 shows the negative captured power and positive
used power for optimized Resistive and Reactive control. One can see that reversals of the
power flow indeed happen for optimized Reactive control.

5-3 Distributed control

As the dimension of an optimization problem becomes larger, so does the size of the solution
space (exponentially). This makes it harder to find the optimum value of a function in higher
dimensions and is called the "curse of dimensionality" [52]. The simplex method described in
this chapter also makes less progress per iteration with increasing dimensionality [53]. It is
therefore possible that a distributed control scheme, where there are many controllers with
a lower dimension, performs better than a global algorithm. A distributed scheme for PID
controllers is proposed by Vázquez et al. [54]. The controllers are iteratively tuned for a
multi-variable problem until design specifications are met.

A scheme similar to Vázquez et al. [54] is proposed here in Figure 5-5, where energy is the
measure of performance instead of design specifications and the tuning method is the simplex
algorithm. This scheme would replace the "find optimal control parameters" block in Figure 5-
3. The algorithm starts with initial values for Kp and Kd for all controllers (equal to the
number of PTO mechanisms). Next, each controller is optimized separately, but energy is
computed for the whole array, to take interaction effects between pontoons into account. The
optimized values of Kp and Kd are the starting points for a new iteration and this keeps
going until the difference between iterations falls below a certain level. A difference of 1% is
used in this work, as this would in practice be an acceptable loss, but other values can be
chosen as well that suit the goal of the user. Chapter 6 shows that the computation time of
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Figure 5-3: Scheme of the overarching control method for Resistive and Reactive control.
Adapted from [49].
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Figure 5-4: Power generated and used by the power take-off mechanism of a 2 × 1 array.
Simulated for random seas with Hs = 2.25 m, Tp = 6.50 s and waves coming at 0◦.
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the distributed algorithm is greater when there are few pontoons, but becomes smaller than
global control at five pontoons and higher when Reactive control is used.

Figure 5-5: Distributed control scheme.

5-4 Stability

Pontoons that lie in the water experience drag and this damping makes it unlikely that they
go unstable. However, for good measure, a stability analysis is performed in this section for a
2× 1 array. The dynamics of the PTO mechanism are non-linear and one dimensional. The
dynamics must thus be linearised for the use in a single-input single-output Bode plot. To
make the system simpler and linearised, we assume that the pontoons only move in horizontal
direction x. The displacement of the PTO mechanism, which is the output, can then linearly
be computed as follows:

z = Lbar = xB − xA − w (5-4)

Where A is the left pontoon, B is the right pontoon and w is the pontoon width.

The power capture of this linearised system only differs from the original with 5.60 %. The
open loop is minimum phase and stable because all poles and zeros lie in the left half plane
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[55]. It must be noted that a small spring constant of 0.000 01 N/m was applied on the
horizontal position of the pontoons to make the model open-loop stable, if not, then there
is a pole at 0 rad/s. This pole is due to the fact that there is nothing pulling the pontoons
back to their original position if they get a velocity. The very small spring constant does not
influence the Bode plot however in the range plotted in Figures 5-6 to 5-8.

Figure 5-6 shows the Bode plot of the open loop without controller. One can see that it
resembles a second order system with very little stiffness and some perturbations around
1 rad/s. These perturbations are caused by the frequency dependent damping that comes
from the water. The bode plots of the open loop with controller, i.e. the loop transfer, can be
found in Figures 5-7 and 5-8. The system with Resistive controller has a phase margin (PM)
of 97.1◦ and an infinite gain margin (GM). For Reactive control with an efficiency of 1.0,
the PM is 16.5◦ and the GM is infinite as well. This means that the closed loop is stable
for both controllers. The closed loop is less stable when Reactive control is used than the
recommended PM of 30.0◦ [55]. It is thus quite susceptible to phase delay. The disk margin is
0.288 which is also lower than recommended. It is logical however that the Reactive controller
is less stable because in a sense it is trying to become unstable. It wants to become unstable
because it tries to reach resonance with the dominant wave frequency. This will be analysed
in Chapter 7.
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Figure 5-6: Bode plot from force to displacement of the power take-off mechanism.
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Figure 5-7: Bode plot of the loop transfer with Resistive Control.
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Figure 5-8: Bode plot of the loop transfer with Reactive Control.
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Chapter 6

Results

This chapter shows the results of the numerous optimizations done for different aspects of
the wave energy converter (WEC) array designed in this report. Most are done for waves
coming at a angle of 0◦, as about 75 % of the waves come at this angle (see Figure 2-5), but
Section 6-8 presents results of what happens when waves come at a 45◦ angle. Waves that
come at an angle of 0◦ are directed straight at the array, in line with the linear generators,
as is shown in Figure 6-1. In this case, only an array of pontoons behind each other (n× 1)
has to be simulated, because all pontoons next to each other would have the same control
coefficients and the same energy production, as was mentioned in Section 4-3.
The next section shows a plot of how the pontoons move, the section after that explains how
the simulation duration was chosen, the sections after that present results of optimized energy
production for Resistive and Reactive control and the last section shows the scalability of the
control methods. Values for captured energy are positive in this chapter (as opposed to the
previous chapter) to improve readability.

6-1 Pontoon movement

Figure 6-2 shows the movement of two pontoons with waves coming straight at the array
(at 0◦). The damping and stiffness coefficients are optimized for the dominant sea state for
Reactive control with an efficiency of 1.0. One can see that the movement of the pontoons
with respect to each other is about 4 m in the horizontal direction (x) and this was used for
the system design in Section 3-5.

Figure 6-1: Top view of a 4× 1 array with 0◦ wave direction indicated by the arrow.
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Figure 6-2: Example of typical horizontal (x) and vertical (z) displacement of the two pontoons
with respect to their starting position in a 2 × 1 array. Simulated for random seas with Hs =
2.25 m, Tp = 6.50 s and waves coming at 0◦.

6-2 Simulation duration

First a simulation duration has to be chosen. This is preferably as short as possible, as this
reduces the time it takes to run the simulation. However, waves are generated with random
phase, so some variability in energy production and optimal control coefficients will occur.
This is preferred to be as small as possible and variability reduces with simulation duration,
so a compromise has to be found between computation time and variability. This was found
to be a simulation duration of 2 hours. Ten optimization runs for all forms of control for a
duration of 2 hours show that the variability between greatest and smallest value in energy is
4.96%. For Kp and Kd this is 0.664% and 4.01% respectively, which was deemed acceptable.
See Appendix D-1 for values of energy production and optimization variables for each run.

6-3 Energy production per generator

In the system design in Chapter 3, it was mentioned that energy should be harvested for
all degrees of freedom, but that some might be less interesting to harvest than others. This
section shows results of the amount of energy harvested for the single linear and two rotary
generators for an array of two pontoons to see if all degrees of freedom are worth harvesting.
One can see in Table 6-1 that the two rotary generators only harvest between 18.6 % and
31.0 % of the total energy. This is too low to warrant using the rotary generators, so it was
decided to only keep the linear generator. The next sections show results of energy capture
with only linear generators between the pontoons.
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Table 6-1: Energy capture of a 2× 1 array with one linear and two rotary generators. Simulated
for random seas with Hs = 2.25 m, Tp = 6.50 s and waves coming at 0◦.

Control method
Efficiency

Resistive
0.700

Reactive
0.700

Reactive
1.00

Total energy capture 3.33× 108 J 5.98× 108 J 1.73× 109 J
Rotary generators 23.6 % 18.6 % 31.0 %
Linear generator 76.4 % 81.4 % 69.0 %

6-4 Influence of the number of pontoons on energy capture

As the number of pontoons increases, so does the amount of energy harvested. Figure 6-3
shows the increase in energy when another pontoon is added to a n × 1 array with linear
generators. One can see that the increase in energy generally declines with increasing number
of pontoons, except for Reactive control when going from an odd to an even number of
pontoons. This could be explained by the fact that for even number of pontoons, the optimized
solution for energy generation is for the pontoons to form pairs which oscillate at the peak
frequency of the spectrum and to set the connections in between with small control coefficients
(i.e. almost free movement). For uneven number of pontoons, there is always one pontoon
which cannot be in a pair. Chapter 7 will go deeper into the subject of eigenfrequencies of
the pontoons.

The choice for the number of pontoons behind each other in the array will be one of costs. As
Figure 6-3 shows, the amount of energy generated does not increase equally with the number
of pontoons. For example, when using three pontoons instead of two in the array, an increase
in the number of pontoons by 50 %, then the energy capture increases with only 12 % at best.
If the cost of the array grows equally with the number of pontoons (which is assumed here),
then it is the most cost efficient to design the array as a 2× n array.
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Figure 6-3: Relative increase in energy when an extra pontoon is added to the array. Simulated
for random seas with Hs = 2.25 m, Tp = 6.50 s and waves coming at 0◦.
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6-5 Influence of pontoon spacing on energy capture

A pontoon spacing was chosen in Chapter 3 based on the peak period of the sea state with
the highest average energy. To see if this was indeed the right choice, some optimization runs
are done for different pontoon spacings. Figure 6-4 shows the results of these runs for a 2× 1
array with linear generators.
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Figure 6-4: Energy capture versus pontoon spacing for a 2× 1 array. Simulated for random seas
with Hs = 2.25 m, Tp = 6.50 s and waves coming at 0◦.

6-6 Influence of pontoon height on energy capture

A pontoon height was chosen in Chapter 3 based on results of optimization runs in Figure 6-5.
It shows that energy capture increases up to a height of 6 m and remains around the same
level when the height increases further.
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Figure 6-5: Energy capture versus pontoon height for a 2× 1 array. Simulated for random seas
with Hs = 2.25 m, Tp = 6.50 s and waves coming at 0◦.
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6-7 Sea states overview

So far, all simulation runs have been done for the dominant sea state with Hs = 2.25 m and
Tp = 6.50 s. There are however many other sea states that contribute to the average power
production, as can be seen in Table 2-3. Optimization runs were done for all sea states that
have a higher than 1.00 % part in the energy production. The results for energy capture are
presented in Table 6-2 expressed as a percentage of the total energy that is present in the
waves along the width of the pontoons. The power in the waves per meter wave crest was
calculated using the method described in Section 4-1. The raw data of the amount of energy
harvested can be found in Appendix D-2.

Table 6-2: Overview of energy capture by a 2× 1 array for random seas with 0◦ wave direction.
Values are in percentage of the total energy in the waves of each sea state. Top: Reactive control
with an efficiency of 1.0, middle: Reactive control with an efficiency of 0.7, bottom: Resistive
control with an efficiency of 0.7.

3.5-6.0 39.2 25.0 15.3
3.0-3.5 39.0 26.4
2.5-3.0 50.0 40.0

Hs (m) 2.0-2.5 49.0 41.4
1.5-2.0 36.4 49.7
1.0-1.5 18.3 36.7 52.2
0.5-1.0 21.0 17.8 36.3 49.3

3-4 4-5 5-6 6-7 7-8 8-9 9-10
Tp (s)

3.5-6.0 16.0 10.8 6.90
3.0-3.5 15.8 10.9
2.5-3.0 19.8 16.0

Hs (m) 2.0-2.5 20.3 16.2
1.5-2.0 16.9 19.5
1.0-1.5 7.83 15.9 20.2
0.5-1.0 7.59 6.95 15.9 20.2

3-4 4-5 5-6 6-7 7-8 8-9 9-10
Tp (s)

3.5-6.0 8.46 5.67 3.78
3.0-3.5 8.10 5.60
2.5-3.0 10.5 7.99

Hs (m) 2.0-2.5 10.6 7.85
1.5-2.0 9.04 10.3
1.0-1.5 4.60 8.77 9.99
0.5-1.0 3.67 3.99 8.46 9.91

3-4 4-5 5-6 6-7 7-8 8-9 9-10
Tp (s)
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6-8 Waves at a 45◦ angle

So far, all simulation runs are done for a 0◦ wave direction and although this is the direc-
tion that most waves will have, it is interesting to see what happens to the optimal control
parameters and energy capture when waves come at an angle. The chosen array size for this
experiment is 2 × 2. The amount of wave energy that is available to the array is 3.44 times
larger than for the 2× 1 array with 0◦ wave direction, because the wave crest that comes in
contact with the 2 × 2 array (the diagonal of the whole array) is 3.44 times larger than for
the 2× 1 array (the width of one pontoon).
With Resistive control, the energy capture of the 2× 2 array is 2.61 times the energy capture
of the 2×1 array with the same control strategy. For Reactive control with an efficiency of 0.7
and 1.0, it captures 3.27 and 2.68 as much respectively. The optimal damping and stiffness
constants of the 2× 2 array are within 36.1 % and 17.7 % of the constants of the 2× 1 array
respectively for all forms of control.

6-9 Scalability control method

The number of iterations necessary for global optimization in Section 6-4 were counted to
see how the computation time of the method increases with the number of pontoons. The
same was done for distributed optimization and the results can be found in Figure 6-6. Re-
active control with an efficiency of 1.0 was left out because the results were very similar to
0.7 efficiency and made the figure less readable. The energy captured with distributed op-
timization was at most 2 % lower than global optimization for Reactive control and was the
same for Resistive control. The global algorithm needs fewer iterations than the distributed
algorithm when there are few optimization variables, but needs more iterations when ten or
more variables need to be optimized.
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Figure 6-6: Number of optimization iterations versus number of pontoons for a 2 × 1 array.
Simulated for random seas with Hs = 2.25 m, Tp = 6.50 s and waves coming at 0◦.
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Chapter 7

Discussion

This chapter first asks the question if the optima found in Chapter 6 are the best solutions
to the optimization problem. Then, the performance of the array designed in this work is
compared to prior art. Finally, it is discussed if more wave information can result in greater
energy capture.

7-1 Eigenvalue analysis

In Chapter 5, the control problem and the optimization method was explained. In general, it
is possible that optimizers get stuck in local minima and thus do not find the best solution.
To see if this is the case in this work, the optimal values for the spring constants (Kp) that
the optimizer has found can be compared to what is to be expected logically.
When there are no losses (i.e. efficiency = 1.0), then the expected value of the spring constants
are such that the natural frequencies (ωn) of the wave energy converter (WEC) array lie at
the frequency of the waves and resonance occurs. For monochromatic waves, this would be
the frequency of the wave and for sea states, this would be around the peak frequency (which
is the inverse of the peak period). Data of spring and damping constants that the optimizer
found for monochromatic waves and random seas can be found in Table 7-1. The natural
frequencies of the array can be found there as well. To compute these, the array is simplified
to masses and springs, as shown in Figure 7-1. Three pontoons are depicted in the figure
as an example, but the eigenfrequencies of the array can be computed for any number of
pontoons. The first step in computing the eigenfrequencies is the derivation of the equations
of motion [56] in the frequency domain:

F (t) = mẍ(t) (7-1)
mẍ(t) + Kx(t) = 0 (7-2)

(−mω2 + K)X(ω) = 0 (7-3)
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Then, the natural frequencies are computed by taking the determinant of (−mω2 + K),
equalizing it to 0 and solving for ω. For the system in Figure 7-1, this matrix and X(ω) look
as follows:

(−mω2 + K) =

−mω2 +Kp1 −Kp1 0
−Kp1 −mω2 +Kp1 +Kp2 −Kp2

0 −Kp2 −mω2 +Kp2

 (7-4)

X(ω) =

X1(ω)
X2(ω)
X3(ω)

 (7-5)

The mass of the system changes with its resonating frequency due to the moving water, as
mentioned in Chapter 4. Therefore an iteration scheme is applied. It starts by first computing
the natural frequencies without the added mass, then computes the added mass at that
frequency and then computes the eigenfrequencies again. This continues until convergence.

The real system not only has springs, but also damping and this influences the natural
frequency. How much this affected the natural frequency was checked in simulation by giving
the pontoons an offset to their initial position. The found value of the damped natural
frequency was 4.85 % lower than the undamped natural frequency.

Figure 7-1: Mass-spring model for the array.

What can be learned from the undamped natural frequency in Table 7-1 for arrays with two
pontoons, is that they lie close to the wave frequency of monochromatic waves and to the
peak frequency of random waves. When there are four or more pontoons, then pairs are
formed that again have their natural frequency close to the wave frequency. This shows that
the optimized Kp indeed lie at the global optimum.

Furthermore, the eigenfrequencies of the array can be linked to the effect of efficiency on
energy capture. In Table 6-2, one can see that the energy capture of Reactive control with an
efficiency of 0.7 divided by 0.7 is lower than energy capture with an efficiency of 1.0. This is
caused by the lower natural frequency of the array with 0.7 efficiency, because lower values of
Kp save energy when there is efficiency to be accounted for (as was explained in Chapter 4).

7-2 Comparison with other wave energy converters

A measure to compare performance of WECs in terms of power capture is the capture width
ratio (CWR). It is a measure of the hydrodynamic efficiency, ηhyd [57], and is defined as
follows:

ηhyd = Pabs
wJwave

(7-6)
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Table 7-1: Optimized Kp, Kd and natural frequencies for monochromatic and random waves
with a 0◦ wave direction.

Wave Array
Size

Kp × 105

(N/m)
Kd × 104

(N s/m)
Inverse of natural
frequency (s)Type Period (s) Height (m)

Mono-
chromatic

5.00 2.00 2× 1 4.65 5.61 5.17
6.00 2.00 2× 1 3.50 5.03 5.98
7.00 2.00 2× 1 2.62 3.52 6.92
8.00 2.00 2× 1 2.00 2.56 7.92

Random 6.50 2.25 2× 1 3.00 5.52 6.41
6.50 2.25 3× 1 2.72, 1.83 3.41, 5.04 6.39, 8.94
6.50 2.25 4× 1 2.98, 5.58, 6.48, 6.52,

4.00× 10−2, 7.85× 10−4, 7.83× 10
2.94 4.70

Where Pabs is the absorbed wave power (mechanical power), Jwave is the amount of power in
the wave crest per meter and w is the characteristic width of the device.
The result is a dimensionless number that describes the ratio of power in the wave that the
device is able to absorb along its characteristic width. The data for energy capture per sea
state in Table 6-2 are presented as electrical power divided by the power in the waves, so if the
data in these tables are divided by the efficiency of their corresponding power take-off (PTO)
mechanism, then one would get the CWR. The average CWR throughout the year can then
be computed by taking the weighted average of these with the weights in Table 2-2. Chapter 2
showed that 75 % of the waves come from the preferred direction. The energy capture for the
other 25 % will be lessened by the factors found in Section 6-8 as a crude estimation for all
other directions than the preferred direction. These factors were computed by dividing the
power production per meter wave crest of a 2× 2 array under 45◦ waves by that of the same
array under a 0◦ wave direction. The values for the CWR under different wave directions and
control methods can be found in Table 7-2.

Table 7-2: Overview of capture width ratios (CWRs) for all control methods and wave directions
(WDs).

Control Efficiency CWR dominant WD CWR other WDs Average CWR
Reactive 1.00 39.0 % 30.4 % 36.8 %
Reactive 0.700 23.0 % 21.9 % 22.7 %
Resistive 0.700 12.1 % 9.17 % 11.4 %

The average CWR in this work can be compared to that of other WECs. Such a comparison
has been made by Babarit [58] in Figure 7-2 for many different WEC types and sizes under
passive control. This passive control is presumably the same as Resistive control but is not
further explained. Some of the sources used by Babarit [58] do explain the type of control
that they used and this is indeed Resistive Control. The category that the array in this thesis
falls in is the ‘floating oscillating wave surge converter (OWSC)’ category, as it captures most
of its energy in the surge (horizontal) direction. The characteristic dimension is the width of
the pontoons, 23 m. One can see that the value of the CWR for Resistive control is about
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average for the floating OWSCs group. It surpasses all other floating OWSCs when Reactive
control is used, but this is not a fair comparison since the results for other OWSCs do not
use this more advanced form of control.

Figure 7-2: Capture width ratio for wave energy converter types and sizes, from Babarit [58].

7-3 Improvement on energy capture with more wave information

The control method used in this work uses sea state information to optimize its parameters.
This means that it is not optimized per wave, but for the ‘average’ wave in the sea state
and thus energy will not be optimally harvested for all waves. There are more advanced
controllers, such as MPC [59, 60] that optimize their control input for each incoming wave.
To see how much such methods can improve upon Reactive control, the energy production
of the dominant sea state can be compared to energy production of a monochromatic wave
with the same energy and a period that is the weighted average of the sea state. A wave with
the same energy as the dominant sea state was computed by using the same procedure as in
Chapter 4, but instead of 1000 waves, only one wave was used. The height and period of the
monochromatic wave are 1.58 m and 5.91 s respectively. Equation (2-1) can be used to check
that indeed, the average power in the monochromatic wave is the same as the dominant sea
state (14.5 kW/m).

The energy captured for this monochromatic wave in comparison to random waves can be
found in Figure 7-3. One can see that the captured energy is between 15 % and 50 % greater
than when sea state information is used, but this percentage is smaller when the number of
pontoons increases. An explanation for this is that for monochromatic waves, the first two
pontoons already take most of the power out of the waves, so that there is not much left for
the other pontoons. Reactive control with an efficiency of 1.00 extracts 75.6 % of the total
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power in monochromatic waves. For random seas this is 50.6 %, which leaves more energy for
the other pontoons to collect.
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Figure 7-3: Comparison of energy capture between arrays in monochromatic and random waves.
The improvement factor is computed by dividing energy capture of arrays in monochromatic waves
by energy capture in random waves.
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Chapter 8

Proof of concept

This chapter gives an example of how the system design in Chapter 3 can be implemented
in reality. It is not necessarily the best design, but its purpose is to show the usability of the
system design.

8-1 Top view design

The top view design is changed slightly with respect to the one in Chapter 3. It was not
designed to withstand rotation around the vertical axis there, which is something that it
should be able to do in practice. For this reason, the single connections in the centre of the
pontoons are replaced by two connections more to the sides, as can be seen in Figure 8-1.
When the pontoons intend to rotate around their vertical axis, then the connections present
a countering torque to push the pontoons back to their original orientation. The stiffness and
damping constants of the connections should be halved in order to keep the same dynamical
behaviour for energy harvesting.

Figure 8-1: Top view of the proof of concept design. Pontoons are drawn in black, connections
in red and the blue arrow is the dominant wave direction.
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60 Proof of concept

8-2 Power take-off mechanism

Reactive control described in Chapter 5 uses parameters Kp and Kd. These parameters can
be seen as ideal springs and dampers respectively. The power take-off (PTO) mechanism can
use real springs and dampers (hydraulic pistons) to get approximately the same behaviour
as in the mathematical model. The stroke of the PTO as determined in the system design in
Chapter 3 is 8 m, on which a 25 % safety margin will be applied. Thus the stroke is 10 m and
the spacing between pontoons should be minimized to keep the bending moment as low as
possible and maximize space efficiency. The absolute minimal possible spacing is 5 m, as the
maximum stroke is 10 m. However, the mechanism itself needs space as well, so this minimal
spacing cannot be reached. The next subsections explain the mechanisms that act as dampers
and springs and how the space between pontoons is minimized.

8-2-1 Dampers

Ideal viscous dampers can be approximated by hydraulic pistons, as is done by Cargo et al.
[61]. They design a hydraulic piston and motor combination for a wave energy converter
(WEC) that consists of a buoy that moves up and down and is connected to the ground
through the piston. The same system can be applied to the array designed in this work,
where the pistons reside in the connections and the motors in the pontoons. A simplified
hydraulic system is depicted in Figure 8-2. Four check valves rectify the flow coming from the
piston, such that the motor always gets the same flow direction and a buffer can be build up
in accumulators A (high pressure) and B (low pressure). An electric generator is connected
to the hydraulic motor to generate electricity.

Figure 8-2: Schematic of the hydraulic part of the power take-off mechanism. Adapted from
Cargo et al. [61].

The hydraulic motor is of the variable displacement type, because this makes it possible to
adjust the damping constant. Variable displacement motors and pumps have been researched
for some time [62–68] and can be bought from several suppliers [69–71]. An important com-
ponent of a variable displacement motor is a disk under an angle, which is called the swash
plate. Pistons are connected to it in a circle, as can be seen in Figure 8-3. When pressurized
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fluid pushes the pistons out, the swash plate rotates and when the pistons are on their way
back, they are connected to a low pressure reservoir to get a steady rotation. The amount
of fluid that flows through the motor per rotation (the motor displacement) can be regulated
by varying the angle of the swash plate.

Figure 8-3: Working principle of a variable displacement motor, from [72].

A hydraulic piston functions differently than a pure viscous damper because it is governed
by several differential equations regarding flow and pressure. Furthermore, it only starts
moving when the force on the piston becomes greater than the pressure differential in the
accumulators multiplied with the piston area. Cargo et al. [61] therefore not talk about
damping for hydraulic pistons, but effective damping (α), which has the same units as regular
damping and can be computed from piston parameters as follows:

α =
(
Ap
Dhm

)2
bgen (8-1)

Where Ap is the surface area of the piston, Dhm is the motor displacement and bgen is the
damping coefficient of the electric generator.

Cargo et al. [61] perform simulations with viscous dampers and hydraulic pistons, to see
which system can perform better and what the optimal parameters are. They find out that
the WEC captures more energy with a hydraulic piston than a viscous damper and that the
optimal effective damping for the hydraulic piston is 1.5-2 times greater than for the viscous
damper. The optimal viscous damping coefficients in this work for an efficiency of 1.0 lie
between 3.51× 104 and 7.04× 104 N s/m, with a value of 5.52× 104 N s/m for the dominant
sea state that lies approximately in the middle of this range, as can be seen in Table D-4.
One can design the approximate dimensions of the hydraulic system with the power that
is generated in the viscous damper case, its viscous damping coefficient, the relationship
found between effective and viscous damping [61] and realistic hydraulic motor and electric
generator parameters. These values for the dominant sea state can be found in Table 8-1 and
some were computed using Equations (8-2) to (8-5) [61].
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Phm = ∆phmDhmωhm (8-2)
∆phm = pA − pB (8-3)

bgen = Tgen
ωgen

= Pgen
ω2
gen

(8-4)

Fp = Ap∆phm (8-5)

Where among previously mentioned variables, Phm and Pgen are the power of the hydraulic
motor and electric generator respectively, pA and pB are the pressure in accumulators A and
B, ω is angular velocity of the generator and motor, Tgen is the generator torque and Fp is
the piston force.

Table 8-1: Data and computed parameters for the hydraulic part of the power take-off mecha-
nism. Top: Specifications from manufacturers. Middle: Power and viscous damping for a 2 × 1
array in random seas with Hs = 6.50 m, Tp = 6.50 and 0◦ wave direction. Bottom: Computed
parameters for the hydraulic part of the power take-off mechanism.

Parameter Symbol Value Source
Rated power of generator FLSES 315LB Pgen,max 200 kW [73]
Rated speed of generator FLSES 315LB ωgen,max 2π 1514

60 rad/s [73]
Range motor displacement of motor FMV 250 Dhm 110-257 cm3/rev [69]
Average motor displacement of motor FMV 250 D̄hm 184 cm3/rev [69]
Max pressure of motor FMV 250 pmax 380 bar [69]
Average PTO power P̄hm 130 kW Section 8-3
Average electric power P̄gen 104 kW Section 8-3
Optimized viscous damping constant PTO Kd 5.52× 104 N s/m Table 7-1
Average Pressure difference accumulator A and B ∆p̄hm 281 bar Equation (8-2)
Damping coefficient electric generator bgen 4.18 Nm/(rad/s) Equation (8-4)
Surface area piston Ap 4.40× 10−3 m2 Equation (8-1)
Force piston at average pressure F̄p 124 kN Equation (8-5)

To see if the values found in Table 8-1 make sense, one can compare the force at the average
pressure, with the force that is exerted by the optimized viscous damper in random seas.
Figure 8-4 shows that the average force of the hydraulic piston indeed lies in the range
of the viscous damper force. The damping constant can be adapted to each sea state by
changing the motor displacement Dhm according to the desired damping and the relationship
in Equation (8-1).

A regular hydraulic piston with a stroke of 10 m would mean a distance of 15 m in between
pontoons at rest (20 m at maximum length and 10 m at minimum length). This can be seen
in Figure 8-5a. The distance in between pontoons should be minimized, so a triple piston
mechanism can be used to reduce this, as is shown in Figure 8-5b. It is possible to go to an
even smaller minimum distance, but as can be seen in the next section, the spring is then the
limiting factor and needs a minimum of 10 m in between pontoons. A triple piston mechanism
is thus enough. The surface area of the outer two pistons summed should be equal to the
inner piston, which is 2.20× 10−3 m2. This is the value found in Table 8-1 of Ap divided by
two because there are two connections between the pontoons instead of one.
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Figure 8-4: Forces exerted by optimized power take-off mechanism of a 2 × 1 array in random
seas with Hs = 6.50 m, Tp = 6.50 and 0◦ wave direction.

(a) Single piston mechanism.

(b) Triple piston mechanism.

Figure 8-5: Schematic drawing of hydraulic piston mechanisms.
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8-2-2 Springs

Ideal springs can be approximated by real springs. The dimensions of a real spring can be
computed from the spring stiffness using the following formulas [74, 75]:

Fs = πd3
sτ

8Ds
(8-6)

ss = 8FsD3
sns

Gsd4
s

(8-7)

ks = Fs
ss

= Gsd
4
s

8D3
sns

(8-8)

τ ′ = Kwτ = 8FsDsKw

πd3
s

(8-9)

Kw = 4cs − 1
4cs − 4 + 0.615

cs
(8-10)

cs = Ds

ds
(8-11)

ts = ss + ss,max
ns

+ ds (8-12)

where Fs = Spring force
ds, Ds = Wire and spring diameter

τ = Uncorrected shear stress (used in static loading)
τ ′ = Corrected shear stress (used in cyclic loading)
Gs = Shear modulus
ss = Deflection
ns = Number of active spring coils
Kw = Wahl factor
ks = Spring stiffness
cs = Spring index
ts = Pitch

Usually springs are either used in tension or compression, but these equations hold for both,
with the exception that a tension spring might have pretension in it. The springs in this work
need to be used in tension and compression, which is possible, but one must ensure that the
spring is not overstretched, i.e. the pitch must not be too great. Compression springs usually
have a maximum pitch of 0.5Ds [76] and care is taken that this value is not exceeded.
The spring constants found for all sea states are displayed in Table D-3. One can see that most
lie between 2.41 × 105 and 3.68× 105 N/m, the remaining values represent sea states where
not enough energy is present to warrant the extra cost for the increased spring dimensions.
One way to vary spring stiffness is to vary the number of windings (ns), as can be seen in
Equation (8-8). A mechanism to clamp to different parts of the spring in order to vary the
active windings is depicted in Figure 8-6.
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Figure 8-6: Schematic drawing of a variable winding spring. Overall drawing: Top view of
mechanism with part of array. Zoomed drawing: Top view and front view of mechanism.

The spring is designed for the dominant sea state, which has a stiffness of 2.99× 105 N/m.
So when this is used as the basis, the variable winding spring design should allow for an
increase in the number of windings with a factor of 0.81 to 1.23. The spring diameter should
not be much larger than 2 m because that is the height of the pontoon. With some trial and
error, it was noticed that this limited the minimum free length of the spring to around 8 m,
which multiplied with a factor of 1.23 comes to around 10 m for the whole variable spring
mechanism. Therefore the spring was designed to match the 10 m space in between pontoons
that is necessary for the triple piston mechanism in Figure 8-5b. This means that the spring
at the dominant sea state has a free length (L0) of 10

1.23 = 8.13 m. This free length is designed
by optimizing the spring index (cs), which usually lies between 4 and 16 [74]. The rest of the
parameters follow from Equations (8-8) to (8-11).
The spring dimensions that were found are shown in Table 8-2. The tensile strength is
extrapolated, because the wire diameter is larger than in most application. The extrapolation
can be found in Figure 8-7.

8-2-3 Attachment of power take-off mechanisms to pontoons

One of the requirements in Chapter 2 was that forces on the connections should be controllable
(i.e. fully depend on damping and stiffness coefficients), to make sure that the mechanism
does not break. The way to do this is to make the mechanism in such a way that the pontoons
can move in all degrees of freedom. This can be done by attaching the PTO mechanisms to
the pontoons by ball joints. This gives the pontoons the ability to rotate and translate in all
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Table 8-2: Properties and computed parameters for the spring in the power take-off mechanism at
dominant sea state. Top: Material properties. Middle: Spring requirements. Bottom: Computed
spring parameters.

Parameter Symbol Value Source
Tensile strength chromium silicon steel σt 1.10 GPa Extrapolated from [74]
Maximum shear stress for infinite life τ ′max 0.440σt [74]
Shear modulus G 79.3 GPa [74]
Spring stiffness ks 1.5× 105 N/m Table D-3
Maximum deflection ss,max 5 m Section 8-2
Free length L0 8.13 m Section 8-2-2
Spring index cs 9.78 Section 8-2-2
Maximum spring force Fs,max 7.50× 105 N Equation (8-8)
Wahl factor Kw 1.15 Equation (8-10)
Wire diameter ds 0.210 m Equation (8-9)
Spring diameter Ds 2.06 m Equation (8-11)
Number of active windings ns 14.9 Equation (8-8)
Maximum pitch ts,max 0.882 m Equation (8-12)
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Figure 8-7: Data [74] and extrapolation for the minimum tensile strength of chromium silicon
steel SAE J157.
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directions with respect to each other.

To give an idea of how the whole array looks together with solar panels, a render can be found
in Figure 8-8 and an overview of its parameters in Table 8-3.

Figure 8-8: Render of a 2× 2 array.

Table 8-3: Overview of array parameters.

Parameter Value
Width of pontoon 23.0 m
Height of pontoon 2.00 m
Mass of pontoon 5.42× 105 kg
Moment of inertia of pontoon in pitch and roll 2.40× 107 kg m2

Stiffness range of connections 1.21-1.84× 105 N/m
Damping range of connections 1.38-7.55× 104 N s/m

8-3 Energy capture

For the optimization runs in Chapter 6, the efficiency of the whole PTO mechanism was
presumed as the same, i.e. the same efficiency holds for the spring and the damper. However,
this is not true for the proof of concept in this chapter. For the hydraulic system, Cargo et al.
[61] show that its efficiency is 0.8.
For springs however, no formulas exist yet to the best of this author’s knowledge that can
compute their efficiency by using spring parameters (such as dimensional and material prop-
erties). However, the efficiency of springs can be computed by using free decay experiments.
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This is done in Appendix E. The efficiency of springs comes so close to 1.0, that it is assumed
to be 1.0.

An efficiency of 1.0 for the springs and 0.8 for the hydraulic system means that the eigenfre-
quency is optimally tuned to the sea state, such as for the data in the top of Table 6-2, except
for the sea states where the spring stiffness is too high or too low. For these sea states, energy
capture of Resistive control (at the bottom of Table 6-2) will be used. The captured energy
in the top table must be multiplied with 0.8 and the bottom with 0.8

0.7 to get the actual usable
energy in the form of electricity, because the efficiency was set to 1.0 and 0.7 respectively
in these tables. The average electricity production can then be computed by calculating the
weighted average of this usable energy per sea state and also taking other wave directions into
account. Chapter 2 showed that 75 % of the waves comes from the preferred direction. The
energy capture for the other 25 % will be lessened by a factor of 2.68

3.44 as a crude estimation
for all other directions than the preferred direction, which is the factor for power production
of a 2× 2 array under 45◦ waves found in Section 6-8. The average power production is then
1.56 kW/m along the wave crest that comes in contact with the pontoons at the preferred
direction and 1.21 kW/m in the other directions. This adds up to a total average power of
77.8 kW (682 MW h yearly) for a 2×2 array, which is the equivalent of the electricity needs of
234 households in the Netherlands [77]. If solar panels with an efficiency of 20 % would cover
the whole surface of the four pontoons, a yield of 433 MW h on average would be expected.
This was computed using the yearly solar irradiation in the Netherlands of 1.02 MW h/m2

[78].
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Conclusions and recommendations

9-1 Conclusions

The first part of the goal of this study was to make a system design of an efficient wave
energy converter array of a type that is lacking research but has promise. Indeed, care has
been given to optimize efficiency through design (for example spacing and size of the pontoons)
and through control. It is possible to get even more power with the same amount of pontoons,
by using rotary generators in addition to the linear generator for example, but practicality
and some cost effectiveness has also been taken into account.

The second part of this study’s goal was to implement, compare and evaluate scalable Resistive
and Reactive control. Previously, all control for wave energy converters found in literature
was done for devices that move vertically and are attached to the sea floor. It was therefore
interesting to see that Reactive control can generate up to three times more energy than
Resistive control. Distributed Reactive control was proposed and tested to combat the curse
of dimensionality and reduces the computation time for arrays of large dimension.

It was found in simulation that the array performs average in the group of floating oscillating
wave surge converters when Resistive control is used. However, when Reactive control is
used, the threefold improved energy capture makes it possible for a 2×2 array to provide the
electricity equivalent of 234 households in the Netherlands. The end result is a wave energy
converter (WEC) array that harvests a great deal of energy.

9-2 Recommendations

Firstly, the system design made in this work is a recommended starting point for physical
designs of WECs of this type. Together with this comes research into the best materials that
can withstand sea water and anchoring of the array. A cost analysis would be very interesting
for the economic viability, since revenue can be computed from this work, but costs remain
unknown. The pontoons are a part of the system design that all physical designs will have in
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common. The forces on these pontoons can already be computed, so a material choice and
strength analysis can already be done without a physical design.

Secondly, experiments are recommended. It is the next step for model verification. Experi-
ments can also unearth unexpected behaviour and give more insight into the system.

Thirdly, it was shown in Section 7-3 that more advanced control has the potential to improve
energy capture between 15 and 50 %. It is thus a logical next line of research.

Fourthly, it was noticed that control papers are often not concerned with how the control
input (the force of the power take-off (PTO) mechanism) can be realised in practice. Re-
alizing the control input for energy harvesting systems is not trivial and it was settled on
an approximation of the control input in this work for the proof of concept design. More
advanced control will most likely also result in a more challenging control input to implement
in real life. The design of a PTO mechanism that can freely vary its force and still be efficient
could therefore be an interesting topic.
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Appendix A

Optimal damping constants of
simplified energy harvesters

This chapter shows that the energy production of a simplified energy harvester does not
depend on the amount of displacement of generator. The optimal damping coefficients do
change however. There are two situations that are compared in this chapter, first is a simpli-
fied energy harvester consisting of a mass damper system that is exited by a sinusoidal force,
as depicted in Figure A-1a. Second is the same simplified system, but now the displacement
of the generator is made different by a rack and pinion gear that is depicted in Figure A-1b.
Power that is dissipated in the damper is seen as harvested energy.

(a) Harvester A. (b) Harvester B.

Figure A-1: Simplified energy harvesters with massm, damping constant b, vertical displacement
of mass z and gear ratio n.
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72 Optimal damping constants of simplified energy harvesters

A-1 Optimal damping constant for mass damper system A

The starting point of computing the optimal damping constant and the harvested energy is
the equation of motion.
The force that excites the mass is given as: G cos(t), where G is the amplitude of the force
and t is time.
The equation of motion for the mass damper system in Figure A-1a is then:

F = mz̈ (A-1)
G cos(t) + Fdamp = mz̈ (A-2)

G cos(t)− bż = mz̈ (A-3)
Where b is the damping constant of the damper, m is the mass and z is the vertical displace-
ment of the mass.
A steady state solution is proposed in the form of:

z = C sin(t)−D cos(t) (A-4)

The equation of motion with this solution changes into:
G cos(t) = b(C cos(t) +D sin(t)) +m(−C sin(t) +D cos(t)) (A-5)

The steady state solution is correct if the following two equations hold:
G = bC +mD (A-6)
bD = mC (A-7)

Rewriting these to solve for C and D results in:

C = bG

b2 +m2 (A-8)

D = mG

b2 +m2 (A-9)

The optimal damping constant is computed by minimizing the total energy harvested (har-
vested energy is negative) for one cycle (2π s). It only needs to be optimized for one cycle
because the steady state solution repeats this cycle. The captured energy E in one cycle is:

Ecycle =
∫ 2π

0
P (t) dt =

∫ 2π

0
Fdampż dt =

∫ 2π

0
−bż2 dt (A-10)

Using the steady state solution for z, the energy harvested per cycle becomes:

Ecycle = −πG2b

b2 +m2 (A-11)

The energy per cycle is minimized when b = m:

Ecycle = −πG
2

2m (A-12)

To see if this is indeed correct, Matlab scripts were written to simulate the mass damper sys-
tem (with random values for G and m) and b was optimized using the fminsearch optimizer
[79]. The result of the optimizer was that b = m is the correct optimum with the predicted
energy per cycle.
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A-2 Optimal damping constant for mass damper system B

The equation of motion for mass damper system B is the same as for A, except for the force of
the damper (Fdamp). The gear ratio of n makes the force applied on the mass by the damper
n times greater and also makes the damper go with n times the speed. This results in the
following equation of motion:

G cos(t) + nFdamp = mz̈ (A-13)
G cos(t)− n2bż = mz̈ (A-14)

Following the same derivations as in Equations (A-4) to (A-10), the energy per cycle becomes:

Ecycle = −πG2n2b

n4b2 +m2 (A-15)

This equation has its minimum at b = 1
n2m and results in the same energy per cycle as in

Equation (A-12).

The goal of this chapter was to prove that the two mass damper systems in Figure A-1 produce
the same energy when optimized but have different damping values. It can be concluded that
this is indeed the case.
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Appendix B

Motion of generators for two different
generator placements

This chapter shows that the motion of generators changes depending on where they are
positioned. This means that the optimal damping constants will also change. Figure B-1
shows the two different generator layouts that will be considered.

(a)

(b)

Figure B-1: Generator placement; (a) rotary generators on either end of the pontoons, (b) rotary
generators in the middle of the pontoons.

Based on simulation results in Chapter 6, it is known that the pontoons move a maximum of
±2.0 m horizontally (x), ±1.0 m vertically (z) and ±0.15 rad in pitch (θ). Table B-1 shows the
amount of displacement in the generators when the pontoons move in the same or opposite
direction. One can see that the displacement of the linear generator does not change much,
as the largest motion is in the horizontal direction and this is the same for both layouts.
However, there is a greater difference for the rotary generators. Generator layout (b) has
less motion than (a), so the damping constants will have to be greater for (b) for the same
amount of power.
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Table B-1: Movement of pontoons that results in displacement of the generators. For generator
motion, first number is a result of pontoons moving in opposite directions, second number in the
same direction.

Generator layout Pontoon movement Linear generator
displacement (m)

Rotary generator
displacements (rad)

(a) Horizontal: ±2.0 m 4.0/0.0 0.0/0.0
Vertical: ±1.0 m 0.19/0.0 0.20/0.0
Pitch: ±0.15 rad 0.82/0.26 0.47/0.15

(b) Horizontal: ±2.0 m 4.0/0.0 0.0/0.0
Vertical: ±1.0 m 0.061/0.0 0.061/0.0
Pitch: ±0.15 rad 0.0/0.0 0.15/0.15
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Appendix C

Computation of hydrostatic and
gravitational stiffness coefficient in

pitch

Figure C-1 shows a drawing of a pontoon that is submerged in water and has an angle in
pitch (θ). The moment around the centre of mass (in the centre of the pontoon) can be
computed with Archimedes’ principle. The red and blue area’s indicated in the figure are
above and under water respectively when rotated and vice versa when in rest. This means
that the resulting moment can be computed from the displaced water volume in these area’s
multiplied with their moment arm.

The displaced water volume (V ) can be computed from the area of the blue and red triangles,
which is the base of the triangle multiplied with its height divided by two:

V = 1
8w

3 sin (θ) (C-1)

The moment arm can be computed from the point of application of the forces, which is the
centre of mass (Rm) of those area’s. For a triangle with uniform mass such as in Figure C-2,
the centre of mass is 2

3 along the horizontal axis.

The red and blue triangles are tilted at an angle, so the moment arms for each are 1
2w

2
3 cos(θ),

with w being the width of the pontoon. The resulting moment M then becomes:

M = 2ρwgV
1
2w

2
3 cos(θ) (C-2)

= 1
12ρwgw

4 sin(θ) cos(θ) (C-3)
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Where g is the gravitational acceleration of earth.

The hydrostatic and gravitational restoring coefficient in pitch can then be computed by
linearising M at θ = 0 rad :

dM

dθ
= 1

12ρwgw
4(cos2(θ)− sin2(θ)) (C-4)

dM

dθ

∣∣∣∣
θ=0

= 1
12ρwgw

4 (C-5)

The linearised hydrostatic and gravitational stiffness coefficient as computed by Equation (C-
5) for a pontoon with a width of 23 m is then 2.3449× 108 N m/rad, which is a 1.28 % difference
from what NEMOH computes.

Figure C-1: Side view of a rotated pontoon in still water with hydrostatic and gravitational forces
indicated by arrows. The orange dashed line indicates the water level. The blue area is above
water when in rest, but under water when rotated and the red area is under water in rest, but is
above water when rotated.

Figure C-2: Triangle and its center of gravity.
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Appendix D

Extra Data

D-1 Ten consecutive optimization runs

Values for energy capture and control parameters for ten consecutive runs can be found in
Table D-1. Simulations were done for a 2 × 1 array in random seas with Hs = 2.25 m,
Tp = 6.50 s and a 0◦ wave direction.

D-2 Energy harvested per sea state

Table D-2 shows raw data for energy capture for all sea states that have a 1 % or higher part
in the total average energy in the waves. The control parameters were optimized for each sea
state separately.

D-3 Spring and damping constants

Optimized spring and damping constants for Reactive control with an efficiency of 1.0 can be
found in Table D-3 and Table D-4 respectively.
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Table D-1: Overview of all found values for energy capture and control parameters for ten
consecutive two hour long runs per control strategy. Simulated for a 2× 1 array in random seas
with Hs = 2.25 m, Tp = 6.50 s and a 0◦ wave direction.

Type of control Energy (GJ) Kp (N/m) 10−5 Kd (N s/m) 10−5

Reactive control 1.17 2.99 0.554
Efficiency=1.00 1.19 3.00 0.573

1.17 3.01 0.573
1.20 3.00 0.552
1.20 3.01 0.559
1.19 2.99 0.550
1.19 2.99 0.554
1.21 3.00 0.556
1.15 2.99 0.572
1.16 2.99 0.558

Reactive control 0.486 2.57 1.69
Efficiency=0.700 0.479 2.58 1.71

0.479 2.58 1.70
0.475 2.57 1.70
0.496 2.58 1.70
0.485 2.58 1.70
0.478 2.58 1.70
0.483 2.58 1.70
0.477 2.58 1.70
0.472 2.58 1.70

Resistive control 0.247 3.30
Efficiency=0.700 0.246 3.31

0.244 3.31
0.248 3.30
0.246 3.31
0.245 3.31
0.241 3.32
0.244 3.33
0.245 3.32
0.248 3.31
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Table D-2: Overview of energy capture in two hours by a 2 × 1 array for random seas with
0◦ wave direction. Values are in GJ. Top: Reactive control with an efficiency of 1.0, middle:
Reactive control with an efficiency of 0.7, bottom: Resistive control with an efficiency of 0.7.

3.5-6.0 4.84 3.51 2.39
3.0-3.5 2.26 1.73
2.5-3.0 1.79 1.66

Hs (m) 2.0-2.5 1.18 1.15
1.5-2.0 0.447 0.722
1.0-1.5 0.0926 0.230 0.387
0.5-1.0 0.0288 0.0325 0.0818 0.132

3-4 4-5 5-6 6-7 7-8 8-9 9-10
Tp (s)

3.5-6.0 1.98 1.51 1.08
3.0-3.5 0.913 0.718
2.5-3.0 0.710 0.664

Hs (m) 2.0-2.5 0.489 0.450
1.5-2.0 0.207 0.284
1.0-1.5 0.0397 0.0991 0.150
0.5-1.0 0.0104 0.0127 0.0359 0.0539

3-4 4-5 5-6 6-7 7-8 8-9 9-10
Tp (s)

3.5-6.0 1.046 0.796 0.593
3.0-3.5 0.469 0.368
2.5-3.0 0.376 0.331

Hs (m) 2.0-2.5 0.254 0.218
1.5-2.0 0.111 0.149
1.0-1.5 0.0233 0.0548 0.0741
0.5-1.0 0.00500 0.00730 0.0190 0.0264

3-4 4-5 5-6 6-7 7-8 8-9 9-10
Tp (s)

Master of Science Thesis CONFIDENTIAL Luc Hogervorst



82 Extra Data

Table D-3: Overview of optimized spring constants of a 2× 1 array with an efficiency of 1.0 for
random seas at a 0◦ wave direction. Values are in N/m ×105.

3.5-6.0 2.58 2.16 1.68
3.0-3.5 2.42 1.99
2.5-3.0 3.04 2.41

Hs (m) 2.0-2.5 2.99 2.42
1.5-2.0 3.68 2.98
1.0-1.5 7.06 3.67 2.98
0.5-1.0 8.30 7.03 3.68 2.97

3-4 4-5 5-6 6-7 7-8 8-9 9-10
Tp (s)

Table D-4: Overview of optimized damping constants of a 2× 1 array with an efficiency of 1.0
for random seas at a 0◦ wave direction. Values are N s/m ×104.

3.5-6.0 4.80 4.25 4.53
3.0-3.5 5.26 4.74
2.5-3.0 5.99 4.94

Hs (m) 2.0-2.5 5.52 4.74
1.5-2.0 7.04 5.43
1.0-1.5 3.69 6.86 5.22
0.5-1.0 5.46 3.51 6.82 5.27

3-4 4-5 5-6 6-7 7-8 8-9 9-10
Tp (s)
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Appendix E

Efficiency of springs

The efficiency of springs can be computed with free decay experiments. In a free decay
experiment, a mass with a spring attached to it is given an initial displacement and the
amplitude is measured over time. The efficiency as used in Chapter 4 can be computed from
these kind of experiments by first looking at how this efficiency affects energy going in and
out of the power take-off (PTO) mechanism: Every time energy is going in or out of the PTO
mechanism, the useful energy is lessened by a factor of the efficiency (energy is thus always
‘lost’). In one oscillation, the spring builds up or releases energy four times (see fig. E-1),
which means that after one oscillation, the spring only has the amount of energy that was
present in the beginning multiplied with the efficiency to the power of four. A formula for
the amount of energy in a spring left at time t1 after starting at t0 (and thus having gone
through (t1−t0)ωn

2π oscillations) can then be formulated as:

Es(t1) = Es(t0)η4(t1−t0)ωn/(2π)
s (E-1)

Where Es is the energy in the spring, ηs is the spring efficiency, ωn is the natural frequency
and t is time. One should note that this only holds for complete cycles, i.e. (t1−t0)ωn

2π should
be an integer.
The maximum potential energy in an oscillating spring [74] is:

Es(t) = 0.5Kpu
2
max(t) (E-2)

where umax is the maximum displacement of the oscillating spring with respect to its resting
position.
One can substitute Equation (E-2) in Equation (E-1) and rewrite it to compute ηs from the
number of cycles and amplitudes measured in a free decay experiment:

0.5Kpu
2
max(t1) = 0.5Kpu

2
max(t0)η4(t1−t0)ωn/(2π)

s (E-3)
u2
max(t1)
u2
max(t0) = η2(t1−t0)ωn/π

s (E-4)(
umax(t1)
umax(t0)

) π
(t1−t0)ωn

= ηs (E-5)
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84 Efficiency of springs

Figure E-1: Example of the displacement of an arbitrary spring with an efficiency of 0.78 after
it is released from an initial position.

Free decay experiments with small springs and masses are done by Libii [80] and Triana and
Fajardo [81]. They measure the amplitude of the displacement as a function of the amount
of oscillations after an initial displacement. Libii [80] performs a free decay experiment three
times with different masses. For the median mass, the initial displacement is 2.2 cm and
goes to an amplitude of 0.2 cm in 1168 oscillations. The efficiency of that spring is thus(

0.2
2.2

)0.5/1168
= 0.998. The efficiency of that spring with the smallest and greatest mass are

0.999 and 0.997 respectively. Triana and Fajardo [81] perform free decay tests for multiple
springs with different outer diameters to the same mass. What they find out is that the
damping of springs goes down as the outer diameter increases. The efficiency of the smallest
and greatest springs are 0.988 and 0.996 respectively. The springs of the PTO mechanism
designed in Chapter 8 have a larger diameter to length ratio than the springs in the previous
two experiments. This could mean that the efficiency will thus also be greater, but this cannot
be said with certainty since other factors can influence the efficiency (such as wire thickness
and the number of windings). However, since all springs in the experiments come very close
to an efficiency of 1.0, it will be assumed for energy computation that the efficiency of the
springs designed in Chapter 8 is 1.0.
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Glossary

List of Acronyms

PTO power take-off

WEC wave energy converter

CWR capture width ratio

OWSC oscillating wave surge converter

GM gain margin

PM phase margin

List of Symbols

α Effective damping (N s/m)
β Wave direction (rad)
η Wave elevation (m)
ηs Spring efficiency
ηhyd Hydrodynamic efficiency
λ Wavelength (m)
ω Frequency (rad/s)
ωn Natural frequency (rad/s)
ρ Density (kg/m3)
σt Tensile strength (Pa)
τ Uncorrected shear stress (Pa)
τ ′ Corrected shear stress (Pa)
θ Pitch (rad)
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94 Glossary

AM Added mass (kg)
B(ω) Added damping (N s/m)
C Hydrostatic and gravitational restoring coefficients matrix
fpto(t) Force of power take-off mechanism (N)
fwave(t) Wave force and torque (N and N m)
k(t) Radiation impulse response matrix (N/m)
M Mass matrix (kg)
F̃e Wave excitation force factor (N or N m)
A Amplitude
Am Cross-sectional area of magnets (m2)
Ap Surface are of a hydraulic piston (m2)
b Damping constant (N s/m)
B0 Magnetic flux density amplitude (T)
cs Spring index
dm Distance between two magnets with the same orientation (m)
Ds Spring diameter (m)
ds Wire diameter (m)
dw Water depth
Dhm Hydraulic motor displacement (L/rad)
E Energy (J)
F Force (N)
f Frequency (Hz)
fp Peak frequency of wave spectrum (Hz)
G Amplitude of force (N)
g Gravitational acceleration of earth, 9.81 m/s2

Gs Shear modulus (Pa)
H Height (m)
h Height (m)
Hs Significant wave height (m)
Ix Moment of inertia in roll (kg m2)
Iy Moment of inertia in pitch (kg m2)
k Number of power take-off mechanisms in the array
ks Spring stiffness (N/m)
Kw Wahl factor
L Length (m)
L0 Free length of spring (m)
M Moment (N m)
m Mass (kg)
N Number of coil windings
n Number of pontoons
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ns Number of active spring coils
P Power (W)
p Pressure (Pa)
q Number of generators
R Resistance (Ω)
r Radius (m)
Rm Centre of mass (m)
s Deflection (m)
T Period (s)
t Time (s)
Tp Wave peak period (s)
ts Spring pitch (m)
Tgen Generator torque (N m)
u Displacement (m)
V Volume (m3)
vm Velocity of magnets (m/s)
w Width (m)
x Distance or displacement (m)
z Distance or displacement (m)

abs Absorbed
damp Damper
ext External
e Excitation
gen Generator
hm Hydraulic motor
hyd Hydrodynamic
int Internal
m Magnet
pto Power take-off mechanism
p Piston
s Spring
w Water
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