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1
Introduction

Gas turbines are important part of our daily life. Due to their compact size they often serve as a back-up
power generators either in hospitals or remote areas. However, they are not environmentally-friendly. With
the global effort to reduce the emissions, there is a need to improve gas turbines’ efficiency. This chapter
is structured in the following way, in Section 1.1 contains the project motivation together with an a litera-
ture review about current state of external cooling methods for turbine blades. Section 1.2 lists the research
questions that will be answered in this report. Finally, section 1.3 provides the thesis outline for this report.

1.1. Project motivation
The motivation for this project emerged from the constant need to improve turbine efficiencies. A turbine is
a last stage of the gas turbine, responsible for harvesting kinetic energy and turning it into into a rotational
motion. It consists of rows of airfoil cascades mounted on a shaft. These airfoils are subjected to very high
temperatures. The temperatures the blades and vanes can safely withstand are proportional to the thermal
efficiency of the turbine. The blades need to be protected from incoming hot air by many sophisticated
cooling techniques and protective coatings. This thesis will only focus on the cooling techniques. One well-
known methods, film cooling, comes with several disadvantages. The biggest disadvantages are non-uniform
cooling performance due to discretized hole locations where the areas between holes are not cooled and
limited operational conditions; film cooling is the most effective for a slim range of operating conditions.

In film cooling air is pushed through rows of holes to the external surface of the blade. The air that is used
for film cooling is compressed air that enters the gas turbine. Currently, about 20% of the compressor air
is circumvented around the combustion chamber and fed directly to turbine components such as vanes or
blades [1]. There it flows through the internal system of channels exchanging heat with e.g. the airfoil of a
blade, to be finally expelled through the trailing edge of the blade or the rows of film cooling holes located
across the blade. Once the air is ejected through the film cooling holes, it forms a protective layer of cooler
air on the (external) surface of the blade. Preventing the hot air coming from a combustion chamber from
damaging the blade’s surface.

Originally, the idea of having air expelled outside the blade is from the 1960s [2], however, the the design used
today was introduced in the 1990s [3]. Since the performance of the film cooling is influenced by its design
parameters such as hole diameter and shape, hole spacing, number of holes, injection angle and relative mo-
mentum of the coolant air to the hot mainstream air, multiple studies have been conducted over the years to
find the most optimal design. Baheri et al. [4] investigated how different shapes of film cooling holes influence
cooling performance. Out of the four shapes studied (1) cylindrical film hole; (2) 15o forward diffused film
hole; (3) trenched cylindrical film hole; (4) trenched 15o forward-diffused film hole, the last one showed the
highest film cooling effectiveness, both spanwise and streamwise. Whereas Wang et al. [5] studied (1) cylin-
drical hole; (2) combined hole (3-in-1); (3) conical hole; (4) fan-shaped hole. The combined hole provided the
most uniform protection and had better cooling performance than other configurations. Additionally, simple
cylindrical hole configuration proved to have the lowest lateral-averaged film cooling effectiveness. In both
studies, the most optimal design was found to have a complex shape as compared to simple cylindrical hole.

1



2 1. Introduction

Many of the sophisticated film cooling designs, are expensive and difficult to manufacture in metal, using
traditional metal manufacturing techniques like milling or lathing. Only with the development in the Addi-
tive Manufacturing (AM) did it become possible to manufacture some more complex deigns in nickel alloys,
material used to manufacture gas turbine’s vanes and blades. Snyder and Thole [6] manufactured six different
film cooling coupons: 777 [7], console [8], crescent [9], oscillator [10][11], spiral [11] and tripod film cooling
holes [12]. All coupons were manufactured using the laser powder bed fusion method. The study proved that
Additive Manufacturing is capable to manufacture complex cooling shapes in metals but also demonstrated
the differences in the cooling performance as compared to the same designs manufactured in polymers. In
the future, this manufacturing method might allow more complicated film cooling shapes to be implemented
on an industrial scale.

As mentioned earlier, the biggest drawback of cylindrical film cooling shape is its non-uniform cooling of
the sample. To address this issue, the idea of transpiration cooling was proposed. Transpiration cooling is
a special case of film cooling, where the coolant air is pushed through, or sweat through, a uniform porous
structure, rather than rows of holes. Recent developments in Additive Manufacturing allowed to manufacture
such structures using Laser Powder Bed Fusion (LPBF).

First studies conducted on transpiration cooling focused on the temperature of the porous structure itself.
Studies conducted by Ding [13] and Huang [14] investigated the cooling of a sintered porous flat plate. Huang
tested porous plates made from bronze and stainless steel. He found that increasing the thermal conductiv-
ity reduced the temperature and temperature nonuniformities of the porous surface. Whereas Ding found
that for the same blowing ratio, the cooling effectiveness increases with the increasing mainstream Reynolds
number. Other researchers, Huang et al. [15] investigated the mechanical and cooling properties of flat plates
made of blended, alternating regions of porous (perforated) areas and solid partition walls. The ultimate
tensile strength (UTS) increased by 440% for the porous plate with partition walls as compared to a sintered
porous plate. At the blowing ratio of M=0.02, the plates with partition walls had nearly the same cooling effec-
tiveness as a sintered porous plate. However, for blowing ratio M=0.03, the sintered porous plate had better
cooling effectiveness than any other sample. For real-life application the performance in the downstream
region of a porous structure also needs to be known.

The first research into the downstream cooling performance of a transpiration cooling plate was by Fier and
Bogard [18]. They investigated the downstream cooling performance of a 3D printed, plastic lattice struc-
ture with a 30% through-flow area. The results showed that for increasing velocity ratio, defined as the ratio
of coolant velocity to the mainstream velocity, laterally averaged adiabatic cooling effectiveness increases.
However, for all the velocity ratios, the cooling effectiveness rapidly decreases in the upstream flow direction,
especially in the region right after the sample. Plastic is not a suitable material to be used on the turbines
blades, therefore, there is still a knowledge gap when it comes to a downstream performance of the metallic
transpiration cooling structures.

This study will address this issue. It will investigate the downstream cooling performance of additively manu-
factured metallic porous transpiration cooling structures using Thermochromic Liquid Crystals (TLC) using
a heat transfer rig. The performance will be measured by calculating the heat transfer coefficient and film
cooling effectiveness downstream of the porous sample. In addition, the distribution uniformity of the pores
will be studied in a water visualization rig.

1.2. Research questions
This research will try to answer questions from two main categories. First category relates to transpiration
cooling and what influences the performance. Therefore, the first research question formed:

1: What is the downstream performance of a additively manufactured metallic porous transpira-
tion cooling structure?

This can be directly split into four more specific sub-questions that relate the performance to specific testing
properties or properties of the samples :
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1A: How do different blowing ratios influence downstream performance?

1B: How does the thickness of porous structure influence the downstream performance?

1C: How does through-flow area influence the downstream performance?

1D: How does the type of the material influence the downstream performance?

The other category is comparison of transpiration cooling to the film cooling Therefore, the second main
question is formed as:

2: How does transpiration cooling performance compare to film cooling performance?

1.3. Thesis outline
The thesis is structured as follows. In Chapter 2 theoretical background information about gas turbines, cool-
ing methods, thermodynamic liquid crystals and additive manufacturing is present. In Chapter 3 the theory
behind the experiment is explained. In Chapter 4 the set-up, experiment and rig validation is shown. The
results obtained from the experiment are shown in Chapter 5 followed by the discussion in Chapter 6. In
Chapter 7 the conclusions based on the obtained observations are given together with the recommendations
for future work.





2
Background information

This chapter provides a background information, necessary to understand the methodology of this experi-
ment. The chapter begins with a Section 2.1 that provides the information about gas turbines, their working
principle and the challenges encountered. This is followed by a Section 2.2 about Thermochromic Liquid
Crystals (TLC) explaining where TLCs fit within the Liquid Crystals family and the physics behind them. Sub-
sequently, Red Green Blue (RGB) colour system and Hue Saturation Value (HSV) colour system will be ex-
plained and compared in Section 2.3. In the last Section 2.4 the study of Additive Manufacturing is presented,
together with explanation on additively manufactured porous media.

2.1. Industrial gas turbines
A gas turbine, commonly referred to as a combustion turbine, is a type of continuous, internal combustion
engine. The main three elements of turbines are: a rotating gas compressor, a combustion section and a
turbine on the same shaft as the compressor. For each of these components multiple designs are in use.
The three main types of gas compressors are: axial compressor, centrifugal compressor and a mixed flow
compressor. The next stage is a combustion chamber. It is typically made out of rings of fuel injectors, which
inject fuel into the chamber where the fuel is mixed and burnt. The last stage, a turbine, consists of rows of
airfoil cascades. There are 2 different types of rows. The first type, called the rotor, is connected to the central
shaft and rotates at high speed. The second type, called the stator, is fixed and does not rotate [16]. The gas
turbine layout can be seen in Figure 2.1.

Figure 2.1: Schematics of a gas turbine [17]

Process
Each stage of a gas turbine have specific functions. The compressor serves three functions, it draws air inside,
compresses the air and pushes the air to the combustion chamber. In the combustion chamber, the air is
mixed with the injected fuel, then this mixture is ignited and burnt. The process of combustion produces
high temperature and high-pressure gas that enters next stage, the turbine. The gas expands in the turbine
spinning the rotating blades to generate power and exits the gas turbine. In some turbines, an additional heat
recovery steam generator is mounted on the turbine exhausts to increase the efficiency.

5
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The gas turbine undergoes a process similar to a Brayton cycle. During the Brayton cycle, the gas undergoes
four thermodynamic processes. Isentropic compression in the inlet and in the compressor(process a-b),
constant pressure fuel combustion(process b-c), isentropic expansion in the turbine (process c-d) and heat
rejection(cooling the air at constant pressure, process d-a), this process can seen in Figure 2.2. The ideal
Brayton cycle assumes that the compressor and the turbine undergo isentropic processes, when the entropy
of the system is not changing. However, in real gas turbines there are losses attributed to irreversible energy
transformation such as internal friction and turbulence, therefore, making these processes not isentropic.

(a) Ideal Brayton cycle pressure vs. volume diagram (b) Ideal Brayton cycle temperature vs. entropy diagram

Figure 2.2: Ideal Brayton cycle

Efficiency
Efficiency is the critical aspect of a gas turbine. The temperature at which the turbine operates is proportional
to its efficiency. The thermal efficiency is calculated in a following way:

ηbr ay ton = Qi n −Qout

Qi n
(2.1)

where Q is the energy. The energy added, Qi n is equal to Qi n = mCp (Tc −Tb) whereas energy rejected is equal
to Qout = mCp (Td −Ta). When substituted in Equation 2.1 gives:

ηbr ay ton = 1− Td −Ta

Tc −Tb
= 1−

Td

(
1− Ta

Td

)
Tc

(
1− Tb

Tc

) (2.2)

The pressure ratio of the Brayton cycle, rp is defined as:

rp = Pb

Pa
(2.3)

Therefore:
Pb

Pa
= Pc

Pd
(2.4)

The processes a-b and c-d are isentropic. Hence,

Tb

Ta
=

(
Pb

Pa

) γ−1
γ

(2.5)

and similarly:

Tc

Td
=

(
Pc

Pd

) γ−1
γ

(2.6)

combining equations 2.4, 2.5 and 2.6 gives ratio of temperatures:

Tb

Ta
= Tc

Td
(2.7)
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combining equations 2.7 and 2.2 gives:

ηbr ay ton = 1− Td

Tc
(2.8)

This shows that the efficiency of the Brayton cycle is dependent on the turbine’s inlet temperature.
To push the limits of the turbine’s inlet temperature, over the years manufacturers have developed more
and more sophisticated solutions to protect turbine’s metal components from thermal damage. First tur-
bine blades were solid parts, withstanding the temperature of about 980oC , which was limited by the metal
melting point. Later convection blades were invented, with internal channels passing through them, to even-
tually further evolve into film convection, which allowed to raise the temperature to approximately 1530oC .
If transpiration cooling is proven successfully, this temperature can be further increased to about 1930oC [3].

2.1.1. Cooling methods
There are many methods of turbine blade cooling. The two main categories are internal and external cooling
methods. The external cooling techniques include, amongst others, film cooling, cooling effusion, pin fin and
transpiration cooling. The internal cooling techniques include convection and impingement cooling. Their
respective processes are described below. Some of the cooling methods are visualised in Figure 2.3.

Convection cooling
Convection cooling is the oldest cooling method. In this method, the cool air from the compressor flows
inside the nozzles and rotor blades [18]. This process removes the heat from the blade material by simple
convection process. Typically, the air re-enters the outside of the vanes at the blade tip and the trailing edge.

Impingement cooling
Impingement cooling is a special case of convection cooling. It works by hitting the inner surface of the blade
with high velocity cool air that comes from the compressor stage of the gas turbine. This process allows more
heat to be transferred by convection than in a regular convection cooling process. Typically it is used in the
areas with the highest temperature, in case of a the turbine blade, it would be at the leading edge.

Film cooling
Another technique, film cooling, is a widely used technique in turbine blade cooling. In this technique
coolant air is pumped out of the blade through multiple small round holes in the structure, creating a thin
layer (often referred to as a film) of cool air on the external surface of the blade, this reduces the heat transfer
from the incoming hot flow to the blade. One of the biggest disadvantage is its uniformity: areas between the
holes are not cooled effectively.

Pin fin cooling
Pin fin cooling it typically used in the trailing edge of the turbine blade. In this technique there is an array
of pin fins on the blade’s internal surface. In this process coolant flows across the area with the pin fins with
a high velocity, the flow separates when it hits the fins creating wakes. The cooling rate depends on many
factors such as type of pin fins, its size and geometry and spacing between them.

Transpiration cooling
Similarly to film cooling, transpiration cooling also creates a thin film of cooling air on the blade. However,
in the case of transpiration cooling, the air is ‘leaked‘ through the porous material. Transpiration cooling is
more effective because it uniformly covers the entire surface of the blade with cool air.

Figure 2.3: Cooling types [19]

In gas turbines, there are many cooling methods applied. Typically, it is a combination of film cooling, im-
pingement cooling and pin fin cooling. However, different manufacturers will use different combinations of
these methods.
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2.1.2. Cooling parameters
Cooling techniques are characterised by many parameters, these parameters need to be optimised in order
to get the best cooling performance. The most important ones are film cooling effectiveness and heat transfer
coefficient.

Film cooling Effectiveness
The two main parameters that define a cooling process are the film cooling effectiveness and the heat transfer
coefficient. Film cooling effectiveness is a function of the temperature of the main flow (TM ), the temperature
of the coolant flow (TC ) and adiabatic wall temperature (Tw ):

η= TM −Tw

TM −TC
(2.9)

The film cooling effectiveness is in the range 0-1. For perfect cooling performance, the film cooling effective-
ness would have a value of η= 1.0, this would be the case when Tw would be equal to the coolant temperature;
while a value of η = 0 would indicate that the cooling has no effect on the temperature of the wall. As such,
the goal for all cooling techniques is to maximise the cooling effectiveness. In practice, for the film cooling,
the effectiveness is the highest immediately downstream to the holes and decreases rapidly in the streamwise
direction, due to turbulent dispersion of the coolant [20]. This is illustrated in Figure 2.4.

Figure 2.4: Thermal profiles showing the coolant distribution flowing from a film cooling hole adapted from [20]

Heat transfer coefficient
The heat transfer coefficient is a constant that characterises the convective heat transfer between a fluid
medium (a fluid) and the surface (wall) flowed over by the fluid. The unit definition of the heat transfer

coefficient is heat per unit area per kelvin
(

W
m2K

)
. It is defined as the heat flux (q) divided by the temperature

difference:

h = q

∆T
(2.10)

The cooling techniques aim to reduce convective heat transfer to the surface. Therefore, the goal is to min-
imise the heat transfer coefficient.

2.1.3. Materials
As stated before, the limiting factor in the material selection for the turbine blades was the thermal proper-
ties of the materials. In the early stages of gas turbine development the Nimonic, produced by Special Metals
Corporation (SMC), was used. The Nimonic refers to a family of Nickel super-alloys. These alloys consist of
nickel (more than 50%), chromium (around 20%) and additives such as cobalt, aluminium or titanium. Other
inventions in material science that allowed for higher temperatures were directional solidification (DS) and
single crystal (SC) manufacturing methods. These methods were based on a notion that grain boundaries
weaken the structure because on the grain boundary creep, corrosion, oxidation and micro-cracks can occur.
In DS process, the crystals form parallel to each other. It is achieved by slowly drawing out a form from a
furnace into a coolant. The crystals begin to form on the cold side of the form and progressively elongate
across the temperature gradient. The columnar grains are aligned with the stress axis (root to tip direction) of
the blade resulting in a significant improvement in creep and thermal fatigue properties. In SC manufactur-
ing, the technology goes one step further, creating a structure with no grain boundaries, to further increase
the performance. In the 1970s, a team of researches found out that by solidifying a molten super-alloy direc-
tionally, starting at the root of a bent structure (see Figure 2.5), also known as the grain selector, it naturally
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filtered the crystals and allowed only one crystal into the mould, where the buildup of a single crystal blade
started. The schematics of this casting process are shown in Figure 2.6.

Figure 2.5: Single Crystal smooth bent structure [21] Figure 2.6: Casting schematics [22]

2.2. Thermochromic Liquid Crystals
Liquid crystals (LCs) are a state of matter which has properties between conventional liquids and solid crys-
tals. Liquid crystals are divided into two main categories: Lyoropic and Thermotropic. The Thermotropic
Liquid Crystals the Liquid crystal phase is dependent on the temperature [23], whereas in Lyotropic Liquid
Crystals this phase is dependent on the concentration of the material. Lyotropic Liquid Crystals typically are
made of mixtures of amphiphilic (hydrophobic on one end and hydrophilic on the other) molecules and a
solvent. An example in daily life of a Lyoropic liquid crystals is a mixture of soap and water.

Thermotropic Liquid Crystals can be further divided into Smectic and Nematic Liquid crystals. In both,
the molecule axes are parallel to each other. The difference is how the molecular centre of gravity moves.
In Smectic liquid crystals, it moves in 2-dimensional planes and in Nematic Liquid crystals it moves in 3-
dimensions. Further classification of Nematic Liquid crystals is Non-optically active (Nematic) and Optically-
Active (Cholesteric). The division can be seen in Figure 2.7.
Thermochromic Liquid Crystals are a special type of liquid crystals, because they change colour with tem-
perature. TLC belong to Optically-Active category of Nematic Liquid Crystals. They can have different for-
mulations comprising of cholesterol and other sterol derived chemicals (cholesteric TLCs), formulations
comprised entirely of non-sterol based chemicals (Chiral Nematics) or combination of sterol and non-sterol
chemicals [23].
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Figure 2.7: Classification of Liquid Crystals [23]

Figure 2.8 shows the phase changes of TLC with increasing/decreasing temperature. In the beginning, the
solid crystal molecules are well-organised, with each molecule having the same orientation in layers. When
the temperature increases cholesteric liquid crystals start to twist in different directions, with the increasing
twisting angle. When the first layer twists clockwise by ψ degrees, the next layer will also twist clockwise by ψ
degrees with respect to the previous layer. This continues for each consecutive layer.

Figure 2.8: Thermochromic Liquid Crystals phase changes with temperature [23]

TLC can be divided into two groups: temperature-sensitive and temperature-insensitive, based on how many
colours they can display. The temperature-sensitive starts in a transparent condition, then shift to red, green,
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blue and back to transparent. These colour shifts are marked by four key points named: the Red Start, Green
Start, Blue Start and Clearing Point respectively. Another key feature is the bandwidth, which is defined as the
temperature range between Red Start point and Blue Start point, see Figure 2.9. The temperature-insensitive
TLC, also known as shear-sensitive show only two colours. One below and one above the clearing point as
can be seen in Figure 2.10

Figure 2.9: Colour spectrum of temperature-sensitive TLC [23]

Figure 2.10: Colour spectrum of temperature-insensitive TLC [23]

The mechanism of thermochromism has many applications. For high-precision applications such as colour
mapping of the flows, thermometers, refrigerators or medical use TLCs are used. TCLs have some limita-
tions. One such limitation is that to manufacture TLCs expensive, specialised equipment is required. Their
lifespan is limited and depends on the conditions they are subjected to such as ultraviolet radiation (UV) or
high temperatures. TLCs are also very sensitive to organic chemicals, especially fats, greases and common
solvents [23]. The shear sensitive Leuco dye that changes colour with light or heat, is typically used for the
low-precision applications such as thermochromic t-shirts, mugs or battery state indicator1.

2.3. Colour spaces
Colour spaces are organised and defined collections of colours. For the purpose of this experiment the Hue,
Saturation, Value (HSV) and the Red, Green, Blue (RGB) colour spaces have been considered. The RGB is
an additive colour space, which means that any final colour can be achieved by combination of 3 primary
colours; red, green and blue. The colour space can be visualised as a unit cube with red, green and blue
as x-,y-, and z-axis of the cube, see Figure 2.11. As opposed to RGB, HSV colour space can be visualised as
a cylinder in polar coordinate system, with the z-axis being value, radial coordinate being saturation and
angular coordinate being hue which is depicted in Figure 2.12.

1Leuco dye is not a TLC, but it has thermochromic properties
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Figure 2.11: RGB unit cube [24] Figure 2.12: HSV cylinder [25]

To achieve stable measurement from the TLC sheet, the colour spaces need to have distinctive features. In
case of TLC, the intensity of colours will be changing with time. The RGB and HSV calibration output curves
for the TLC sheet used in this experiment are presented in Figure 2.13a and 2.13b respectively.

The RGB colour space has three characteristic curves for: red, green and blue. The peaks for red and green
colour are clearly defined. Whereas the blue colour peak is not as prominent. When a crystal reaches a green
peak it means that it has reached the most intense green colour. This characteristic is important because it
is possible to experimentally determine the temperature at which that point is achieved. The HSV output
curves also consist of three curves: Hue, Saturation and Value. The curves seem to be more scattered when
comparing to RGB output curves. At about T = 35.7oC the TLCs went back to the initial black colour, hence
the sudden drop in both colour spaces. As explained by Ke [26] and Billot [27], the HSV colour space was
proven to give numerically unstable solutions. Therefore, for the rest of this experiment RGB colour space is
used.

(a) RGB calibration output curves (b) HSV calibration output curves

Figure 2.13: Different colours spaces for calibration outputs

2.4. Additive Manufacturing
Additive Manufacturing can be divided into seven different process types: Binder Jetting, Direct Energy De-
position, Material Extrusion, Material Jetting, Powder Bed Fusion, Sheet Lamination and Vat Polymerisation.
Table 2.1 briefly summarise them all. For this experiment, samples were manufactured using Powder Bed
Fusion. Therefore, the details of this process will be further explained.
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Table 2.1: Additive Manufacturing processes

Type Description
Binder Jetting Liquid bonding agent is deposited to join powder
Direct Energy Deposition Thermal energy melts materials when deposited
Material Extrusion Materials are selectively dispensed from the nozzle(s) or orifice
Material Jetting Droplets of build material are selectively deposited
Powder Bed Fusion Thermal Energy selectively fuses powder bed regions
Sheet Lamination Material sheets are bonded
VAT Polymerisation Liquid photo-polymer selectively cured by light-activated polymerisation

Powder Bed Fusion utilises fine metallic powder and laser or an electron beam to fuse the powder. The pro-
cess takes place in a heated vacuum chamber. On the build plate a thin layer of powder is deposited using
a roller. Next, the laser or electron beam fuses the powder in the 2D plane. The build plate then lowers and
the process is repeated until the whole part is completed. The unfused powder that resides within the build
space is removed and can be used for other builds. Once the process is finished, the build plate is removed
from the machine and placed in the bead blasting machine to get rid of any residue powder. When there is
no remaining powder, the parts need to be removed from the build plate.

Powder Bed Fusion is an ideal process for manufacturing complex prototypes that could not be produced
by conventional methods such as Computerized Numerical Control (CNC) milling or turning. As opposed to
the subtractive manufacturing, in Powder Bed Fusion process most of the powder can be reused without any
post-processing such as melting or atomisation.

However, Powder Bed Fusion process has also many disadvantages such as the initial cost of the machine,
software required, raw materials and labour cost. The operator of the machine needs to be highly trained
in order to obtain defect-free parts. The price of the machine varies from 100 000 US dollars to 650 000 US
dollars [28], depending on the manufacturer and machine capabilities. The size of the part manufactured is
also limited by the build plate. The typical dimensions are approximately 200x200x350mm (based on Arcam
A2) [29]. The production time of the Powder Bed Fusion process is long and depends on the complexity of a
part to be built. Due to the nature of the process, it is difficult to increase production rates, without decreasing
the quality of the part. As Powder Bed Fusion is a new technology, the full potential of the technology is yet to
be reached.

Additively Manufactured Porous Media
Porous materials are characterised by their sponge-like structure. The structure consists of voids (also called
pores), which can be isolated or interconnected forming complex networks of channels, an example of this
can be seen in Figure 2.14. Typically the pores are filled with air or water under ambient conditions. De-
pending on the material, fluids are able to enter or exit the voids and to move through the open voids [30].

Figure 2.14: Microstructure of a porous material [31]



14 2. Background information

There are many characteristics of the porous media such as the total volume of void space (also called bulk
porosity), void size and void distribution, the degree of inter-connectivity, roughness of voids and total sur-
face area. Manufacturing a metallic porous structure with given parameters is a challenging task. There are
three different manufacturing methods that can be used depending on the final application of the porous
media.
Method 1: Metallic Foam
The first method manufactures a metallic foam. In this process a molten metal is "foamed" by injecting a gas
that will decompose before the metal solidifies. It was one of the most common processes to manufacture
porous media [32]. This type of porous media has very high porosity, however, it also has poor mechani-
cal strength and long manufacturing time. This combination makes it not viable for a metallic foam to be
implemented in a turbine blade.

Method 2: Lamination
The second method is called laminated porous media. In this technique multiple prefabricated layers with
several etched of laser-cut micro-channels are combined by welding [33]. This type of metal porous fab-
rication improves the controllability of the flow and the internal heat transfer as the porosity of each layer
is predetermined. The biggest disadvantage of this method is the assembly process, it is complicated and
time-consuming.

Method 3: Powder Bed Fusion
The last method is metal sintering, Powder Bed Fusion process. The porosity is obtained by increasing the
hatch distance2, this results in the adjacent melt lines not fusing together which leaves unfused powder in be-
tween the melt lines. The powder is later removed creating pores. This technique allows for high porosity and
higher strength as compared to method 1 [34]. However, the problem with this method is that the formation
of the through pores is random and non-uniform.

The samples for this experiment were manufactured using method 3, Powder Bed Fusion.

2Hatch distance is the distance between the melt lines
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Before diving into the experimental set-up, the basic theory behind the experiment should be introduced
and explained. Apart from the theory behind the transient heat transfer experiment and possible methods to
solve the equations that are explained in Section 3.1, this chapter will also explain the standard dimensional
analysis in Section 3.2 and Duhamel’s superposition principle used to correct the results in Section 3.3. The
chapter will be concluded with an explanation of the Matlab’s numerical solver in Section 3.4

3.1. Transient heat transfer experiment
Unlike the steady-state heat transfer, transient heat transfer is a non-steady-state transfer of energy. In this
process the body’s temperature keeps changing with time. Situations like this arise due to multiple factors
such as a sudden change in the environment temperature or changing properties of the body.

During a forced conduction process, the heat flux (q) for a single point on a flat surface can be described as:

q = h (TR −Tw ) (3.1)

where Tw is the local surface temperature for a single point, TR is the reference temperature of the fluid.
This temperature governs the convection from the liquid crystal coated surface and assures that heat transfer
coefficient, h, keeps constant for a certain point with the independence of time and temperature difference.

When conducting a two-temperature convective experiment, there are only two temperatures: mainstream
temperature and temperature of the wall. In that scenario, the reference temperature is equal to the main-
stream temperature TR = TM . The local heat flux depends on the temperature difference between the wall’s
initial temperature and mainstream temperature. For film cooling and transpiration cooling the experiment
is a three-temperature problem with the three initial temperatures: mainstream temperature, TM , coolant
temperature ,TC , and wall temperature, TW , as can be seen in Figure 3.1. Right after the sample, when the
two flow mixes, the new temperature TR becomes a function of mainstream temperature,TM and coolant
temperature, TC . It is expressed as:

TR = (
1−η)

TM +ηTC (3.2)

Where η is the film cooling effectiveness.

Figure 3.1: Three-temperature problem

15
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Another factor to be considered is the wall material. Its properties can partially influence the experiment
results. In this transient heat transfer experiment, the TLC sheet is suddenly exposed to the preheated main-
stream and the ambient temperature (or preheated) coolant flow. The TLC is used as the transient wall tem-
perature indicator. Before the mixture touches the surface, the entire solid test object is considered to have a
uniform through thickness temperature, Ti . The partial differential heat conduction equation that represents
this model is shown below:

∂2T

∂z2 = 1

α

∂T

∂t
(3.3)

Where:

α= λ

ρCp
(3.4)

Where λ is heat conductivity, ρ is density and Cp is specific heat capacity.
Implementing a semi-finite analysis to equation 3.3, one initial condition and two boundary conditions for
one-dimensional transient test are obtained:

lim
z→∞T (z, t ) = Ti (3.5)

T (z,0) = Ti (3.6)

−λ
∂T (0, t )

∂z
= h (Tw −TR ) (3.7)

Equation 3.5 assumes that the bottom plate of the test section (the plate that TLC rests upon) has an infinite
boundary in through-the-thickness direction and the temperature penetration will not have any impact on
the infinite boundary. In other words, the heat flux should not penetrate the thickness of the wall material
resulting in no heat transfer between the fluid and the wall.

The solution described by Carslaw [35] for equations 3.3-3.7 explains a relationship among the heat transfer
coefficient, the thermal properties of the wall material and time-and-position-varying wall surface tempera-
ture. The derivation can be found in the appendix A.

Tw −Ti

TR −Ti
= 1−exp

[
h2αt

λ2

]
erfc

[
h
p
αt

λ

]
(3.8)

β= h

√
t

λρCp
(3.9)

Tw −Ti

TR −Ti
= 1−exp

[
β2]erfc

[
β
]

(3.10)

This solution is the general approach to solve a heat conduction problem. But film cooling and transpira-
tion cooling are three temperatures problem as there are two different flows that are mixing. Therefore, by
reorganising and combining equations 3.2, 3.8 and 3.9, a new equation is generated, in which there are two
unknowns film cooling effectiveness, η, and heat transfer coefficient, h:{

1−exp

[
h2 t

λρCp

]
erfc

[
h

√
t

λρCp

]}
· [ηTC + (

1−η)
TM −Ti

]+Ti −Tw = 0 (3.11)

Since there are two unknowns and one equation, it is not possible to solve this equation. There are three
methods that can be used to solve this: two-peaks method, hue method and two-tests method.
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Method 1: two-peaks
The method of 2 peaks requires one test. During the test two parameters are recorded tr and tg , which are
times when the crystals reach peak red and green colour. Tw,r and Tw,g are calibrated temperatures from the
TLC sheet. This leaves only two unknowns h and η for the two equations 3.12, 3.13, which makes the system
a determined system of equations.{

1−exp

[
h2 tr

λρCp

]
erfc

[
h

√
tr

λρCp

]}
· [ηTC + (

1−η)
TM −Ti

]+Ti −Tw,r = 0 (3.12)

{
1−exp

[
h2 tg

λρCp

]
erfc

[
h

√
tg

λρCp

]}
· [ηTC + (

1−η)
TM −Ti

]+Ti −Tw,g = 0 (3.13)

Method 2: Hue
The Hue method, is also known as temperature history matching method. It requires one test and uses the full
history of the measured temperature. This provides an over-determined system of equations for obtaining η
and h. For that reason, this method is very useful for steady-state experiments.

Method 3: two-tests
The last method is to use two separate tests, with the same mass flows but different coolant temperatures
(while other parameters stay at the same settings), referred as the ’cold’ and ’hot’ test. The only difference
is that, in the ’cold’ test the coolant is kept at ambient temperature while in the ’hot’ test the coolant is pre-
heated. That means there are two equations 3.14 and 3.15, with two unknowns η and h, which means the
system of equations is determined and can be solved.{

1−exp

[
h2 tg ,c

λρCp

]
erfc

[
h

√
tg ,c

λρCp

]}
· [ηTC ,c +

(
1−η)

TM −Ti ,c
]+Ti ,c −Tw,c = 0 (3.14)

{
1−exp

[
h2 tg ,h

λρCp

]
erfc

[
h

√
tg ,h

λρCp

]}
· [ηTC ,h + (

1−η)
TM −Ti ,h

]+Ti ,c −Tw,h = 0 (3.15)

The method of two tests is used for this experiment because it was the most suitable. For instance, it was
shown by Billot [27], the two peak method was proven to be numerically unstable and the Hue method also
faced issues. As explained by Li [26], there is no hue curve that would fit correctly for the whole surface of the
TLC.

In ideal conditions TR = ηTC + (
1−η)

TM is constant during a single transient test and the temperature at the
mainstream flow loop inlet is able to achieve a step change from ambient temperature to a mainstream flow
temperature. But it is not possible in reality. Instead of a step change, there is a gradual increase. To account
for this the Duhamel superposition principle needs to be implemented. This principle is a general method
for obtaining a solution of inhomogeneous linear evolution equations and it will be further explained in more
detail in Section 3.3.

Main outputs
The experiment’s main outputs are the film cooling effectiveness, η, and the heat transfer coefficient, h. These
parameters will be presented on a 2D colour-maps to show downstream progression and as laterally-averaged
line graphs. Additionally, heat transfer coefficients ratio, h

h0
, and heat flux ratio, q

q0
, will be produced. The h0

and q0 are outputs for a non-cooled experiments, with only mainstream flow loop (no coolant flow). The
expression to evaluate q

q0
is [36]:

q

q0
=

(
h

h0

)(
1− η

φ

)
(3.16)

Where φ = TW −TM
TC−TM

is the overall cooling effectiveness. Standard values for φ in the actual engines vary from
0.5 to 0.7[36], for this research value of φ = 0.6 is assumed, as the mean value of the actual range. This ratio
shows how the cooling method influences the heat flux over the surface. If the value is below 1, the effect of
the cooling method is beneficial.
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3.2. Dimensional analysis
In engineering, dimensional analysis is the analysis of the relationships between different physical quantities
by identifying their base quantities. Normally, the parameters for cooling are divided into two types: one
is based on the geometry of cooling hole for film cooling, for example Reynolds Number,Re, and another
type depends on the flow properties, for example blowing ratio, M . For this experiment four dimensionless
quantities are used:

η= f
( x

D
,

x

L
,Re, M

)
(3.17)

Geometry-based distance
For film cooling the hole diameter has effect on the downstream performance of the sample. Therefore, for
easier comparison with other studies the geometry based distance, x

D and x
L , is introduced, respectively for

the film and transpiration cooling samples.

For the film cooling, it is based on the hole diameter, D , so x
D = 1 indicates the distance exactly one diameter

away from the hole’s edge. For the transpiration cooling it is based on its streamwise width, L. Therefore,
x
L = 1 indicates distance exactly one width away from the edge of porous structure.

In Figures 3.2a and 3.2b one can see how the coordinates systems are defined for film cooling and transpira-
tion cooling samples. For transpiration cooling, the analysis starts at x

L = 2.4 due to offset of the transpiration
sample from the TLC sheet. In both figures, the red rectangle indicates Region Of Interest (ROI). This is the
area that is evaluated for the final outputs. It is limited to the centre part of the TLC sheet in order to avoid
any effects of the side walls of the test section might have.

(a) For film cooling (b) For transpiration cooling

Figure 3.2: 2D representation of the test section

Reynolds number
In order to be able to draw comparison between different cooling techniques the Reynolds number should
be the same for both techniques. For the mainstream flow, the Reynolds number is defined and set to:

Rem = vM Dh

νM
= 25000 (3.18)

where vM is the flow velocity and νM is the kinematic viscosity of the main flow and Dh is hydraulic diameter,
defined as:

Dh = 2W H

W +H
(3.19)

with W and H being the width and height of the main flow rectangular cross-section, respectively.
For the coolant flow The Reynolds number is depending on the blowing ratio.
More information on the Reynolds number derivation can be found in Appendix A.
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Blowing Ratio
Each sample was to be tested at different blowing ratios. The blowing ratio is defined as:

M = ρC vC

ρM vM
(3.20)

where ρC and vC are density and velocity of the coolant flow and ρM and vM are density and velocity of the
mainstream flow. This equation can be simplified to:

M = ṁC AM

ṁM AC
(3.21)

Where ṁC and AC are the mass flow rate and the cross-section area1 of the coolant flow loop and ṁM and
AM are the mainstream mass flow rate and the cross-section area of the mainstream loop.
Since the areas of the flow channels are constant, only the mass flows can be adjusted. For this experiment,
to vary the blowing ratio, the mass flow of the coolant was be adjusted. For the transpiration cooling exper-
iments, the blowing ratio depends on the open cell porosity and pore size. The smaller pore size the higher
coolant velocity. The full derivation of the blowing ratio can be found in Appendix A.

The film cooling sample was tested at several blowing ratios M=0.5, M=1, M=2. For transpiration cooling
sample, the flow-through area is not known, therefore, the samples were tested at the same blowing ratio
settings as film cooling sample; the same coolant mass flow rate.

Experiment time
The maximum duration of the test can be calculated as [37]:

tmax = δ2

16

ρCp

λ
≈ 200s (3.22)

Where δ is thickness of the bottom plate of the test section.

3.3. Duhamel’s superposition principle
The real-time history of the mainstream flow temperature is likely to show a continuous ramping trend due to
the presence of a volume of ambient temperature in the chamber, before the hot air makes its way inside the
test section, this behaviour is illustrated in Figure 3.3. As a result, the adiabatic wall temperature undergoes
the following step-wise transient:

∆Tw = (
1−η)

∆TM +η∆TC (3.23)

The mathematical adaptation of this behaviour would not be possible without Duhamel’s superposition the-
orem. By decomposing the variation into a series of finite-step changes, the equation is rearranged:

TR −Ti =
N∑

i=1
U (t −τi )∆Tw (3.24)

where

U (τ−τi ) = 1−exp

[
h2α (t −τi )

λ2

]
erfc

[
h
p
α (t −τi )

λ

]
(3.25)

And the final target equation used to calculate h and η is the combination of equations 3.8 and 3.24,

TR −Ti =
N∑

i=1
U (t −τi )

[(
1−η)

∆TM +η∆TC
]

(3.26)

1For film cooling it is measured perpendicular to the injection angle.
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Figure 3.3: Typical example of a mainstream temperature response during a transient heat transfer test [38]

3.4. MATLAB solver
The goal of the solver is to solve the system of nonlinear equations 3.14 and 3.15. There are many solvers that
can be implemented. The Matlab script utilises fsolve. The solver is used to solve the system of nonlinear
equations, by changing the equation to the form of:

F (x) = [0] (3.27)

Where x is a vector and F (x) is a function that returns a vector value. The user can manually adjust the num-
ber of function iterations, function tolerance etc. by default fsolve chooses the medium-scale algorithm
and uses the trust-region-dogleg method [39]. This solver is recommended because it was designed to solve
non-linear system of equations.

Trust region
In a trust region algorithm the function f(x) is approximated with some simpler function mk , called the model
function, in the neighbourhood of xk . The model function will not be a good approximation of f(x) over the
entire domain, therefore, the domain needs to be restricted. It is done by setting a radius rk centred at the
point xk , inside this radius the model function is reasonably close to f(x). The name trust region is given
because the user trusts that the model function gives a reasonably accurate approximation of f(x) in this
region.

The model function is typically taken to be a quadratic approximation of f(x) based on its Taylor series expan-
sion about the point xk :

mk (x) = f (xk )+ (x −xk )T ∇ f (xk )+ 1

2
(x −xk )T Hk (x −xk ) (3.28)

Dogleg method
The first step of the dogleg method is to choose two directions. Typically they are chosen to be Gauss-Newton
direction (equation 3.29) and the steepest descent direction (equation 3.30):

δg n =−H−
k 1∇ f (xk ) (3.29)

δsd =− ∇ f (xk )T ∇ f (xk )

∇ f (xk )T Hk∇ f (xk )
∇ f (xk ) (3.30)

Given a trust region with radius rk dogleg method selects the updated step δk as equals:

1. If the path lies completely within the trust region the dogleg minimizer is the end point, δg n , This is the
case if the Gauss-Newton step is within the trust region.

2. When the path intersects the boundary of the trust region in the first line segment, the dogleg minimiser
is rk

||δsd ||δsd if both the Gauss-Newton and the steepest descent steps are outside the trust region.
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(a) Dogleg path completely within the
trust region

(b) Intersection in the first leg of the path (c) Intersection in the second leg of the
path.

Figure 3.4: Relationships between the dogleg path (black solid line), the trust region boundary (red dashed circle), and the dogleg
minimizer (blue dot) [40]

3. When the path intersects the boundary of the trust region in the second segment, the dogleg minimiser
is given as: δsd + (τ∗−1)(δg n −δsd ), where τ∗ satisfies the equation ||δsd + (τ∗−1)(δg n −δsd )||2 = r 2

k .

Solving systems of nonlinear equations
In order to solve a system of nonlinear equations r (x):

r (x) =



r1(x)
r2(x)

.

.

.
rn(x)

 (3.31)

For a trust region method to find roots of a system of equations, the objective function whose minima corre-
spond to roots of the system needs to be introduced, for example:

f (x) = 1

2
||r (x)||22 =

1

2

n∑
i=1

ri (x)2 (3.32)

It, roughly speaking, measures how close a point x is to be a root of r (x). Note that f (x) = 0, if and only if,
r (x) = 0. Therefore, if a global minimum of f (x) can be successfully found, the root to the nonlinear system
is also found.

Jk =



∇r1(xk )T

∇r2(xk )T

.

.

.
∇rn(xk )T

 (3.33)

Then the gradient is ∇ f (x) = J T
k r (xk )and the Hessian Hk = J T

k Jk . Therefore the equations 3.29 and 3.30 be-
come:

δg n =−(
J T

k Jk
)−1

J T
k r (xk ) (3.34)

δsd =−J T
k r (xk ) (3.35)

The dogleg method can be summarised in a flowchart, as seen in Figure 3.5.
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Figure 3.5: Flow chart for trust region dogleg algorithm [41]



4
Experiment

In this chapter the experimental set-up will be explained together with the testing procedure. This chapter
is structured as follows: first the experimental set-up is explained in Section 4.1. Next, the different tests
are explained in Section 4.2, subsequently in Section 4.3 data post-processing is explained. The chapter is
wrapped up with explanation of how the experimental set-up was validated in Section 4.4.

4.1. Set-up
The goal of the experiment is to obtain the heat transfer coefficient and film cooling effectiveness. This re-
quires a set-up with a number of components, which will be expained in the sections below.

4.1.1. Test rig
The test set-up can be seen in Figure 4.1. It consists of two flow loops: mainstream loop and a coolant loop.
Both loops can be either directed to the test section or be bypassed to the ambient environment by means
of 3-directional ball valves for the coolant loop and a hatch valve for the mainstream loop. Each loop has
a separate heater and power regulating unit, allowing to alter their temperatures independently. There are
multiple pressure and temperature measurement points on both flow loops.

Figure 4.1: Test rig scheme

The mainstream loop is connected to a compressed air system operating at 8bar. The air first passes through
an orifice meter, the heater and into 1.5m long rectangular pipe, with the same cross-sectional dimensions
as the test section. This is done to ensure that a fully developed flow enters the test section. Next, the air can
either enter the test section with cross-sectional dimensions of: 150mm by 85mm or it can be directed to the
ambient environment.

23
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The coolant loop is connected to the same compressed air system as the mainstream loop. First the air passes
through the Coriolis flow meter and the heater into the plenum 1 where pressure and temperature measure-
ments are taken. Subsequently, the flow is divided into 5 pipes which can be directed either towards the am-
bient environment or towards the sample. If the flow is directed towards the sample, first it reaches plenum
2, where pressure and temperature are measured right before the flow goes through the film cooling or the
transpiration cooling sample to the test section.

Test section
The test section is a rectangular box with one inlet for the mainstream flow, one inlet for the coolant flow
(where the film cooling or transpiration cooling sample is mounted) and one outlet. In Figure 4.2 a render
of the test section together is shown. The test section is located on the left-hand side. The bottom plate of
the test section is made 3d printed in PD2200 Nylon and it is flushed/aligned with the sample. On top of the
bottom plate a Thermochromic Liquid Crystals sheet, with approximate dimensions of 130mm by 230mm, is
placed. The side plates are made from PD2200 Nylon. The top plate of the test section is made from 16mm
thick plexiglass to ensure that the camera can record the colour changes of the TLC. On top of the plexiglass
there is a small LED. The LED is switched on at the beginning of the experiment in order to mark the first
image from the image acquisition process.

Image acquisition set-up
One of the main issues with with image acquisition set-ups for this experiment, is light reflection of the TLC
sheet, therefore the illumination source should not be placed directly above the crystals. The current con-
figuration is making use of four fluorescent bulbs (OSRAM DULUX S, 11W, 3000K), see Figure 4.3, that are
mounted on the square metal frame. In the centre of the frame, located approximately 50cm above the test
section there is a CCD Blackmagic Pocket Cinema Camera. In order to reduce the amount of light dispersed
to the environment, the whole structure and the camera is enclosed in black drape during the experiment.
Additionally, this ensures that no light, other than from the bulbs, is affecting the image acquisition system.

Figure 4.2: Render of the experimental rig Figure 4.3: Lighting set-up

The current solution proved to be the least invasive; providing a symmetrical diffused light and a minimum
amount of reflection on the surface [27].

Camera settings
In the Table 4.1 the camera settings are shown for this experiment. As mentioned earlier the camera is a CCD
Blackmagic Pocket Cinema Camera with a resolution of 1920 x 1080 pixels. The next settings are frame rate
and time lapse interval; frame rate is number of frames the camera takes in a second, whereas the time lapse
interval is the setting that allows to record a still frame at some specified intervals. For this experiment a frame
rate of 30 frames per second was chosen with a time lapse interval of 3 frames, this results in 10 pictures every
second, or in other words one picture every 0.1second. These settings were deemed as sufficient to see the
evolution of the colours in the crystals without having an extensive computational times for post-processing.
As recommended by the manufacturer, for the good light conditions, optimal ISO setting was chosen to be
800. The shutter angle regulates the amount of light that reaches the sensor. As explained by Billot [27], a
shutter angle of 270o was chosen as optimal. For a white balance setting, a value of 3000K was chosen, this is
to account for the lighting conditions. The white balance ensures that white colour stays white in the image.



4.1. Set-up 25

Table 4.1: Camera settings

Parameter Value
Camera type CCD Blackmagic Pocket Cinema Camera

Picture dimensions [pixels] 1920x1080
Frame rate [fps] 30

Time lapse interval [-] every 3 frames
ISO [-] 800

Shutter angle [o] 270
White Balance [K] 3000

TLC
For this experiment, TLC sheets from Hallcrest are used. The colour play of the TLC is R35C1W which means
that point Red Start is at 35oC and the bandwidth is 1oC . The full properties of this TLC sheet are displayed
in Table 4.2.

Table 4.2: R35C1W TLC properties [42]

Colour play
Red Start

[oC ]
Green Start

[oC ]
Blue Start

[oC ]
Clearing point

[oC ]
Bandwidth

[oC ]
R35C1W 35.0 35.2 36.0 49.0 1

For this TLC the tolerances for Red Start are ±0.5oC and for the bandwidth ±0.2oC . Although the Green Start
is indicated to start at 35.2oC , each new batch of TLC needs to be calibrated for this experimental set-up.
The calibration procedure for this existing set-up was described by Billot [27]. For currently used batch, the
maximum intensity of the green colour, the green peak, was found to be at 34.17oC .

4.1.2. Test object
Transpiration cooling samples were manufactured using nickel-based Hastelloy-X (batch 1) and Inconel 625
(batch 2). The chemical composition of both materials can be found in Table 4.3. Both batches were manu-
factured using Laser Powdered Bed Fusion method. The samples consisted of a 10mm by 110mm porous strip
surrounded by a solid metal frame in an elongated hexagonal shape. The technical drawing of the sample can
be found in Appendix B.

Table 4.3: Chemical composition of Hastelloy-X and Inconel 625 [43] [44]

Element Hastelloy-X Inconel 625
Nickel 47% 58% min
Chromium 22% 20-23%
Molybdenum 9% 8-10%
Iron 18% 5% max
Niobium+tantalum 0.5% max (Niobium only) 3.15-4.15%
Cobalt 1.5% 1%max
Silicon 1% max 0.5% max
Manganese 1% max 0.5% max
Titanium 0.15% max 0.4% max
Silver - 0.4% max
Carbon 0.1% 0.1% max
Sulphur - 0.01% max
Phosphorus - 0.01% max
Tungsten 0.6% -
Boron 0.008% max -
Aluminium 0.5% max -

The transpiration samples are numbered from 1-6, each number corresponds to a different printing param-
eters (e.g plate 1 from batch 1 has same printing parameters as plate 1 from batch 2). Each plate was manu-
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(a) Netscanner model 9116 (b) Rosemount 2088 (c) Agilent 34972A

Figure 4.4: Data acquisition set-up

factured with three different thicknesses of the porous part: 0.5mm, 1mm and 2mm (e.g. there are 3 plates 1;
plate 1 with 0.5mm thickness, plate 1 with 1mm thickness and plate 1 with 2mm thickness). In Table 4.4, the
overview of samples tested and their nomenclature that will be used in this report is given.

Table 4.4: Transpiration samples overview

Batch [-] tp [mm] Name [-]
Plate 1 Batch 1 0.5 B1_P1_05mm
Plate 1 Batch 1 1 B1_P1_1mm
Plate 1 Batch 1 2 B1_P1_2mm
Plate 1 Batch 2 0.5 B2_P1_05mm
Plate 1 Batch 2 1 B2_P1_1mm
Plate 1 Batch 2 2 B2_P1_2mm
Plate 2 Batch 2 0.5 B2_P2_05mm

4.1.3. Measurement instruments and data collection
For any experimental set-up a data collection system is needed. For this purpose in-house software is used,
a RigView v3.3 gas turbine measurements and evaluation system. It is an in-house developed software that is
able to record data from various inputs and gather them into a .DIF format file. Moreover, RigView has also
the possibility to display the real-time data during testing.

In this experiment there are many electronic components, the pressures are being recorded using NetScanner
Model 9116, Figure 4.4a. The scanner features a 16 channel module with integrated silicon piezoresistive
pressure sensors able to register values in the range of 1-5850kPa. The outcomes are calibrated against a
Rosemount 2088 Gage and Absolute Pressure Transmitter, Figure 4.4b. The Agilent 34972A Data Acquisition
System receives the signals from the thermocouples and feeds the values to the RigView software, Figure 4.4c.
Additionally, there are 2 power regulating units: Drehzahlregler DR-2000 for coolant flow, Figure 4.5, and one
for the mainstream flow, Figure 4.6 and a power supply for a LED: LABPAC B300D, Figure 4.7.
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Figure 4.5: Power regulating unit for the
coolant flow

Figure 4.6: Power regulating unit for the
mainstream flow

Figure 4.7: Power supply for a LED
switch

4.2. Experimental procedure
As explained in Section 3.1, 2 tests are needed: cold and hot. Additionally, to account for conduction heat
losses during the hot test, a heat loss test needs to be performed. Each sample will be tested for 4 different
blowing ratios: 0.5, 1, 2 and 3.5.

Cold test
For the cold test the coolant temperature is set at ambient temperature whereas the mainstream temperature
is set at 70oC . The coolant settings change with the different blowing ratios and mainstream settings do not
change. In Table 4.5 one can look for the settings of the cold test’s campaign.

Table 4.5: Cold test settings

Mainstream Coolant
M=0.5, 1, 2, 3.5 M=0.5 M=1 M=2 M=3.5

T[oC ] 70 21.7
ṁ[g/s] 65 0.85 1.7 3.4 6

Hot test
In the two tests method, for the hot test the the coolant temperature needs to be the same as mainstream
temperature, 70oC , [45]. In table 4.6 one can look up settings for the hot tests. Mainstream settings stay the
same for all the blowing ratios.

Table 4.6: Hot test settings

Mainstream Coolant
M=0.5, 1, 2, 3.5 M=0.5 M=1 M=2 M=3.5

T[oC ] 70 70
ṁ[g/s] 65 0.85 1.7 3.4 6

Heat loss test
During the hot test, heat from the coolant is exchanged with the plenum walls and the transpiration sample.
Which means that coolant temperature above the sample is lower than the temperature measured below the
sample. Since it is not possible to measure the temperature above the sample during the hot test, a heat
loss test is introduced. During this test a special component attaches on top of the transpiration sample
(Figure 4.8). It has 3x29 square grid that is placed over the porous part of the sample to evenly divide the
coolant air. It has 5 openings for a thermocouple at a mid-line, +/-2.5cm and +/-5.5cm from the mid-line.
When the thermocouple is inserted, it is located slightly above the surface of the porous strip. Together with
the thermocouple in the plenum 2, they measure the temperature of the coolant flow before it enters the
sample and right after it passes through the sample. Afterwards, the difference between the temperatures is
implemented in the post-processing. The heat loss test is carried out at the same coolant parameters as the
hot test.
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(a) Heat loss component design (b) Heat loss component during testing

Figure 4.8: Heat loss component

4.3. Post-processing
This experiment is a data-intensive process. In order to better manage the data, Matlab code will be utilised.
The post-processing is divided into two phases to simplify the process.

First phase
The first phase of the post processing is image processing. The aim of the process is to obtain the time it took
to reach a green peak intensity for each pixel. The processing goes as follow

1. Collect the information from the camera (photographs) and data scanner.

2. Import .DNG images into Matlab

3. Select of Region Of Interest (ROI)

4. Transfer the ROI from .DNG to .MAT

5. Calculate the time it needs to reach green peak intensity for each pixel

The first step of the post-process is to collect required data from various devices. The .RAW images coming
from the camera cannot be processed directly by Matlab, therefore all of them need to be converted by Adobe
DNG Converter. It converts the .RAW format files to .DNG (Digital Negative) format. While converting the
formats the image stays uncompressed(Lossless conversion). For clarity purposes, in this document .RAW
refers to a file format and r aw to unprocessed pixel values which are direct output of the imaging sensor of
a camera. Next step is to choose ROI. This limits the area that will be evaluated, reducing the computational
time.

Step 4 is essential in the post processing. It converts the the ROI from the .DNG file to a matlab viewable
output. According to (Sumner,2014) the raw image needs to be linearized, white balanced, demosaiced and
colour space corrected. The last step of brightness and colour control is not needed as it is an aesthetic step
to make the image more readable. Figure 4.9 sums up the workflow of transferring raw sensor data. Below is
an example of image processing step by step and how it changes the MATLAB output display.

Figure 4.9: Workflow of converting raw images [46]

Figure 4.10a shows the raw data from the camera’s sensor, which is not visible by the human eye. It is a single
channel intensity image which has a non-zero minimum value to represents ’black’ with integer values that
contain 10-14 bits of data [46]. In Figure 4.10b the linearized image is display, the linearisation process maps
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the raw values to real values between 0-1. Figure 4.10c shows white balanced image. The process of white
balancing is removing unrealistic color casts, so that objects which appear white in real life are rendered
white in the image. In this process each colour channel in the colour filter array (CFA) is scaled by appropriate
amount to white balance the image. In order to obtain next image, Figure 4.10d, the demosiacing algorithm
needs to reconstruct a full RGB colour image. One can notice that the red LED in the bottom left corner
changed colour to red. Although this image is already viewable with standard MATLAB display functions.
The pixels do not have coordinates in the correct RGB space that is expected by the operating system. In
order to correct them a linear transformation needs to be applied, with the results visible in 4.10e. Once the
image is colour space corrected it is in the right colour space for display. However it is still a linear image
with values relating to what was sensed, which may not be in a range appropriate for being displayed [46].
The pixels have now correct values and these values are used in later stage of post-processing. Next two steps
are simply tweaking the image so it looks appealing. In Figure 4.10f the image was brightened and in Figure
4.10g it is transformed non-linearly with a power function. In Figure 4.10h is the same image as viewed by the
default photos app on the windows computer.

The last step in this part of post-processing is calculation of time needed to reach green peak for each pixel.
The code takes the same pixel from each image, determines its RGB colour intensities and stores it in the
matrix. Later a 21-parameter Gaussian curve s is fitted to the data. Matlab determines the frame number
when the maximum green intensity is reached (the peak of the Gaussian curve) and converts it to time, which
can be computed using the frame rate at which the experiment was carried out. Then the process is repeated
for all the pixels.
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(a) Raw sensor data (b) Linearized image

(c) White balanced image (d) Demosaiced image

(e) Colour space corrected image (f ) Brightened image

(g) Gamma corrected (h) Image as displayed by computer

Figure 4.10: Image processing

Second phase
Once both tests, cold and hot, were processed, second phase of post processing can take place. The aim of
the second phase is to solve the system of equations. The output of this part is the heat transfer coefficient
and film cooling effectiveness. The solver has following steps:

1. Import required matrices into Matlab

2. Input corresponding temperatures from the tests
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3. Solve for η and h

4. Plot graphs

The first step is inputting required matrices into the Matlab workspace: tg ,c and tg ,h . Next, corresponding
temperatures need to be inputted such as initial temperature of the hot test. Next, the solver calculates the
film cooling effectiveness and heat transfer coefficient using the method described in Section 3.4 and plots
the colour-maps and 2-d graphs. Figure 4.11 visualises the flow processing of the data. First phase corre-
sponds to the blue box: image processing and the second phase corresponds to the grey box: Heat transfer
transient test.

Figure 4.11: Block diagram for the post-processing

4.4. Rig validation
Since the transpiration cooling is a new, state-of-the-art technology there are not enough experimental results
to verify the values. Therefore, the experimental setup was verified using a film cooling sample [34]. The film
cooling sample was tested for three different blowing ratios, M=0.5, M=1 and M=2. In Tables 4.7, 4.8 and 4.9,
flow characteristics from different validation papers are listed for blowing ratio M=0.5, 1 and 2 respectively,
where the M is a blowing ratio, P is the density ratio, S/D is the distance between holes/hole diameter and
ang l e is the injection angle.

Rig Validation M=1
In Figure 4.12b, laterally averaged film cooling effectiveness for blowing ratio M=1 is compared to values
obtained from different validation papers, see Table 4.7. The values from present study follow the same trend
as results from other studies. There is a peak of η̄ = 0.17 at about x

D = 3.5 from the holes and gradually
decreasing downstream. The trend line is between maximum and minimum trend lines from other papers.

In Figure 4.12a ratio of h̄, laterally averaged heat transfer coefficient, to ho , heat transfer coefficient obtained
for a test without coolant, for blowing ratio M=1 is compared to other validation papers. The values from this
study follows the general trend with peak at around x

D = 1 from the hole and beyond that the effectiveness
is gradually decreasing downstream. The peak at x

D = 14 is associated with corrupted data and should be
disregarded.
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Table 4.7: Flow characteristics for other studies with Blowing Ratio, M=1, adapted from [34]

Study
h̄/ho η̄

M P S/D angle M P S/D angle
Present study 1 1.1 3 30 1 1.1 3 30
Wright et al. 2010 [47] - - - - 1 1 4 35
Dhungel et al. 2007 [48] 1 - - 30 1 - - 30
Baldauf et al. 2002 [49],[50] 1 1.2 3 30 1 1.2 3 30
Yu et al. 2002 [36] 1 0.9-1.1 - 30 1 0.9-1.1 30
Nasir et al. 2001 [51] 1.13 1 - 35 1.13 1 - -
Gritsch et al. 1998 [52] 1 - - - - 1.5 - -
Goldstein et al. 1998 [53] 1 1 - 35 - - - -
Schmidt et al. 1994 [54] - - - - - 1.25 - -
Ammari et al. 1990 [55] 1 1 3 35 - - - -
Hay et al. 1985 [56] 1 1 3 35 - - - -
Pedersen et al. 1977 [57] - - - - - - 0.96 -
Eriksen and Goldstein 1974 [58] 1 1 3 35 - - - -

(a) Ratio of Heat transfer coefficient Laterally Averaged (b) Film Cooling Effectiveness Laterally Averaged

Figure 4.12: Rig validation for blowing ratio M=1, adapted from [34]

Rig Validation M=0.5
In Figure 4.13b, laterally averaged film cooling effectiveness is shown. Performance at the blowing ratio M=0.5
follows the same trend as most of the studies, with a peak cooling effectiveness,η̄= 0.35 at around x

D = 4 and
a steady decrease until x

D = 18. The trend line for this study is within the trend lines obtained from other
studies.

Table 4.8: Flow characteristics for other studies with Blowing Ratio, M=0.5,adapted from [34]

Study
h̄/ho η̄

M P S/D angle M P S/D angle
Present study 0.5 - 3 30 0.5 - 3 30
Wright et al. 2010 [47] - - - - 0.5 - 3 30
Dhungel et al. 2007 [48] 0.5 - - 30 0.5 - - 30
Yu et al. 2002 [36] 0.5 - - 30 0.5 - 3 30
Baldauf et al. 2002 [49],[50] 0.5 1.8 3 30 - - - -

In Figure 4.13a, ratio h̄
ho

for blowing ratio M=0.5 is compared to results from other validation papers. At first,
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the trend line steadily increases to about h̄
ho

= 1.2 at about x
D = 5.5 and then the trend line decreases slowly

to about h̄
ho

= 1.1 in the region further downstream. Although, the values from present study have the highest
ratio across the evaluated span, the trend is the same as for all other studies. The peaks at x

D = 1.8, x
D = 14.1,

x
D = 15 are associated with corrupted data and should be disregarded.

(a) Ratio of Heat transfer coefficient Laterally Averaged (b) Film Cooling Effectiveness Laterally Averaged

Figure 4.13: Rig validation for blowing ratio M=0.5, adapted from [34]

Rig Validation M=2
In Figure 4.14b, laterally averaged film cooling effectiveness for blowing ratio M=2 is shown against the results
from other studies. Once again, η̄ follows the trend from other studies. In the first region right after the sam-
ple, the averaged performance decreases to around η̄ = 0.075. Later, the performance improves, η̄ increases
to a value η̄= 0.11 at about x

D = 5, and it slowly and steadily diminishes and settles at η̄= 0.1.

In Figure 4.14a ratio h̄
ho

for blowing ratio M=2 is compared to other results from validation papers. The ratio

starts of at around h̄
ho

= 1.25 and decreases to about h̄
ho

= 1 in the region further downstream. Once again, the
ratio is within the trend lines obtained from other studies

Table 4.9: Flow characteristics for other studies with Blowing Ratio, M=2

Study
h/ho η

M P S/D angle M P S/D angle
Present study 2 - 3 30 2 - 3 30
Wright et al. 2010 [47] - - - - 2 1.4 - 35
Dhungel et al. 2007 [48] 2 - 3 30 2 - 3 30
Baldauf et al. 2002 [49],[50] 2 1.2 3 30 2 1.8 3 30
Goldstein et al. 1998 [53] 2 1 - 35 - - - -
Ammari et al. 1990 [55] 2 1 - 30 - - - -
Hay et al. 1985 [56] 2 1 - 35 - - - -
Eriksen and Goldstein 1974 [58] 2 1 - 35 - - - -
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(a) Ratio of Heat transfer coefficient Laterally Averaged (b) Film Cooling Effectiveness Laterally Averaged for

Figure 4.14: Rig validation for blowing ratio M=2, adapted from [34]

Figures 4.12, 4.13 and 4.14, prove that the experimental set-up and the post-processing gives results similar to
the results from other published studies. Therefore, the rig can be used to test transpiration cooling samples.



5
Results

This chapter contains the results of the experiments conducted. The results are divided into three different
sections. Starting with heat transfer results in Section 5.1, followed by the results from the water visualisation
rig in Section 5.2. The Chapter is concluded with the performance comparison between film cooling and
transpiration cooling presented in Section 5.3.

5.1. Heat transfer results
Heat transfer results were obtained using the heat transfer rig described in the Chapter 4. During post-
processing two parameters were obtained: film cooling effectiveness and heat transfer coefficient. First, the
results for plates 1 from batch 1 with different thicknesses are shown, followed by results for plates 1 from
batch 2. Then plates B2_P1_05mm and B2_P2_05mm. Finally the corresponding plates from both batches
are compared.

Batch 1
Results for the film cooling effectiveness for batch 1 are shown in the Figure 5.1. The results can be divided
into 2 graphs to clearly show different trends. In Figure 5.1a results for lower blowing ratios, M=0.5 and M=1,
are presented. The results in Figure 5.1 show a decreasing linear trend from the beginning. However, the
average film cooling effectiveness for blowing ratio M=1 is higher than for blowing ratio M=0.5. The thickness
of the porous structure had only local influence on the film cooling effectiveness. In the Figure 5.1b results for
high blowing ratios, M=2 and M=3.5, are shown. The trends for these blowing ratios show an initial increase,
followed by a linear decrease in the region 6 < x

L < 10. Results for higher blowing ratios started to converge
around x

L = 10. In the initial region results for blowing ratio M=2 were higher than the results for the blowing
ratio M=3.5.

(a) Blowing ratios M=0.5 and M=1 (b) Blowing ratios M=2 and M=3.5

Figure 5.1: Film Cooling Effectiveness Laterally Averaged for Batch 1

35
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As shown in Figure 5.2, the laterally averaged heat transfer coefficient depends mostly on the blowing ratio.
If the blowing ratio increases the average h̄ also increases. Apart from the results for the lowest blowing ratio,
M=0.5, all the results tend to have a peak that is shifting downstream with an increasing blowing ratio. In
Figure 5.3 the laterally averaged heat flux ratio is shown. Only the lower blowing ratios, M=0.5 and M=1, are

below q̄
q0

= 1.

Figure 5.2: Heat Transfer Coefficient Laterally Averaged for Batch 1 Figure 5.3: Heat Flux Ratio Laterally Averaged for Batch 1

Batch 2
Batch 2 was manufactured using a different material, Inconel 625, as opposed to Hastelloy-X used for Batch
1. The results for laterally averaged film cooling effectiveness are shown in Figures 5.4a and 5.4b. Similarly to
batch 1, the results were grouped into two different graphs, for low blowing ratios, M=0.5 and M=1, and high
blowing ratios, M=2 and M=3.5. For the low blowing ratios, the trends are linearly decreasing, whereas for the
high blowing ratios, there is an initial increase or a nearly horizontal trend, followed by a linear decrease in
the downstream region between 4 < x

L < 8.

Results for the laterally averaged heat transfer coefficient for batch 2 are shown in the Figure 5.5. Similarly to
batch 1, the average values for laterally averaged heat transfer coefficient are increasing with an increasing
blowing ratio. Yet again, apart from the lowest blowing ratio, M=0.5, the laterally averaged heat transfer coef-
ficient has a maximum value that is shifting downstream with an increasing blowing ratio. The thickness of
the porous structure seems to have little to no influence on the global trends. For the laterally averaged heat

flux ratio, only lower blowing ratios stay below the line q̄
q0

= 1, meaning that, just like in batch 1, only these
blowing ratios are beneficial to the overall cooling performance.

(a) Blowing ratios M=0.5 and M=1 (b) Blowing ratios M=2 and M=3.5

Figure 5.4: Film cooling effectiveness laterally averaged for batch 2
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Figure 5.5: Heat transfer coefficient laterally averaged for batch 2 Figure 5.6: Heat flux ratio laterally averaged for batch 2

Comparison: different flow through areas
In this section comparison between two plates with different flow-through areas is shown. The difference
in the flow through areas was explored in the water visualisation rig described in the Section 5.2 and via
microscopy analysis. The microscopy investigation helped to understand the through-pore sizes, their dis-
tributions and the flow through area. In the figure 5.7a and 5.7b comparison of plates B2_P1_05mm and
B2_P2_05mm is shown. Samples were manufactured using different printing dimensions but have same
thickness of the porous structure1. In Figure 5.7a there are more light spots indicating the through-pores.
These pores vary in shape and dimensions, they are not perfectly circular. Whereas in Figure 5.7b there is
much less through-pores, therefore less flow-through area. This proves that different printing parameters
will results in vastly different porous structures.

(a) Microscopy picture for the sample B2_P1_05mm (b) Microscopy picture for the sample B2_P2_05mm

Figure 5.7: Microscopy results

The results from water visualisation rig and microscopy investigation confirmed that Plate 2, B2_P2_05mm,
has smaller through flow area than plate 1, B2_P1_05mm, while having the same thickness of the porous
structure.

In Figure 5.8 results for film cooling effectiveness for both of the samples are presented. For plate 2, with lower
flow through area, the results at each blowing ratio are lower than for plate 1. For plate 2 all the lines follow
the same trend, there is an initial increase followed by a steep decrease at between 5 < x

L < 8. Interestingly, all
these results converge at about x

L = 10.

1The brighter area in the figure 5.7a is associated with the light being located exactly behind that spot. However, all the areas that have
lighter shade are through pores
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In Figure 5.9 results for heat transfer coefficient are presented. For each blowing ratio plate 2, the one with
a smaller flow through area, has shown an increase in laterally averaged heat transfer coefficient. Since both
parameters, heat transfer coefficient and film cooling effectiveness had been adversely affected by the de-
crease in the flow through area, the heat flux ratio was also adversely affected. None of the results for plate

2 were below line q̄
q0

= 1, which can be seen in Figure 5.10. Therefore, none of the tested blowing ratio was
proven to be beneficial for the overall cooling performance.

Figure 5.8: Film cooling effectiveness laterally averaged sample
B2_P1_05mm vs. sample B2_P1_05mm

Figure 5.9: Heat transfer coefficient laterally averaged sample
B2_P1_05mm vs. sample B2_P1_05mm

Figure 5.10: Heat flux ratio laterally averaged sample B2_P1_05mm vs. sample B2_P1_05mm

Combined analysis: Batch 1 vs. Batch 2
Both materials performed similarly in terms of general trends. To complete the analysis, both batches are
compared within this section. Due to the similar performance, only the comparison of samples with 1mm
thickness will be shown here. Comparison of samples with 0.5mm and 2mm thickness can be found in the
Appendix C. For all the samples, the values were calculated using batch 1 as a reference baseline, according
to the Equation 5.1.

∆% = B atch2−B atch1

B atch1
·100% (5.1)

In Figure 5.11 laterally averaged film cooling effectiveness for samples with 1mm thickness is shown. For all
the blowing ratios (with an exception of a far downstream blowing ratio M=1), batch 1 had higher values than
batch 2. For the blowing ratio M=0.5, the difference between 2 batches is the largest. Performance for blowing
ratio M=1 is the most similar for both batches. Whereas the differences for blowing ratio M=2 and M=3.5 are
the most stable. They fluctuate between −10% and −20%.

In Figure 5.12 laterally averaged heat transfer coefficient for samples with 1mm thickness is shown. For all
the blowing ratios, with an exception for blowing ratio M=1, batch 1 had slightly higher values of heat transfer
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coefficient. All the differences are constant in the streamwise direction, ranging between 0% and −5% (or 0%
and 5% for blowing ratio M=1).

Figure 5.11: Batch 1 vs. Batch 2: Film cooling effectiveness laterally
averaged - sample 1mm

Figure 5.12: Batch 1 vs. Batch 2: heat transfer coefficient laterally
averaged - sample 1mm

5.2. Water visualisation
The water visualisation rig was used to investigate the distribution uniformity and the directionality of the
through-pores in the samples. The results for plates B1_P1_05mm, B1_P1_1mm and B1_P1_2mm are shown
in Figures 5.13, 5.14 and 5.15 respectively. It is visible from the pictures that the through pores are uniformly
distributed for these samples, however, there are some local variations that occur with increasing thickness of
the porous structure. This non-uniformity can be seen in the figure 5.15, where there is a small gap between
the water jets.
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Figure 5.13: Water visualisation for sample B1_P1_05mm

Figure 5.14: Water visualisation for sample B1_P1_1mm

Figure 5.15: Water visualisation for sample B1_P1_2mm

In figures 5.16, 5.17 and 5.18 results for samples B2_P1_05mm, B2_P1_1mm and B2_P1_2mm, respectively,
are visible. Here, similar trends as in batch 1 are noticeable, distributions of the through pores are uniform
for samples B2_P1_05mm and B2_P1_1mm. However, in sample B2_P1_2mm there is a gap formed in the
middle of the sample. This gap will have local influence on the heat transfer coefficient and film cooling
effectiveness, as no coolant air can be injected through that area. This might suggest that higher thickness of
the porous structure can have a negative impact on the distribution of the through pores.
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Figure 5.16: Water visualisation for sample B2_P1_05mm

Figure 5.17: Water visualisation for sample B2_P1_1mm

Figure 5.18: Water visualisation for sample B2_P1_2mm

The difference between sample B2_P2_05mm and B1_P1_05mm is the through flow area. Sample B2_P2_05mm
has a smaller flow through area. In the water visualisation rig this is displayed as many separate water jets,
that do not combine together into bigger water stream when they exit the sample, see figure 5.19.
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Figure 5.19: Water visualisation for sample B2_P2_05mm

5.3. Transpiration cooling vs. Film cooling
In order to determine whether transpiration cooling is more beneficial than film cooling, a direct comparison
needs to be made. As mentioned earlier, the blowing ratio calculation was based on a film cooling sample
and later, for the transpiration cooling, same parameters were used2. Three different blowing ratios will be
compared M=0.5, M=1 and M=2.

In Figure 5.20a laterally averaged film cooling effectiveness for all the transpiration sample and a film cooling
sample at a blowing ratio M=0.5 is shown. Interestingly, film cooling outperforms transpiration cooling, es-
pecially in the far downstream region beginning at x

L = 10. While keeping the laterally averaged heat transfer
coefficient nearly the same as for the transpiration cooling, which is shown in Figure 5.20b.

For blowing ratio M=1, the performance of the film cooling sample degraded, almost halved. While perfor-
mance of transpiration cooling samples improved as shown in Figure 5.21a. However, with an increase in film
cooling effectiveness, for transpiration cooling samples there was also an increase in heat transfer coefficient,
while the heat transfer coefficient for film cooling slightly decreased, as can be seen in Figure 5.21b.

When further increasing the blowing ratio to M=2, laterally averaged film cooling effectiveness further de-
creases for the film cooling sample. Transpiration cooling samples also experience a decrease in this param-
eter, as can be seen in Figure 5.22a. The laterally averaged heat transfer coefficient stayed nearly the same for
the film cooling sample, whereas for transpiration cooling samples there was an increase, as shown in Figure
5.22b.

Only for blowing ratio M=0.5 film cooling effectiveness was higher for the film cooling sample than for the
transpiration samples. However, transpiration cooling samples were performing better at the higher blowing
ratios. For the film cooling sample, the laterally averaged heat transfer coefficient was not affected by the
increase in the blowing ratio. However, for the transpiration cooling, the increase in the blowing ratio resulted
in the increase of laterally averaged heat transfer coefficient.

2Same blowing ratio indicates same coolant mass flow rate for each sample in this comparison
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(a) Film cooling effectiveness laterally averaged comparison with the
film cooling blowing ratio M=0.5

(b) heat transfer coefficient laterally averaged comparison with the
film cooling blowing ratio M=0.5

Figure 5.20: Film vs transpiration cooling for M=0.5

(a) Film cooling effectiveness laterally averaged comparison with the
film cooling blowing ratio M=1

(b) Heat transfer coefficient laterally averaged comparison with the
film cooling blowing ratio M=1

Figure 5.21: Film vs transpiration cooling for M=1

(a) Film cooling effectiveness laterally averaged comparison with the
film cooling blowing ratio M=2

(b) Heat transfer coefficient laterally averaged comparison with the
film cooling blowing ratio M=2

Figure 5.22: Film vs transpiration cooling for M=2
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Discussion

For both batches the results for the laterally averaged film cooling effectiveness and laterally averaged heat
transfer coefficient displayed the same trends, suggesting that the materials used were too similar in terms of
their properties.

The results for laterally averaged film cooling effectiveness for lower blowing ratios have a linear trend as
opposed to results for higher blowing ratios. There was an increase in the average results when increasing
the blowing ratio from M=0.5 to M=1, which indicates that higher blowing ratios are beneficial for the perfor-
mance. For higher blowing ratios the results show vastly different trends. The behaviour for laterally averaged
film cooling effectiveness for higher blowing ratios can be associated with the coolant lifting of the surface of
the TLC and reattaching further downstream. Similar behaviour can be observed in the film cooling case for
high blowing ratios. When the coolant has high velocity, it lifts off the surface, resulting in lower film cooling
effectiveness in the initial region, and then reattaches, improving the film cooling effectiveness. Additionally,
in Figure 5.1b and 5.4b in the initial region, results for blowing ratio M=2, were higher than the results for the
blowing ratio M=3.5. So a further increase in the blowing ratio lowered the initial performance. Therefore,
together with the results for lower blowing ratios, this suggests that there is an optimal blowing ratio, some-
where between M=1 and M=2, that will result in the highest film cooling effectiveness.

For the laterally averaged heat transfer coefficient, increasing the blowing ratio increased the heat transfer co-
efficient. This behaviour can be associated with how the two flow loops mix together. With a higher blowing
ratio, the coolant flow has a higher velocity, which will result in more violent mixing with the mainstream flow.

The laterally averaged heat flux ratio showed that only lower blowing ratios would be considered beneficial
for the overall cooling performance. The high values of laterally averaged heat flux ratio for higher blowing
ratios, M=2 and M=3.5 are associated with significantly higher heat transfer coefficient as compared to lower
blowing ratios.

Different thicknesses of the porous structures had no influence on the global trends for the laterally averaged
film cooling effectiveness or the laterally averaged heat transfer coefficient. However, with water visualisa-
tion results, it can be noticed that the lower thicknesses seem to have a more uniform pore distribution.
Whereas for the samples with the highest thickness of tp = 2mm there are gaps forming between the wa-
ter jets. Although these gaps had no influence on the averaged parameters, their effects were visible during
experiment and, later, in the post-processed 2D colour maps. In Figure 6.1 a picture of the test section for
sample B2_P1_2mm at blowing ratio M=1 is visible. The colourful peak in the middle of the sample is as-
sociated with the area without any through-pores pointed in the Figure 5.18. That peak is then visible in
the post-processed 2D colour map of film cooling effectiveness (Figure 6.2 as the colour trough at about 160
pixel. This areas have local, but critical, influence on the results obtained. The inconsistency in the through-
pores distribution is most likely linked to the manufacturing process. Since the build direction and printing
parameters are confidential it is impossible to draw further conclusions.

45
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Figure 6.1: Picture of the test section sample B2_P1_2mm, blowing
ratio M=1

Figure 6.2: Film cooling effectiveness, post-processed 2D colour
map, sample B2_P1_2mm, blowing ratio M=1

Last aspect of comparison for transpiration cooling is the flow through area. When the flow through area was
decreased, the cooling performance decreased; the laterally averaged film cooling effectiveness decreased
while the laterally averaged heat transfer coefficient increased. When looking at Figure 5.8, one can see that
the results for the plate with a lower flow through area have peaks in the laterally averaged film cooling ef-
fectiveness in the region right next the sample, which can be associated with coolant lifting of the surface.
Since the sample had a lower flow through area, the coolant going through the sample had a much higher
velocity at the same mass flow rate as compared to the sample with a higher flow through area. This re-
sulted in more violent mixing with the mainstream flow. Unfortunately, it is not possible to determine the
velocity of the coolant going through the sample, therefore, no conclusion can be drawn whether the results
from both samples are aligned in the order of increasing/decreasing coolant velocity. The impact of reduced
flow through area on the laterally averaged heat transfer coefficient is smaller. Although all the results for
the sample with a lower flow through area are higher than their counterparts in the first region, the results
for the same blowing ratios tends to converge in the downstream region. This can indicate that the heat
transfer coefficient in the initial region is heavily influenced by the mixing of the two flows and how intense
it is. However, in the downstream region, it seems like the amount of coolant in the system is more important.

Film cooling, as opposed to transpiration cooling, had low and stable laterally averaged heat transfer coef-
ficient for all the blowing ratios. This can be associated with the flow through area and the way coolant is
injected into the test section. In the film cooling, the flow through area is known and it is assumed to be
much bigger than the flow through area of the transpiration samples. Due to the nature of the film cooling,
the coolant is injected underα= 30o with respect to the mainstream flow. This allows introducing the coolant
into the test section in a calm way. Whereas for transpiration cooling, the coolant streams are directed ran-
domly, with some being perpendicular to the mainstream flow, which results in a violent mixing of the two
flows.

The uncertainty analysis as described in Appendix D.1 was conducted on the transpiration cooling results.
The method used was developed by Moffat [59] and it is a variation of a root mean square method. This
method aims to calculate the uncertainty of unknown quantities in terms of the uncertainty of the measured
parameters. The average uncertainty of the heat transfer coefficient across all the samples and all the blowing
ratios was found to be Uh = 4.95% whereas the average uncertainty for film cooling effectiveness was found
to be Uη = 0.027.
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In addition to the uncertainty study, a repeatability study was done. The repeatability study was conducted
on a sample B1_P1_05mm for blowing ratio M=1. For the repeatability study, cold and hot tests were re-
peated with the same initial parameters: initial temperature of the test plate, average coolant temperature
and average mainstream temperature. Results for the laterally averaged heat transfer coefficient can be seen
in figure 6.3a, whereas the results for laterally averaged film cooling effectiveness can be seen in figure 6.3b.
The repeatability results fall within the laterally averaged uncertainty intervals for both parameters. The re-
peatability study confirms that the experimental rig gives consistent results for the same input parameters.

(a) Repeatability results for laterally averaged film cooling
effectiveness

(b) Repeatability results for laterally averaged heat transfer
coefficient

Figure 6.3: Repeatability results

Furthermore, a sensitivity study was also done on sample B2_P1_05mm. For this study, one parameter
from one of the tests was changed at a time and new heat transfer coefficient and film cooling effective-
ness were calculated. To save computational time, this was done only for three pixels. In this study, the
inter-dependencies between parameters are neglected. The full description and the results of the sensitivity
study can be found in Section D.3. This study showed that the outputs are the most influenced by the initial
temperature of the test plate.





7
Conclusion and recommendations

The goal of this research was to investigate the cooling performance of additively manufactured porous struc-
tures. In order to achieve that, the heat transfer coefficient and film cooling effectiveness were determined
and the heat flux ratio was calculated. The experiment was repeated using samples manufactured with two
different materials, using different printing parameters and having different thicknesses of the porous struc-
ture. Each sample was tested at different blowing ratios to find an optimal operating conditions.

Blowing ratio had the biggest influence on the results. It was shown that increasing the blowing ratio, which
meant increasing the coolant mass flow, increased the heat transfer coefficient. However, the influence of
the blowing ratio on the film cooling effectiveness appeared to have a complicated nature. When the blowing
ratio was increased from M=0.5 to M=1, the laterally averaged film cooling effectiveness increased, but when
the blowing ratio was increased further to M=2 the effectiveness diminished as well as it changed the global
trend, suggesting flow attachment issues. Similarly, when the blowing ratio increased to M=3.5, the laterally
averaged film cooling effectiveness decreased even further.

After correcting the results from the hot test with the results from the heat loss test, the thickness of the porous
structure seemed to have little to no effect on the global trends for the laterally averaged heat transfer coeffi-
cient or laterally averaged film cooling effectiveness. All the samples with the similar flow through areas but
different thicknesses performed nearly the same at the same blowing ratio. However, thicker samples proved
to have non-uniform distributions of the through pores, which can result in the uneven cooling performance.

Two different materials were used to manufacture the samples: Hastelloy-X and Inconel 625. Both of them
were nickel-based alloys. They proved to give similar cooling performance in terms of the laterally averaged
heat transfer coefficient and laterally averaged film cooling effectiveness at the same blowing ratio.

Flow through area is an important parameter when comparing cooling performance of the porous structures.
A decrease in the flow through area had a negative impact on both of the parameters. Resulting in diminished
laterally averaged heat transfer coefficient and laterally averaged film cooling effectiveness at all the blowing
ratios as compared to a sample with a higher flow through area.

When comparing transpiration cooling against film cooling, the former outperformed the latter for blowing
ratio M=1 and M=2 in laterally averaged film cooling effectiveness. However, transpiration cooling samples
experienced a significant increase in laterally average heat transfer coefficient, when that parameter stayed
nearly constant for all the blowing ratios for the film cooling sample.

Future work
For this research there are two major points of improvements and future developments. The first one is
related to the flow through area of the samples. It is necessary to calculate or measure the flow through areas
of the samples in order to compare the results to the film cooling sample. When knowing the flow through
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area the coolant mass flow can be adjusted to accurately reproduce the same blowing ratio for transpiration
cooling sample. Further studies into the sample should include:

1. Assessing how different thicknesses of the porous structure influence the flow through area

2. Mapping of the through pores in the samples

3. How the printing parameters, positions in the build chamber and quality of the powder influence the
porosity and the distributions of the pores

The second future development is related to flow visualisation which can be done either experimentally or us-
ing Computational Fluid Dynamics (CFD) software. If the CFD software is used, the topology of the samples
would need to be converted to the CAD model, which can be done using an advanced Computed Tomogra-
phy. If the experimental method is to be explored, the optimal medium to visualise flows needs to be chosen
(the medium cannot clog the pores etc.) together with the corresponding image acquisition equipment.
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A
Equation derivation

In this appendix the full equation derivation will be given.

A.1. Governing equations
The governing equations are:

∂2T

∂z2 = 1

α

∂T

∂t
(A.1)

lim
z→∞T (z, t ) = Ti (A.2)

T (z,0) = Ti (A.3)

−λ
∂T (0, t )

∂z
= h (Tw −T (0, t )) (A.4)

Equations A.5 and A.6 are used to substitute for T and Tw in equations A.1-A.4.

T ∗ = T −Ti

Ti
(A.5)

T ∗
aw = Tw −Ti

Ti
(A.6)

Once substituted:

∂2T ∗

∂z2 = 1

α

∂T ∗

∂t
(A.7)

lim
z→∞T ∗ (z, t ) = 0 (A.8)

T ∗ (z,0) = 0 (A.9)

−λ
∂T ∗ (0, t )

∂z
= h

(
T ∗

aw −T ∗ (0, t )
)

(A.10)

Applying the Laplace transform... to equations A.7-A.10 gives:
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∂2Ṫ ∗

∂z2 = 1

α

(
sṪ ∗−T ∗ (z,0)

)
(A.11)

lim
z→∞ Ṫ ∗ (z, s) = 0 (A.12)

T ∗ (z,0) = 0 (A.13)

−λ
∂Ṫ ∗ (0, s)

∂z
= h

(
T ∗

aw

s
− Ṫ ∗ (0, s)

)
(A.14)

According to equation A.13, equation A.11, the calculation can be simplified as equation A.15

∂2Ṫ ∗

∂z2 = s

α
Ṫ ∗ (A.15)

Assuming standard solution of a form of equation A.16 and combining it with equation A.14.

Ṫ ∗ (z, s) = Ae−z
p

s
α +Bez

p
s
α (A.16)

If z is increasing Ṫ ∗ should approach zero according to equation A.12, therefore B = 0:

Ṫ ∗ (z, s) = Ae−z
p

s
α (A.17)

After substituting Ṫ ∗ into equation A.14, yields a Laplace domain solution:

A = h

λ
· T ∗

aw

s
(

h
λ +

√
s
α

) (A.18)

Ṫ ∗ (z, s) = h

λ
· T ∗

aw

s
(

h
λ +

√
s
α

)e−z
p

s
α (A.19)

Using the inverse Laplace transform [35]:

F (s) = L
[

f (t )
]= ∫ +∞

0
e−st f (t )d t (A.20)

F (s) = e−ax

s (a +b)
a =

√
s

c
(A.21)

f (t ) = 1

b
erfc

[
x

2
p

ct

]
− 1

b
e(bx+ctb2) ·erfc

[
x

2
p

ct
+b

p
ct

]
(A.22)

The expression for Ṫ ∗ could be inverted into time domain, and form a function of temperature difference
ratio:

Tw −Ti

TR −Ti
= erfc

[
z

2
p

tα

]
−exp

[
hz

λ
+ h2tα

λ2

]
erfc

[
z

2
p

tα
+ h

p
tα

λ

]
(A.23)
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Since the experiment only focuses on the surface condition, the z-dimension is equal to zero (z = 0), giving
final form of equation:

Tw −Ti

TR −Ti
= 1−exp

[
h2tα

λ2

]
erfc

[
h
p

tα

λ

]
(A.24)

A.2. Blowing ratio
The blowing ratio is defined as:

M = ρC vC

ρM vM
(A.25)

Where vC is defined as:

vC = qC

AC
(A.26)

Where qM is a volumetric flow. It is a mass flow divided by the density.

qC = ṁC

ρC
(A.27)

Therefore:

ρC vC = ρC

ṁC
ρC

AC
= ṁC

AC
(A.28)

Similarly, the main flow can be calculated resulted in:

M = ṁC AM

ṁM AC
(A.29)

A.3. Reynolds number
The Reynolds number for the main flow is defined as:

ReM = vM Dh

νM
= 25000 (A.30)

where Dh is hydraulic diameter, vM is the velocity of the main flow, and νM is kinematic viscosity of the main
flow. The hydraulic diameter is purely geometrical and is defined as:

Dh = 2W H

W +H
(A.31)

W and H are the width and height of the main flow rectangular cross-section, respectively.
The velocity of the main flow is:

vM = qM

W H
(A.32)

Where qM is a volumetric flow. It is a mass flow divided by the density.

qM = ṁM

ρM
(A.33)

The mass flow is assumed to be constant throughout the experiment and the density of the main flow is
defined as follows:

ρ = PM +Pa

TM
(A.34)

PM and Pa are pressures of the main flow and ambient pressure, respectively. TM is the temperature of the
main flow expressed in Kelvins. The kinematic viscosity from equation A.30 is defined as dynamic viscosity
divided by density.

νM = µM

ρM
(A.35)
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With dynamic viscosity being defined by Sutherland’s viscosity law. It depends on the input temperature.

µM = K
T 1.5

M

TM + s
(A.36)

Both K and s are constants. K = 1.458 ·10−6 kg sK 1/2

m , s = 110.4K
Reynolds number derivation for the coolant flow follows the same process.



B
Technical drawing of a sample

This appendix will provide a technical drawing of the transpiration cooling sample. The sample consists of a
porous strip surrounded by solid metal frame.
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C
Comparison plots Batch 1 vs. Batch 2

This appendix contains comparison plots for batch 1 vs batch 2 for samples with 0.5mm thickness and 2mm
thickness. For all the samples, the values were calculated using batch 1 as a reference baseline, according to
the Equation C.1.

∆% = B atch2−B atch1

B atch1
·100% (C.1)

Figure C.1: Batch 1 vs. Batch 2: Film cooling effectiveness laterally
averaged - sample 0.5mm

Figure C.2: Batch 1 vs. Batch 2: Heat transfer coefficient laterally
averaged - sample 0.5mm

Figure C.3: Batch 1 vs. Batch 2: Film cooling effectiveness laterally
averaged - sample 2mm

Figure C.4: Batch 1 vs. Batch 2: Heat transfer coefficient laterally
averaged - sample 2mm
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D
Uncertainty Analysis and sensitivity study

In this appendix uncertainty analysis is shown in Section D.1, followed by a sensitivity study shown in Section
D.2.

D.1. Uncertainty analysis
The uncertainty analysis for the current study was performed according to the method developed by Moffat
[59]. This method is using an implicit system of equations, represented by: F1(x1, x2, ..., xm , p1, p2, ..., pn)

...
Fm(x1, x2, ..., xm , p1, p2, ..., pn)

= 0 (D.1)

where Fm represents the implicit equations to determine the m-unknown physical quantities, xm represents
a set of calculated output parameters associated with the physical problem and and pm represents a set of
calculated input parameters. The system of equations for this problem was introduced in Section 3.1:

F1 =
(
1−exp

[
h2 tg ,c

λρCp

]
erfc

[
h

√
tg ,c

λρCp

])
· [ηTC ,c +

(
1−η)

TM ,c −Ti ,cold
]+Ti ,c −Tw

F2 =
(
1−exp

[
h2 tg ,h

λρCp

]
erfc

[
h

√
tg ,h

λρCp

])
· [ηTC ,h + (

1−η)
TM ,h −Ti ,h

]+Ti ,h −Tw

(D.2)

can be rewritten and represented by:[
F1

(
η,h, tg ,c , tg ,h ,TC ,c ,TC ,h ,TM ,c ,TM ,hTi ,c ,Ti ,h ,Tw ,λ,ρ,Cp

)
F2

(
η,h, tg ,c , tg ,h ,TC ,c ,TC ,h ,TM ,c ,TM ,hTi ,c ,Ti ,h ,Tw ,λ,ρ,Cp

)]= 0 (D.3)

with
x = [

η,h
]

(D.4)

p = [
tg ,c , tg ,h ,TC ,c ,TC ,h ,TM ,c ,TM ,hTi ,c ,Ti ,h ,Tw ,λ,ρ,Cp

]
(D.5)

Each of the measured parameters, pi , has an associated experimental uncertainty Upi . The goal is to de-
termine the uncertainty associated with the unknowns η,h in terms of the uncertainties of the measured
parameters and neglecting inter-dependencies between the parameters
First step in uncertainty analysis is implicit differentiation of equation D.3. This leads to a matrix equation of
a form: 

δF1
δx1

. . . δF1
δxm

...
. . .

...
δFm
δx1

. . . δFm
δxm


 d x1

...
d xm

+


δF1
δp1

. . . δF1
δpm

...
. . .

...
δFm
δp1

. . . δFm
δpm


 d p1

...
d pm

= 0 (D.6)

or in the simplified form:
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[
S
]

d X + [P ]dP = 0 (D.7)

Where [S] is the output sensitivity matrix defined as

[S] =


δF1
δx1

. . . δF1
δxm

...
. . .

...
δFm
δx1

. . . δFm
δxm

=
[
δF1
δη

δF1
δh

δF2
δη

δF2
δh

]
(D.8)

and [P ] is the input sensitivity matrix defined as:

P =


δF1
δp1

. . . δF1
δpm

...
. . .

...
δFm
δp1

. . . δFm
δpm

=
[ δF1
δtg ,c

. . . δF1
δCp

δF2
δtg ,c

. . . δF2
δCp

]
(D.9)

and d X = [d x1 . . .d xm]t and dP = [d p1 . . .d pm]t are the deviation vectors associated with the differential
changes in the dependent variables and the independent parameters respectively. Reordering equation D.7
and solving for the dependent variable yields to:

d X =−[S]−1[P ]dP = [K ]dP (D.10)

where [K ] is the overall sensitivity matrix relating deviations i the independent parameter variables (tg ,c ,...,
Cp ) to the deviations in the dependent variables (η and h). The derivatives calculations are presented in
appendix E.
The next step, is to calculate the room-mean square uncertainty. It is assumed that the differential changes
represented by the deviation vectors are small and independent. The differential changes are assumed to
represent the solution errors due to errors in the independent parameters, which are expressed as:

[
η− η̂
h − ĥ

]
=

K1,1 . . . K1,12
...

. . .
...

K2,1 . . . K2,12


tg ,c − ˆtg ,c

...
Cp − Ĉp

 (D.11)

where x̂i (η̂, ĥ) and p̂i represent the true value of the solution variables and the independent variables re-
spectively. The mean square deviations, σ2, is written as:

[
η− η̂
h − ĥ

]
=

[
σ2
η

σ2
h

]
=


K 2

1,1 . . . K 2
1,12

...
. . .

...
K 2

2,1 . . . K 2
2,12




tg ,c − t̂g ,c
...

Cp − Ĉp

= [K 2]


σ2

tg ,c

...
σ2

Cp

= [K 2]δPi (D.12)

where [K 2] is the matrix of the squared sensitivity coefficients. Multiplication of the standard deviation asso-
ciated with each variable by an appropriate t-value yields an estimate of the bound, or absolute uncertainty,
at an appropriate level of confidence. Equation D.12 then becomes:

[
U 2
η

U 2
h

]
= [U 2

x ] =


K 2

1,1 . . . K 2
1,12

...
. . .

...
K 2

2,1 . . . K 2
2,12




U 2
tg ,c

...
U 2

Cp

= [K 2][U 2
p ] (D.13)

where Uxi and Up j are the absolute uncertainties of the equation system solution and the independent mea-
sured parameters, respectively.
When performing a measurement, two components of uncertainty must be considered. Fist one is a system-
atic offset, which is provided by the manufacturers specification. It is commonly refereed to type B uncer-
tainty, and it is summarised in the table D.1. The second uncertainty is a random error, so called uncertainty
type A, summarised in table D.2 and it is related to the boundary conditions of the experiment. Following,
Moffat’s interpretation, the error descriptors were reported with a confidence level of 95%, meaning that the
random uncertainty is expressed as 2σ, where σ is the standard deviation. The following corrected sample
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standard deviation of a set of repeated N number of trials is taken to be representative of the random uncer-
tainty of the quantity Xi

UPi =
√

(UPi , f i xed )2 +2σ2
i (D.14)

Table D.1: Uncertainties type B – Fixed Uncertainties

Type B-Upi , f i xed

PT-100 ±0.05oC
Thermocouple K ±0.2oC

Table D.2: Uncertainties type A – Random Uncertainties

Parameter Type A-σi

tg ,c ±2.5%
tg ,h ±2.5%
TC ,c ±0.1
TC ,h ±0.1
TM ,c ±0.1
TM ,h ±0.1
Ti ,c ±0.1
Ti ,h ±0.1
Tw ±0.05
λ ±5%
ρ ±3%
Cp ±3%

That gives:

[Ux ] =
[

Uη

Uh

]
=

√
K 2

1,1U 2
tg ,c

+ . . .K 2
1,12U 2

Cp√
K 2

2,1U 2
tg ,c

+ . . .K 2
2,12U 2

Cp

 (D.15)

The average uncertainty of for the heat transfer coefficient across all the samples and all the blowing ratios
was found to be Uh = 4.95% whereas the average uncertainty for film cooling effectiveness was found to be
Uη = 0.027.

D.2. Sensitivity study
A sensitivity study was conducted on sample B2_P1_05mm. For the sensitivity study the original output pa-
rameters: heat transfer coefficient and film cooling effectiveness, were taken as a baseline. During the sen-
sitivity study, one parameter from one of the tests (either from a cold or from a hot test) was changed and
new heat transfer coefficient and film cooling effectiveness were calculated. The results of sensitivity study
are shown as a percentage change with respect to the baseline values. In table D.3, results for 3 pixels located
along same stream-wise line and averaged results for all of the pixels are present.
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Table D.3: Results sensitivity study

Pixel (135,45) Pixel (135,395) Pixel (135,795)
Averaged

(all points)
%Htc %Eta %Htc %Eta %Htc %Eta %Htc %Eta

Cold test

Tm,c −0.256 -0.14 -1 -0.1 -1.78 -0.06 -2.89 -0.11 -2.1
Tm,c +0.25 0.14 0.99 0.1 1.76 0.06 2.85 0.1 2.07
Tc,c −0.25 -0.09 -0.64 -0.03 -0.62 -0.01 -0.59 -0.04 -0.62
Tc,c +0.25 0.09 0.64 0.04 0.63 0.01 0.6 0.04 0.63
Ti ,c −0.25 -0.31 -2.18 -0.25 -4.42 -0.16 -7.61 -0.26 -5.34
Ti ,c +0.25 0.31 2.16 0.25 4.4 0.16 7.58 0.26 5.31
tg ,c −1 -0.08 -0.55 -0.05 -0.81 -0.02 -1.15 -0.05 -1.05
tg ,c −0.1 -0.01 -0.05 0 -0.08 0 -0.11 -0.01 -0.1
tg ,c +0.1 0.01 0.05 0 0.08 0 0.11 0.01 0.1
tg ,c +1 0.08 0.54 0.05 0.8 0.02 1.14 0.05 1.03

Hot test

Tm,h −0.25 0.59 0.55 0.64 1.24 0.66 2.29 0.65 1.56
Tm,h +0.25 -0.59 -0.56 -0.64 -1.25 -0.66 -2.31 -0.64 -1.58
Tc,h −0.25 0.38 0.36 0.23 0.44 0.14 0.48 0.23 0.44
Tc,h +0.25 -0.38 -0.36 -0.22 -0.44 -0.14 -0.48 -0.23 -0.44
Ti ,h −0.25 2.49 2.3 2.44 4.65 2.35 7.98 2.45 5.6
Ti ,h +0.25 -2.5 -2.43 -2.45 -4.9 -2.36 -8.39 -2.45 -5.9
tg ,h −1 2.39 2.21 1.05 2.03 0.63 2.18 1.29 2.39
tg ,h −0.1 0.26 0.24 0.1 0.2 0.07 0.23 0.13 0.24
tg ,h +0.1 -0.24 -0.22 -0.1 -0.2 -0.06 -0.22 -0.13 -0.24
tg ,c +1 -2.27 -2.2 -1.01 -1.99 -0.61 -2.15 -1.23 -2.37

This type of sensitivity study ignores inter-dependencies between parameters (for example when changing
the coolant temperature (Tc ), the time to reach maximum green intensity (tg ) will change as well). This
sensitivity study shows that the initial temperature of the bottom plate (plate with the TLC sheet) is the most
influential factor for both hot and cold test.
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Derivatives

This appendix provides the derivatives used in the uncertainty analysis.

• δF

δη
= (TC −TM )

(
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))
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• δF
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(
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• δF

δTi
= e
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• δF

δTM
= (η−1)
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√
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λρCp
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)
(E.5)

• δF
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• δF

δλ
= (ηTC −TM (1−η)−Ti )
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• δF

δtg
= (ηTC −TM (1−η)−Ti )
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• δF

δTw
=−1 (E.10)
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