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SUMMARY

Despite the attention that depression has received in the past two decades in the me-
dia, politics, and research, the percentage of depressed people who receive minimally
adequate treatment remains low, ranging from 3% in low-income countries to 23% in
high-income countries. The advancements in information and communication tech-
nology provide new opportunities to bridge the treatment gap. So called e-mental health
for depression holds the promise of addressing all common barriers by providing low-
cost, standardized, scalable, evidence-based, privacy-preserving, immediately available
treatment to depressed people in the comfort of their own home any time of day. More-
over, many such developed systems have been found to be effective in randomized con-
trolled trials. Effectiveness of treatment, however, depends to a large extent on adher-
ence to treatment, and this appears to be the crux of e-mental health of depression.
Particularly as systems move from controlled research contexts into the wild, dropout
rates surge. Additionally, it has been observed that as human involvement in the system
decreases from therapist support via administrative support to no support, attrition in-
creases and the effectiveness of treatment decreases. Before concluding that a human
presents a necessary constituent of effective e-mental health treatment, though, it may
be worthwhile to take a closer look at the concrete technological implementation of ex-
isting systems.

To this end, we systematically studied the technological state of the art of existing soft-
ware systems for the treatment and prevention of depression detailed and evaluated in
the scientific literature. The 267 identified systems were characterized on 45 attributes
concerning their technological features, their empirical evaluation, and the articles that
describe them. This information was entered into a relational database of 14 tables. In
order to quantify how technologically advanced a system is, we divided systems into
their functional components or functions and rated each function with regard to its tech-
nological sophistication. Functions could be of five types: intervention, planning sup-
port, execution support, monitoring support, and social support. Rating the functions
required us to develop a set of five scales that defined different degrees of technolog-
ical sophistication, with each of the scales covering one type of function. The scales
were found to have satisfactory reliability and concurrent validity when applied by in-
dependent raters to various samples of the functions. The technological sophistication
of an entire system was then computed as the average rating of all functions within a
system. With this, we could quantitatively describe the technological state of the art of
the e-mental health for depression field in a literature review. This yielded the observa-
tion that the majority of systems were of a psychoeducational nature, i.e. they delivered
information to the user but did not process information coming from the user. Addi-
tionally, the lack of human guidance was not compensated for with more functionality
or with more technologically sophisticated functionality in autonomous systems. Lastly,
no developments in the technological sophistication of systems could be observed over
time for the examined time frame from the 2000 to 2017.

xi



xii SUMMARY

The literature review made it evident that most systems developed up until 2017 were
lacking in their response capabilities especially concerning the textual input of users.
Considering the advances that have been made in natural language processing with
data-driven approaches and the advent of deep learning, an opportunity presented it-
self to address this shortcoming using these artificial intelligence techniques. Thought
recording is a particularly suited exercise to this end for three reasons: first, it forms an
integral part of the most used psychotherapeutic approaches for depression, Cognitive
Therapy and Cognitive Behavioral Therapy; second, it is based on concise, structured de-
scriptions in natural language; and, third, it is often assigned to patients as homework in
face-to-face therapy, so that indirectly motivating patients to complete thought records
by signaling understanding can benefit not only e-mental health but also face-to-face
treatment. Regularly completing thought records allows patients to identify patterns
in their thinking. According to cognitive theory, these patterns are caused by underly-
ing core beliefs and are, in turn, causative of negative emotions, such as the low mood
that characterizes depression. Learning to pay attention to the thoughts and recogniz-
ing patterns is the first step towards changing them. In the absence of human guidance,
conversational agents are a promising technology for supporting users in a human-like
manner. These software programs that engage in dialog with the users have frequently
been found to be not only acceptable to users but also satisfactory and preferred over
other screen-based methods or even humans.

In light of these considerations, we designed and studied a conversational agent that
made use of data-driven natural language processing methods to support thought record-
ing. This required developing a means of automatically determining the active core be-
lief(s) of a person in a certain situation from the thoughts that person delineates in a
thought record about said situation. For this purpose, we collected 1600 thought records
in questionnaire format from 320 healthy participants in a crowd-sourcing setting. Each
of the more than 5000 thoughts was manually labeled with respect to a set of nine pos-
sible underlying core beliefs. Using this labeled dataset, we trained a number of super-
vised classification and regression algorithms. All algorithms could label six of the nine
core beliefs with correlations of at least ρ = 0.35 between the manually assigned labels
and the algorithmically assigned labels; for the other three, there were not enough la-
beled training samples. Across core beliefs, the best performance was obtained with a
set of nine recurrent neural networks with correlations on those six well-labelable core
beliefs ranging between ρ = 0.58 and ρ = 76. With these networks, we went on to de-
velop the feedback of a conversational agent to support thought recording to study the
feasibility of recording thoughts in dialog with a conversational agent and to increase
users’ motivation. The agent engaged with 308 sub-clinically depressed participants re-
cruited via crowd-sourcing in two thought recording sessions, an initial practice session
and a second session in which participants were asked to complete as many personal
thought records beyond the first one as they wanted. The conversational agent provided
three different kinds of feedback on the thought record: (1) it acknowledged receiving
the thought record, (2) it acknowledged receiving the thought record and gave feedback
on the number of thoughts the participant wrote down (effort), and (3) it acknowledged
receiving the thought record, gave feedback on the effort, and gave feedback on the con-
tent by interpreting the thoughts with respect to the underlying core beliefs. We found
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the conversational agent to be a feasible means of collecting thought record data in dia-
log because all participants were capable of completing thought records in this way. The
distribution of automatically labeled core beliefs in this population of sub-clinically de-
pressed participants mirrored that of the healthy population in our previous study and
that of a clinical population in another study. However, we found no differences between
the different feedback strategies of the agent concerning both the self-reported and the
behavioral measure of motivation. These results open up a number of avenues for fu-
ture research, such as studying whether the feedback is processed correctly, whether a
population with depression that is motivated by a wish to get healthy might behave or
experience the system differently from our sample that was recruited online and did not
meet diagnostic criteria for depression, or whether extending the feedback with other
conversational techniques from common coaching frameworks like Motivational Inter-
viewing might result in a positive effect on motivation.





SAMENVATTING

Ondanks de aandacht die depressie de afgelopen twee decennia in de media, de poli-
tiek en de wetenschap heeft gekregen, blijft het percentage depressieve mensen dat een
minimaal adequate behandeling krijgt laag, variërend van 3 % in lage-inkomenslanden
tot 23 % in hoge-inkomenslanden. De vooruitgang in de informatie- en communicatie-
technologie brengt nieuwe mogelijkheden om de behandelingskloof te overbruggen. De
zogenaamde elektronische geestelijke gezondheidzorg (e-mental health voor depressie)
voor depressie biedt de belofte om alle veelvoorkomende barrières aan te pakken door
goedkope, gestandaardiseerde, schaalbare, evidence-based, privacy-beschermende, on-
middellijk beschikbare behandeling aan depressieve mensen te leveren in hun thuisom-
geving op elk moment van de dag. Bovendien zijn veel van dergelijke ontwikkelde sys-
temen effectief gebleken in gerandomiseerde gecontroleerde trials. De doeltreffendheid
van de behandeling hangt echter in grote mate af van de therapietrouw, en dit lijkt de
crux van e-mental health voor depressie te zijn. Met name bij de overgang van een ge-
controleerde onderzoeksomgeving naar de praktijk, nemen de uitvalpercentages sterk
toe. Bovendien is vastgesteld dat naarmate de menselijke betrokkenheid bij het sys-
teem afneemt, van ondersteuning van de therapeut via administratieve ondersteuning
tot geen ondersteuning, de uitval toeneemt en de doeltreffendheid van de behandeling
afneemt. Voordat we concluderen dat de mens een noodzakelijk bestanddeel is van een
effectieve e-mental health behandeling, kan het echter de moeite waard zijn om de con-
crete technologische implementatie van bestaande systemen nader te bekijken.

Daartoe hebben we systematisch de technologische stand van zaken bestudeerd van
bestaande, in de wetenschappelijke literatuur beschreven en geëvalueerde softwaresys-
temen voor de behandeling en preventie van depressie. De 267 geïdentificeerde sys-
temen werden gekarakteriseerd aan de hand van 45 attributen met betrekking tot hun
technologische kenmerken, hun empirische evaluatie, en de artikelen waarin ze beschre-
ven werden. Deze informatie werd ingevoerd in een relationele database met 14 tabel-
len. Om te kwantificeren hoe technologisch geavanceerd een systeem is, hebben we
de systemen in functionele componenten of functies onderverdeeld en elke functie een
cijfer gegeven voor de technologische geavanceerdheid ervan. Wij onderscheidden vijf
typen functies: interventie, ondersteuning bij planning, ondersteuning bij de uitvoering
van onderdelen van de interventie, ondersteuning bij zelf-monitoring en sociale onder-
steuning. De beoordeling van de functies vereiste de ontwikkeling van een reeks van vijf
schalen die verschillende graden van technologische verfijning definiëren, waarbij elk
van de schalen één type functie beschrijft. De schalen bleken voldoende betrouwbaar-
heid en concurrent validiteit te hebben wanneer ze door onafhankelijke beoordelaars
werden toegepast op verschillende steekproeven van de functies. De technologische ge-
avanceerdheid van een heel systeem werd vervolgens berekend als de gemiddelde waar-
dering van alle functies binnen een systeem. Hiermee konden we de technologische
stand van zaken op het gebied van e-mental health voor depressie kwantitatief beschrij-
ven in een literatuuroverzicht. Op basis hiervan stelden we vast dat de meerderheid van

xv



xvi SAMENVATTING

de systemen van psycho-educatieve aard waren, dat wil zeggen dat ze informatie aan de
gebruiker leverden maar geen informatie van de gebruiker verwerkten. Bovendien werd
het gebrek aan menselijke begeleiding niet gecompenseerd door meer functionaliteit of
door technologisch geavanceerdere functionaliteit in autonome systemen. Ten slotte
hebben we geen ontwikkelingen in de technologische geavanceerdheid van systemen
waargenomen in het onderzochte tijdvak van 2000 tot 2017.

Uit het literatuuronderzoek is gebleken dat de meeste systemen die tot 2017 zijn ont-
wikkeld, tekortschieten in hun reactievermogen, met name wat betreft de tekstuele in-
put van gebruikers. Gezien de vooruitgang in de natuurlijke taalverwerking met datage-
stuurde benaderingen en de komst van deep learning, zagen we kansen om deze tekort-
koming aan te pakken met behulp van kunstmatige-intelligentietechnieken. Gedach-
teregistratie is hiervoor om drie redenen een bijzonder geschikte oefening: ten eerste
vormt het een integraal onderdeel van de meest gebruikte psychotherapeutische behan-
delingen voor depressie, cognitieve therapie en cognitieve gedragstherapie; ten tweede
is het gebaseerd op beknopte, gestructureerde beschrijvingen in natuurlijke taal; en ten
derde wordt het vaak aan patiënten meegegeven als huiswerk bij face-to-face therapie,
zodat het indirect motiveren van patiënten om gedachteregistraties in te vullen door het
signaleren van begrip niet alleen de e-mental health, maar ook de face-to-face behan-
deling ten goede kan komen. Het regelmatig invullen van gedachteregisters stelt patiën-
ten in staat om patronen in hun denken te identificeren. Volgens de cognitieve theorie
worden deze patronen veroorzaakt door onderliggende kernovertuigingen en zijn ze op
hun beurt weer de oorzaak van negatieve emoties, zoals de neeslachtige stemming die
kenmerkend is voor depressie. Het leren letten op gedachten en het herkennen van pa-
tronen is de eerste stap om ze te veranderen. Bij gebrek aan menselijke begeleiding zijn
computergestuurde conversationele agenten een veelbelovende technologie om gebrui-
kers op een mensachtige manier te ondersteunen. Deze softwareprogramma’s, die een
dialoog met de gebruikers aangaan, zijn vaak niet alleen aanvaardbaar bevonden door
de gebruikers, maar ook bevredigend en verkozen boven andere schermgebaseerde me-
thoden of zelfs mensen.

Gezien deze overwegingen hebben wij een conversationele agent ontworpen en be-
studeerd die gebruik maakt van data-gedreven natuurlijke taalverwerkingsmethoden om
gedachteregistratie te ondersteunen. Dit vereiste de ontwikkeling van een manier om
automatisch de actieve kernovertuiging(en) van een persoon in een bepaalde situatie af
te leiden uit de gedachten die die persoon omschrijft in een gedachtenregistratie over
die situatie. Hiervoor verzamelden we 1600 gedachtenregistraties in vragenlijstformaat
van 320 gezonde deelnemers gerekruteerd via een crowd-sourcing platform. Elk van de
meer dan 5000 gedachten werd handmatig gelabeld met betrekking tot negen moge-
lijke onderliggende kernovertuigingen. Met behulp van deze gelabelde dataverzame-
ling trainden we een aantal gesuperviseerde classificatie- en regressiealgoritmes. Alle
algoritmes konden zes van de negen kernovertuigingen labelen met correlaties van min-
stens ρ = 0.35 tussen de handmatig toegekende labels en de algoritmisch toegekende
labels; voor de andere drie waren er niet genoeg gelabelde trainingsvoorbeelden. Voor
alle kernovertuigingen werd de beste prestatie verkregen met een verzameling van ne-
gen recurrente neurale netwerken met correlaties op die zes goed labelbare kernover-
tuigingen variërend tussen ρ = 0.58 en ρ = 76. Met deze netwerken ontwikkelden we
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vervolgens de terugkoppeling van een conversationele agent om gedachteregistratie te
ondersteunen, om de haalbaarheid van gedachteregistratie in een dialoog met een agent
te bestuderen en om de motivatie van gebruikers te verhogen. De agent ging in gesprek
met 308 subklinisch depressieve deelnemers, gerekruteerd via crowd-sourcing, in twee
gedachteregistratiesessies, een eerste oefensessie en een tweede sessie waarin de deel-
nemers gevraagd werd om zoveel persoonlijke gedachteregistraties te maken als ze wil-
den. De conversationele agent gaf drie verschillende soorten terugkoppeling op de ge-
dachteregistratie: (1) hij bevestigde de ontvangst van de gedachteregistratie, (2) hij be-
vestigde de ontvangst van de gedachteregistratie en gaf terugkoppeling over het aantal
gedachten dat de deelnemer opschreef (inspanning) en (3) hij bevestigde de ontvangst
van de gedachteregistratie, gaf terugkoppeling over de inspanning en gaf terugkoppe-
ling over de inhoud door de gedachten te interpreteren met betrekking tot de onder-
liggende kernovertuigingen. Wij vonden de conversationele agent een haalbare manier
om gedachteregistratiegegevens in een dialoog te verzamelen, omdat alle deelnemers in
staat waren op deze manier gedachteregisters in te vullen. De verdeling van automa-
tisch gelabelde kernovertuigingen in deze populatie van subklinisch depressieve deel-
nemers weerspiegelde die van de gezonde populatie in onze vorige studie en die van
een klinische populatie in een andere studie. We vonden echter geen verschillen tussen
de verschillende terugkoppelingsstrategieën van de agent met betrekking tot zowel de
zelf-gerapporteerde als de gedragsmatige maat van motivatie. Deze resultaten openen
een aantal wegen voor toekomstig onderzoek, zoals het bestuderen of de terugkoppe-
ling correct wordt verwerkt, of een populatie met depressie die gemotiveerd is door de
wens om gezond te worden zich gedraagt of het systeem anders ervaart dan onze online
gerekruteerde steekproef die niet voldeed aan diagnostische criteria voor depressie, of
dat het uitbreiden van de terugkoppeling met andere gesprekstechnieken uit gangbare
coachingskaders zoals Motivational Interviewing resulteert in een positief effect op de
motivatie.
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1.1. MOTIVATION

A World Health Organization (WHO) report from 2011 predicted depression to be
responsible for most of the disease burden worldwide by 2030 [1]. This prediction was
made on the basis of considerations such as the high lifetime prevalence of depression,
the fact that those affected are often entirely disabled by the illness for prolonged periods
of time, and that one depressive episode increases the likelihood of further episodes. It
did not factor in a pandemic in 2020 that would not only dramatically enlarge the groups
that are affected or at risk [2–5] but would also create a sudden, pervasive need for the
remote administration of treatment [6]. These factors have resulted in e-mental health
for depression, the delivery of therapeutic content by means of technology, moving more
and more into therapeutic practice [7].

E-mental health for depression can take many forms with varying degrees of human
therapist involvement. Several of the interventions have been found to be as effective
as face-to-face treatment [8–10], especially when they are also adhered to in terms of
module completion [11, 12]. Nevertheless, Richards et al. [13] observed that as human
guidance decreases from therapist to administrative to no support, effectiveness of
treatment decreases and dropout rates increase. This indicates that there are human
factors that serve a motivational function, which had not been effectively mimicked in
unguided systems for depression treatment at the time of the study (2012) by Richards
et al. [13].

Since the relationship between client and therapist has long been thought to be an
important factor in therapeutic outcomes [14] and in adherence to treatment [15], a
substantial body of research exists on the human factors that may play a role in fostering
the alliance between therapist and patient. As Mohr et al. [16] point out, however, it
cannot simply be assumed that these aspects readily translate to eHealth interventions.
In their model of supportive accountability, they propose that it is accountability that
leads to greater adherence to eHealth. Two important factors that are theorized to
contribute to this accountability are the perceived legitimacy of the therapist and the
bond between therapist and client, with both hinging on good communication. For
therapists to be perceived as legitimate, they must carefully attend and respond to the
information and experiences that the client shares (reciprocity) and simultaneously
convey the feeling that they have the client’s best interest at heart (benevolence). This
is in line with the notion of empathy in the framework of motivational interviewing [17]
and with the finding of Rutjes et al. [18] that much of the value of human coaches lies
in their ability to closely listen to their clients and to tailor their advice and approach
accordingly.

The model of supportive accountability posits social presence, that is, the presence
of another human being, as a necessary requirement for accountability in treatment
and thus also for increasing adherence to treatment. However, including a human for
guidance in the e-mental health loop is not always feasible or even desirable. Particularly
entirely autonomous systems hold great potential for the prevention and treatment of
depression (a) when there is a paucity of mental health resources, such as an imbalanced
patient to therapist ratio [6], (b) in the case of homework assignment that are not
intended to be guided by therapists, or (c) when barriers like stigma prevent people
from seeking out therapists in the first place. In such cases, artificial intelligence (AI)
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may provide a means to guide patients in another human’s stead. In leaning on the
definition of AI provided by Russell et al. in their seminal textbook on AI [19], we define
AI as computer algorithms or systems that use their perceptions to arrive at human-
programmed or machine-learnt rules for behavior that is intended to maximize the
chances of attaining their goals. While AI emerged as a research discipline in the 1950s,
the increase in processing power of computers, and the frontiers that have been pushed
back as a consequence, has resulted in a veritable boom in the past decade. With the
myriad of advances made in this research discipline, an opportunity presented itself to
investigate the following main research question:

How can artificial intelligence guide people in e-mental health interventions
for depression?

This thesis sets out to answer it.

1.2. RESEARCH QUESTIONS AND HYPOTHESES

Computerized programs for depression have often been found to be poorly adhered
to [8–10]. However, before reaching the conclusion that high dropout may be a
natural characteristic of autonomous eHealth, several alternative explanations must
be considered [20]. One of these is that systems may not be sufficiently engaging.
Adherence and attrition have been linked to engagement or lack thereof [21–24], with
aspects of the users, their context, and the system all theorized to play a role in
engagement. In one of the first systematic reviews of system features of e-mental health
for depression, Zhao et al. [25] concluded that systems were lacking in interactivity.
Thus, if most systems that have been developed to prevent and treat depression to date
are low-tech implementations with a unidirectional flow of information from system to
user (essentially computerized psychoeducation), should we expect them to be engaging
or, in any case, more engaging than self-help books? This invited a closer look at the
concrete implementation of system functionality and its technological sophistication,
resulting in the first research sub-question:

RQ1: How can we assess the technological sophistication of an e-mental
health systems for the prevention and treatment of major depressive dis-
order?

As a result of the increasing prevalence of depression and the increasing ubiquity
of computers and smartphones, numerous systems for depression prevention and
treatment have been developed in the past two decades. Yet, as can be seen from
the very short system descriptions in many of the articles, the technology is often
regarded as a vessel for the therapeutic content rather than as an active ingredient of the
intervention. Kelders et al. [26], however, found that 55 % of the variance in adherence to
eHealth could be explained by the intervention format and technological features that
were implemented in systems. Additionally, several authors of literature reviews have
called for a systematic analysis of the components of systems to better understand the
system landscape and to ultimately determine the ones that are contributing to clinical
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outcomes [9, 26, 27]. A first step in this direction was undertaken by Wildeboer et al. [28]
for e-mental health interventions in a meta-analysis linking persuasive system features
with effectiveness outcomes. However, the authors used a set of systems identified
by Kelders et al. [26] four years earlier and did not update this set with more recent
works. Furthermore, they only included systems that were evaluated in trials to assess
their effectiveness in reducing symptoms, leading to the exclusion of less rigorously
evaluated but possibly more advanced technology. Other reviews have focused on one
specific technological feature and its effect on clinical outcomes (e.g. communication
modality [29]) or have looked at the absence or presence of certain technological features
in systems (e.g. [25]). Yet, before it becomes possible to study the link between
the technological realization of systems and clinical outcomes, it is first necessary to
determine how systems could be disassembled into components and how these could
then be described technologically. These considerations led to the second research sub-
question:

RQ2: What is the technological state of the art of software systems for the
prevention and treatment of depression?

Most e-mental health for depression adopts Cognitive Behavior Therapy (CBT) as the
underlying therapeutic framework [9, 25]. This corresponds with CBT having crystallized
into the gold standard of psychotherapy in the second half of the 20th century [30] for
a number of reasons. For one, the models underlying the hypothesized mechanisms
of change in CBT correspond to those of the predominant psychological research
paradigms behavioral and cognitive psychology, which have accrued a large body of
research in their support. The same can be said for CBT itself, which has been found
to be effective for a number of conditions in a very limited time frame of less than ten
sessions in various randomized controlled trials [31, 32]. Additionally, the approach is
often favored over other approaches by therapists and clients alike due to its transparent
work mechanisms and its focus on concrete techniques that can be readily applied
outside of the sessions [33]. The active role that the client takes in acquiring these skills
combined with the large amount of learning and practice material available for CBT
also make it particularly suited for self-administration, be it via self-help books or via a
computer or mobile app [33]. As a consequence of the clear rationale, highly structured
format, prevalence in e-mental health for depression, and large evidence-base of CBT,
the focus of the main research question was narrowed down to supporting CBT with
artificial intelligence.

Cognitive Behavior Therapy is the combination of Cognitive Therapy with Behavioral
Activation. Historically, CBT evolved from Behavioral Activation (BA) therapy and was
extended with the ideas from Cognitive Therapy (CT) in a second wave. Assuming the
models for learning and behavior from behaviorism, BA for depression has the aim of
getting patients to actively lead their lives as members of a larger community to create
opportunities for positive reinforcement by preventing them from isolating themselves.
Thanks to consumer behavior driving the market economy, there are now technological
solutions for the tracking, analysis, and visualization of physical and online activity, for
controlled social or virtual rewards, for highly personalized product recommendations,
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and for timely reminders. Many of these computerized behavior change mechanisms
can be readily applied to the automation and support of the techniques of BA, such as
activity planning and monitoring, rewarding, reminding, or encouraging. As a result,
there is already an abundance of ways in which AI can be used to support BA for
depression and we thus turned our attention to CT.

According to the father of Cognitive Therapy, Aaron Beck, the therapy is particularly
well suited for the treatment of depression. Depression is a mental illness commonly
classified as a mood disorder. This is reflected in the necessary symptoms that inform its
diagnosis: over the course of at least two weeks, a low mood nearly all the time or the loss
of interest or pleasure in most daily activities. Beck [34], however, argues for the cognitive
primacy in depression rather than the emotive one, instead calling it a thought disorder.
He developed Cognitive Theory to explain how mental illness is caused and maintained
by maladaptive core beliefs or schemas, beliefs that we hold as truths about ourselves,
the world, or the future and that are central to our self-concept. An example for such a
maladaptive schema may be: “I am unlovable." Schemas often form during childhood
either through our own experiences and observations or from what we are told. When
held, they inform our immediate appraisals of situations, which are often automatic and
can go entirely unnoticed. To make this concrete, if one holds the schema that one is not
lovable, even caring gestures will be played down, viewed with suspicion, not perceived
at all, or viewed as criticism, such as when one is paid a compliment and one’s first
thought is that the other person is just being polite. At the heart of cognitive theory is
the premise that it is this first (automatic) thought that makes us feel a certain way in
a certain situation rather than the situation causing the negative emotional response
directly. The thought that the compliment could not possibly be sincere will result in
sadness, while another, positive appraisal would result in happiness and a feeling of
connection. From this theory, Beck went on to derive Cognitive Therapy [35], a treatment
method that strives to unveil, challenge, and ultimately change maladaptive thinking.

An important technique of Cognitive Therapy is thought recording [35]. This is
commonly done with the help of pen-and-paper forms. The most rudimentary thought
record form is intended as a thought monitoring support tool and consists of a table
with columns labeled situation, emotion and intensity, automatic thought, and behavior.
Patients are asked to record situations that resulted in a maladaptive response (in a
patient with depression, this will commonly be situations in which the patient felt
overwhelmed by sadness, in a patient with anger management difficulties, this will
commonly be situations in which the patient became disproportionately angry, etc.).
The aim of the exercise is to teach patients to attend to their thoughts, learn to
express them, and ultimately bring to light patterns in thinking that sustain their illness.
Once these patterns have been detected, the thought record can be extended with the
downward arrow technique [36], a technique intended to uncover maladaptive schemas.
It achieves this by repeatedly asking the questions “Why would the previously stated
thought be so upsetting to me? What does that say about me?" When the consecutive
answers to this question begin to repeat themselves or begin to appear ridiculous, one
has probably arrived at a schema. A suite of additional techniques can be included in
the thought record form, e.g. formulating alternative healthy automatic thoughts or
challenging the maladaptive thought by putting it on the dock of an imaginary court
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and taking on the roles of defense attorney, prosecution, jury, and judge in an imaginary
trial. Since it is assumed that thought records can be most accurately completed close
in time to when the upsetting situation occurred, patients are typically asked to record
their thoughts as homework assignments between face-to-face sessions and to bring the
forms to the session to discuss with the therapist [37]. Unfortunately, patients often
struggle to adhere to their homework assignments in cognitive therapy [38–42].

Since much of our conscious thinking occurs in natural language, the techniques of
CT critically hinge on language understanding. They demand of patient and therapist an
in-depth semantic processing of unconstrained natural language to recognize thought
patterns, follow the downward arrow, formulate healthier alternative thoughts, and
challenge thoughts via Socratic questioning or by putting them on “trial." Demanding
the same kind of processing of a computer program still seems a long way off, despite the
advances made in natural language understanding in the past decade [43]. Nonetheless,
several recent developments in natural language processing, in part due to deep learning
[44], afford an opportunity to explore an automated, in-depth analysis of cognitions
formulated by patients.

These considerations inspired a vision for answering our main research question
of how artificial intelligence could support depression treatment: a software program
engages in dialog with the users to help them complete thought records on a regular
basis by giving an interpretation of what they write down in their thought records. This
could be achieved by analyzing the thoughts and providing feedback on the content,
namely the possible underlying schemas, thus signaling understanding. In addition to
giving the user feedback on a content level, an increasingly complex model of the user’s
schema structure could be constructed as the user completes more thought records over
time. This model could be related back to the user as well. This thesis puts forward two
hypotheses as important steps towards realizing this vision.

The first hypothesis concerns itself with the analysis of thought records to generate an
interpretation on the content level. It was formulated as

H1: Schemas can be automatically extracted from the thoughts people
delineate in thought records including the downward arrow technique.

Support for this hypothesis can be seen in the promising results that have been obtained
when applying state-of-the-art natural language processing (NLP) to mental health texts.
To date, most of this research has focused on psychological assessment. To this end,
social media platforms and forums are crawled to obtain the natural language data,
which is then searched for linguistic markers of depression, crisis, or suicidal risk (e.g.
[45–51]). The mental health app Koko, for example, was used to collect a dataset of
short “posts" of a few sentences. With a subset of these, deep learning models were
trained to detect crisis. The best model detected crisis with an F1-score accuracy of
0.80 [49]. In another study [50], the NLP data was taken from 16 topic-based mental
health forums on the social media website Reddit. The authors trained a deep learning
model that could identify the mental-health related themes of posts (e.g. depression,
suicide, anxiety, bipolar disorder) achieving an F1-score accuracy of 0.71 in this multi-
class classification task. In a similar task, Benton et al. [51] collected tweets from the
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social media platform Twitter to identify several, not mutually exclusive classes: suicidal
risk, atypical mental health, and seven mental health conditions. They could show that
multi-task models, models that had access to all class labels for the tweets of a user, were
able to leverage correlations between the classes to produce better predictions. Although
previous research has not yet directly attempted to identify schemas from text using NLP,
these examples suggest that state-of-the-art NLP methods are a viable means to label
natural language input with regard to mental health concepts. However, to meaningfully
identify schemas using NLP, a taxonomy of schemas is necessary. Such a taxonomy is
provided by Millings et al. [52], who obtained a classification rubric for schemas from
thought records by conducting a content analysis of thought records. The identified
schemas thus appear to differ in their language and word usage to the extent that human
analysts were able to place them in different categories. If this is the case, a good model
trained on sufficient data should be able to pick up on these differences as well. Finally,
as in the dataset of Benton et al. [51], the schemas identified by Millings et al. [52] are not
mutually exclusive and might therefore inform each other, possibly further improving
prediction accuracy. Taken together, these findings indicate that the automatic labeling
of schemas is within reach.

As another crucial step towards our vision, it must be possible for users to complete
thought records in dialog with a conversational agent. Conversational agents (CAs) are
software programs that engage in dialog with their users. They thus present a promising
interface to support patients in dealing with their maladaptive cognitions using natural
language. As our second hypothesis, we therefore posit that

H2: An intelligent conversational agent is a feasible tool for completing
thought records in dialog format.

Conversational agents have a comparatively long history in mental health, with the
first, Weizenbaum’s ELIZA, already having been developed in the 1960’s. However, it
is important to note that Weizenbaum never intended to create a therapeutic program
[53], but rather chose this domain to effectively disguise the program’s complete lack of
understanding. He argued that this context is the only one in which a user would feel
heard despite the agent clearly demonstrating its deficits in comprehension, because
these deficits would be attributed to the therapeutic technique [53]. The probably
first serious attempt at creating a CA with semantic understanding of the user for
the treatment of depression was the Overcoming Depression program of Colby [54].
The dialog part of the program consisted of a large semantic database and a set of
production rules that would produce the right-hand side of the rule after mapping the
natural language input from the user to a left-hand side semantic pattern. Such rule-
based systems require many hours of engineering labor but are nonetheless likely to
misunderstand the user [55, Ch. 8]. It is perhaps not surprising then that despite the
number of computerized treatment programs growing steadily in the past decades, the
authors of two recent literature surveys called the field of conversational agents for
mental health nascent [56, 57].

Despite few agents having been developed and the evidence concerning their clinical
effectiveness being sparse [58–60], conversational agents supporting or delivering men-
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tal health interventions perform favorably in terms of feasibility, acceptability, and user
satisfaction [61]. In a scoping review on patient opinions, these were generally satisfied
with the CAs they had interacted with and saw them as useful. Furthermore, Lucas et
al. [62] found that some people prefer to disclose to an agent rather than to a human
because they are less afraid of being negatively evaluated and less worried about the im-
pression they were making.

We also expect to find evidence in support of H2 because users could complete
thought records when not guided by a conversational agent in other e-mental health
for depression interventions. For example, Millings et al. [52] constructed their list of
schemas from the core beliefs of thought records completed by users of the online CBT
program Beating the Blues. Of the entire sample of thought records with downward
arrow technique, 87 % had a core belief with at least one identifiable schema. While
this may lead one to wonder why agents are needed at all then, it is important to note
that this thesis does not take the stance that agents are necessary for thought recording.
Rather, we aim to mimic the dialog format of face-to-face therapy with a conversational
agent, because we expect the guidance of an agent to have benefits for the user, such
as favorable effects on user experience and adherence. Indications in support of this
can be found outside of the mental health context. For example, in a study comparing a
conversational agent based system for remote patient monitoring of chronic obstructive
pulmonary disease, the patients preferred the conversational agent over the normal
screen-based method [63]. Similarly, Bickmore et al. [64] found, when comparing a
relational agent and a non-relational agent to a form-based control condition, that
participants in both agent conditions voluntarily looked at more educational pages and
engaged in more physical activity than in the control condition. Within the mental
health context, Maharjan et al. [65] found that people with affective disorders who
evaluated a speech-enabled conversational agent in the wild appreciated that it gave
them the feeling that someone was listening to them without judging them or looking
for solutions.

In agents that engage in dialog, two types of dialog are distinguished: task-oriented
and open-domain dialog [66]. The former aims to support users in achieving a specific
task in dialog with a conversational agent, which typically takes the initiative (e.g.,
ordering pizza), while the latter strives to let the agent provide consistent responses to
topics and ideas brought up by the user (e.g., small-talk). Although thought records can
be written about any kind of life-event and might therefore be considered open-domain,
their highly structured format allows collecting thought records in a task-oriented dialog
as long as the agent does not engage in a discussion on the content of situation
description or the thoughts. The task for the agent is then to obtain responses to all
questions of the thought record. Since agents developed in the health and mental health
domain in the past have successfully engaged with users in task-oriented dialog (e.g.,
[67–69]), we expect that a task-oriented dialog for thought recording can be conducted
successfully by an agent as well.
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1.3. RESEARCH APPROACH AND THESIS STRUCTURE

We approached the first two research questions jointly: the first research question was
addressed in the process of conducting a systematic literature review to answer the
second research question. For the review, all publications describing a scientifically
evaluated e-mental health solution for the prevention or treatment of depression that
had been published since 2000 were collected. Each description was read to identify the
functional components (functions) of the system. Aside from their functions, systems
were characterized with another 44 variables, concerning also their evaluation and
more general descriptive information such as their build year or name. This resulted
in a database containing these 45 variables in 14 tables. In the process of filtering the
literature and characterizing a first set of systems, it became increasingly apparent that
many systems were lacking in interactivity and responsiveness, appearing largely as
self-help books put on a website. This led to the first formulation of a scale to assess
technological sophistication of a system, with the main focus lying on the interactivity
and the system capabilities in terms of responding to user input. Lastly, we determined
the concurrent validity of the scales. More details concerning the database creation
procedure and the e-mental Health Degree of Technological Sophistication (eHDTS)
scales can be found in Chapter 2.

The database, in which each function of a system was assigned a score on the eHDTS,
formed the basis for an extensive systematic literature review. We divided this into three
parts: a descriptive part concerning the systems, their functions, and their evaluations,
an analytical part concerning the technological sophistication of the systems, and a
developmental part concerning the evolution of the system landscape across nearly two
decades of active research. By covering all three parts, the literature review presented
in Chapter 3, strives to give a comprehensive overview of the state of the art of systems
for the treatment and prevention of depression by taking a technological perspective. It
thus aims to answer the second research question.

Testing the hypothesis that it is possible to identify the underlying schemas from the
thoughts noted down in a thought record required a dataset of thought records. We
collected such a dataset using the crowd-sourcing platform Amazon Mechanical Turk.
To this end, healthy participants were asked to each complete five thought records
including the downward arrow technique. We then created a list of all thoughts uttered
in these thought records, randomized the order such that thoughts of the same thought
record and same participant were no longer in sequence, and manually labeled the
thoughts using the schema rubric of Millings et al. [52]. However, we applied it separately
to individual thoughts along the downward arrow as well as to the final schema rather
than only to the schema. We then used two subsets of the data to train and validate
three types of machine learning algorithms to also assign a degree for each schema to
a given thought. The machine learning algorithms k-nearest neighbors, support vector
machines, and recurrent neural networks were chosen for their suitability for the multi-
labeling task and their ability to produce meaningful predictions for small datasets.
Chapter 4 presents the details concerning the dataset, the coding, the algorithms, and
the performance.

To determine whether completing thought records with a conversational agent is
feasible, we designed such an agent and asked participants to interact with it. The
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conversational agent asked participants the questions that constitute the thought record
and downward arrow technique and was capable of giving reflective feedback. We
used the best performing algorithm that we obtained from testing the first hypothesis
to design the feedback of the agent. The agent was developed using the open-source
text-based conversational agent development platform Rasa. We recruited sub-clinically
depressed participants with the help of Prolific, a crowd-sourcing platform for research.
Participants were asked to first practice thought recording with the agent in a first
interaction session consisting of two thought records. They were subsequently invited
to interact with the agent in a second session. In this session, the agent asked them to
complete at least one thought record but as many additional thought records as they
wanted. We assessed whether participants were able to complete the thought records in
this setting and studied the voluntary comments made by the participants concerning
their experience with the conversational agent to come to a conclusion concerning the
feasibility of supporting thought recording in this manner. Chapter 5 can be consulted
for the details of the study and its results.

The final chapter of this thesis, Chapter 6, summarizes the main findings with regard
to the research questions and hypotheses presented above. We further discuss the
limitations that qualify the conclusions and point out possible interesting directions for
further research. We conclude with the contributions that the thesis makes to the fields
of artificial intelligence and clinical psychology as well as to society at large.
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ABSTRACT

To date, meta-analyses of e-mental health systems for major depressive disorder (MDD)
have largely overlooked the technological side of interventions. This warranted the
creation of an open access database, EHealth4MDD, for the systematic study of the
technological implementation in relation to intervention content, study design, and
study outcomes. E-health systems were identified by conducting an exhaustive search on
PubMed, Scopus, and Web of Science in 2017. The 5379 retrieved records yielded 267
systems. One coder extracted information from the records on 45 variables, organized
into 14 tables in EHealth4MDD. A sample of each high-inference variable was double
coded by a second coder to assess reliability. Percent agreement was satisfactory given that
coders received no training and the number of possible categories was large. Furthermore,
scales were developed to rate the degree of technological sophistication of system functions
for each of five function types. Four of these scales demonstrated concurrent validity, as
evidenced by the substantial to strong correlations observed when comparing the scales
with the results of an unlabeled ordering task. For researchers in both computer science
and clinical psychology, the database presents a useful tool to systematically study e-
mental health interventions for depression.
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2.1. INTRODUCTION

Although depression can be treated effectively, more than half of the approximately
300 million people worldwide suffering from the illness are receiving inadequate or no
treatment [2]. E-mental health presents a promising direction in overcoming many of
the barriers to and shortcomings of face-to-face treatment [3]. To date, both systematic
reviews and meta-analyses in the field have largely focused on delivery aspects (e.g.,
guidance as a factor of influence [4]) and therapy aspects (e.g., limiting the scope to a
specific therapeutic approach [5]) in relation to outcomes while neglecting influences of
technology. To the best of our knowledge, only Zhao et al. [6] systematically reviewed
the presence of certain technological features (communication tools, instructional ICT
features, and self-monitoring tools) in psychoeducational e-mental health systems
for depression, reaching the conclusion that most interventions lack in technological
sophistication.

As has been pointed out in recent surveys, the field would benefit from a clearer
picture of the features of e-mental health systems for depression that contribute to
outcomes and those that are superfluous [3]. This warranted the creation of an open
access database of e-mental health systems for the treatment and prevention of major
depressive disorder (MDD), enabling the systematic examination of the composition of
these systems and how this relates to their evaluation context and dropout rates.

2.2. METHOD

2.2.1. SEARCH STRATEGY
Considered for inclusion was primary research published in English describing e-
mental health support systems, i.e., interventions with therapeutic content delivered on
information and communication technology platforms for the prevention or treatment
of major depressive disorder in adults developed and evaluated between 2000 and 2017.
To ensure quality, only support systems having been scientifically evaluated with end
users were included. The time frame was lower-bounded to give an accurate overview of
the state of the art: in earlier systems the technological sophistication is limited by the
availability of technology rather than being a design choice. Additionally, we excluded
research on systems (1) serving only as a medium between therapist and user or between
users (2) targeting children, targeting women with postpartum, perinatal, or prenatal
depression, targeting caregivers or family members of people with depression, targeting
a comorbid psychotic condition, (3) aiming to reduce stigma associated with depression,
(4) diagnostic tools or decision aids, (5) lacking psychotherapeutic functionality (e.g.,
only supporting adherence to antidepressant treatment), (6) having a very narrow
scope (i.e., system developed for one specific patient with very specific combination of
conditions). The full search-query is provided in Appendix A on the database website
[7].

An exhaustive search was conducted for articles and papers published up until
2017 describing eHealth interventions for depression on Scopus, PubMed, and Web of
Science. A total of 5379 records were retrieved from the three databases (5359) and
research syntheses in the field (20). All records were filtered first on title, then on
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abstract, and finally on full article by the first author, FB, hereinafter referred to as
C1 (see Figure 2.1). Due to resource restrictions, a sample of the records was double
coded at each stage by a second, independent coder, C2, a computer science student.
Table 2.1 presents sample sizes and agreement scores at each stage. Sample sizes were
determined by trading off the available resources against the margin of error of the
percent agreement using the methods proposed by Gwet [8].

From:  Moher D, Liberati A, Tetzlaff J, Altman DG, The PRISMA Group (2009). Preferred Reporting Items for Systematic Reviews and Meta-
Analyses: The PRISMA Statement. PLoS Med 6(7): e1000097. doi:10.1371/journal.pmed1000097 

 
For more information, visit www.prisma-statement.org. 
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Figure 2.1: Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) diagram of the
screening process, as completed by C1.

Abbreviation: ICT – information and communication technology

2.2.2. DATA EXTRACTION
Included articles were coded by C1 on a total of 45 variables and entered into a
relational database. This database consists of 14 tables grouped into three larger
clusters. The systems cluster details the e-mental health systems, their versions, their
functionality, and their therapeutic purposes (four tables). In this cluster, systems were
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characterized on a macro-level (year of completion; whether its purpose is to prevent,
treat, or monitor; whether it is guided, unguided, or an adjunct to face-to-face therapy;
etc.) and on a micro-level, i.e. their functions. An instantiation of a function is its
concrete implementation in a system. Functions were of two types: support functions
and intervention functions. Support functions aim at increasing adherence to the
intervention. They were again categorized into four subtypes: support functions for
treatment planning (e.g., scheduling of sessions), treatment execution (e.g., reminders),
monitoring (e.g., monitoring of symptoms), and social support (e.g., therapist support).
To determine possible support functions in the domain, adherence strategies as defined
by, for example, Oinas-Kukkonen et al. [9] were considered. Intervention functions
support patient activities aimed at reducing depression symptoms. They are linked
to specific classes of therapeutic interventions. The second cluster of tables in the
database is the evaluations cluster, detailing the empirical studies of the systems in
the systems cluster, their design, the employed measurement instruments, and dropout
rates per study arm (four tables). Finally, the publications cluster details articles
describing systems and their evaluations and the authors of these articles (three tables).
The remaining three tables link systems to evaluations, systems to publications, and
publications to evaluations.

Of the 45 variables, 41 were identified as low-inference (e.g., intended duration of
the intervention) as they could be extracted directly from the literature, and 4 were
identified as high-inference, since extraction required interpretation of the literature.
The four high-inference codes were (1) identifying functions in a system description
(e.g., SuperBetter implements the intervention function 3 Good Things), (2) classifying
an instantiation as a particular function (e.g., “Participants were instructed to follow
one module per week" describes Tunneling), (3) linking an intervention function to a
therapeutic intervention class (e.g., 3 Good Things is a technique in Positive Psychology),
and (4) assigning a degree of technological sophistication to an instantiation. For each
of the high-inference variables, a random sample was selected and double coded by a
second coder to assess reliability.

To identify functions in a system description, a graduate student in clinical psychology,
C3, was provided with articles describing systems and the complete list of 184 functions.
The percentage agreement was calculated as the percentage of overlap in all assigned
functions of C1 and C3. To classify an instantiation of a function, C3 was again provided
with the list of 184 functions as well as with a list of 125 snippets of text from articles
describing functions. If C1 and C3 appointed the same function to the description of an
instantiation, it was scored as agreement. In linking a therapeutic intervention class to
an intervention function, C3 was provided with a list of all intervention functions and a
set of 25 possible therapeutic intervention classes. While C1 always only selected one
therapeutic intervention class, C3 was permitted to select multiple. Coder agreement
was calculated by coding as agreement whenever C1’s class was a subset of the class(es)
assigned by C3. C3 received no training for the tasks other than a detailed coding man-
ual. Furthermore, C1 rated all instantiations of functions on their degree of technological
sophistication with the respective e-mental Health Degree of Technological Sophistica-
tion scale (eHDTS) developed specifically for this purpose1. Reliability was examined by
regarding agreement in a sample that was re-coded by C2.
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Concurrent validity of the eHDTS scales was examined by correlating eHDTS scores
assigned to instantiations of functions with knowledge of the scale levels (informed
scores) with rank scores obtained when coders with computer science or related degrees
were asked to sort the same instantiations according to their intuitive understanding of
“technological sophistication" (naïve scores). Each of five coders, C4-8, received only
instantiation descriptions of a specific category (e.g., only intervention functions or only
treatment planning functions). C2, however, received a large sample of component
descriptions taken from all the categories to allow for the examination of comparability
of the different eHDTS scales. At least one week after the naïve sorting, the coders
were asked to rate the same sample component on their respective eHDTS. Spearman
correlations were calculated to examine agreement between informed and naïve scores
within coders (Intra-Coder Correlation). All raw data and analysis scripts can be
accessed online [10].

2.3. RESULTS

2.3.1. RELIABILITY ANALYSES
Both the screening procedure and high-inference codes were subjected to a reliability
analysis. Table 2.1 presents the agreement scores obtained between the coders. In
the literature screening process, coders agreed in approximately 80 % of cases. Inter-
coder reliability was moderate to substantial according to the classification proposed
by Landis et al. [11]. Since agreement and reliability could only be assessed on a sample,
particularly false positives (C1 excluded while C2 included, indicating that other relevant
articles of the population may have been missed entirely by C1 and hence may not be in
the database) had to be examined closely. Four reasons could be identified: mistakes
by C1 (full-paper: 1 record), mistakes by C2 (title: 2 records), C2 misunderstanding
an exclusion criterion (title: 4 records, abstract: 2 records, full-paper: 3 records), and
precaution on the part of C2 as he was instructed to include records when in doubt
(title: 5 records, abstract: 3 records). Precautiously included records were unanimously
excluded by re-evaluation at the next filtering stage. False negatives were not analyzed
further as they did not pose a threat to database content.

2.3.2. SCALE VALIDATION
To determine concurrent validity of the different eHDTS scales, we correlated the
informed scores of the coders with their own naïve scores (intra-coder correlation) as
well as with the informed scores of C1 (inter-coder correlation). Table 2.2 shows the
Spearman correlations for each scale.

2.3.3. DISTRIBUTION OVER SYSTEM FUNCTIONS
Analyses concerning the content of the database exceed the scope of this work. We
therefore only briefly describe the distribution over function instantiations here. As
can be seen in the Population column of Table 2, approximately 60 % of function
instantiations across systems are of the intervention type. Of the support instantiations,
3 % support the user in establishing adherence strategies initially, while more than half
aim at reeling the user back in. In line with research indicating that adherence to the
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Table 2.1: Results of the reliability analyses conducted for the literature screening process and selected
variables coded for in the database. For assigning a degree of technological sophistication to a function
instantiation, a weighted Cohen’s κ was calculated since the scale is ordinal.

Coders Population Sample Percent
Agreement, 95%

CIs

Cohen’s kappa,
95% CIs

Literature Screening

Title Filter C1, C2 4266 100 .81 [.71,.87] .50 [.31,.69]

Abstract Filter C1, C2 1071 44 .80 [.64,.89] .58 [.34,.82]

Full Article Filter C1, C2 541 25 .84 [.60,.92] .69 [.42,.95]

Coding

Identify functions of system C1, C3 273 10 .37 [.30,.43] -

Classify function of instantiation C1, C3 2224 125 .58 [.49,.66] .57 [.48,.65]

Map intervention functions to
therapeutic intervention class

C1, C3 141 141 .81 [.73,.87] -

Assign degree of technological
sophistication to instantiation

C1, C2 2224 132 .48 [.39,.55] .60 [.51,.69]

Table 2.2: Results of the scale validation conducted to assess concurrent validity of the degree of technological
sophistication scales. Confidence intervals were obtained by bootstrapping.

Coders Population Sample Intra-Coder
Correlation, 95%

CIs

Inter-Coder
Correlation, 95%

CIs

Intervention C1, C4 1344 (60%) 27 .59 [.21,.80] .81 [.58,.92]

Treatment Planning C1, C5 29 (1.3%) 20 .82 [.62,.92] .70 [.21,.92]

Treatment Execution C1, C6 445 (20%) 27 .52 [.08,.78] .67 [.31,.86]

Monitoring C1, C7 140 (6.3%) 29 .27 [-.14,.61] .52 [.07,.78]

Social support C1, C8 266 (12%) 29 .52 [.11,.79] .65 [.24,.87]

All types combined C1, C2 2224 (100%) 117 .47 [.31,.60] .58 [.43,.70]

systems is higher when human support is included, one third of support instantiations
strive to provide human contact.

2.4. DISCUSSION AND CONCLUSION

The EHealth4MDD database is a systematic inventory of e-mental health systems for
the treatment and prevention of depression. It contains 267 such systems with a
total of 2224 function instantiations. Approximately 60 % of these functions are of
a psychotherapeutic nature while 40 % aim to support the user in adhering to the
intervention. In the literature screening process for populating the database, moderate
to substantial reliability was obtained. Double coding of high-inference codes yielded
satisfactory percent agreement scores in light of the vast number of possible categories.
Therefore, the findings show clear consistency between coders and, as common in high-
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inference coding, some degree of individual subjectivity. Significant correlations of naïve
with informed ratings indicate that four of the five different eHDTS scales capture the
intuitive understanding of technological sophistication as held by those with a computer
science or related degree. Furthermore, correlations between pairs of coders using the
scales were significant and high on the same four scales, indicating that technological
sophistication can be reliably assessed with the scales. However, the database is not
without limitations as a single coder coded most data and reliability of this coding
could only be assessed on samples. This resulted in large differences between coders
in exposure to the data and therefore possibly lower scores of intercoder agreement and
reliability than might otherwise be expected.

For researchers in both computer science and clinical psychology, the database
presents a useful tool for the systematic study of e-mental health interventions for
depression. It allows for a better understanding of system composition and of how
functionalities contribute to clinical outcomes. Since the database is open access and
implemented as a standard MySQL database, it can be linked with other databases, for
example, databases of clinical trials. Furthermore, the accessibility allows the research
community to contribute to the maintenance of the database.
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ABSTRACT

Background: Electronic mental (e-mental) health care for depression aims to overcome
barriers to and limitations of face-to-face treatment. Owing to the high and growing
demand for mental health care, a large number of such information and communication
technology systems have been developed in recent years. Consequently, a diverse system
landscape formed.
Objective: This literature review aims to give an overview of this landscape of e-mental
health systems for the prevention and treatment of major depressive disorder, focusing on
three main research questions: (1) What types of systems exist? (2) How technologically
advanced are these systems? (3) How has the system landscape evolved between 2000 and
2017?
Methods: Publications eligible for inclusion described e-mental health software for the
prevention or treatment of major depressive disorder. Additionally, the software had
to have been evaluated with end users and developed since 2000. After screening, 270
records remained for inclusion. We constructed a taxonomy concerning software systems,
their functions, how technologized these were in their realization, and how systems were
evaluated, and then, we extracted this information from the included records. We define
here as functions any component of the system that delivers either treatment or adherence
support to the user. For this coding process, an elaborate classification hierarchy for
functions was developed yielding a total of 133 systems with 2163 functions. The
systems and their functions were analyzed quantitatively, with a focus on technological
realization.
Results: There are various types of systems. However, most are delivered on the World
Wide Web (76 %), and most implement cognitive behavioral therapy techniques (85 %).
In terms of content, systems contain twice as many treatment functions as adherence
support functions on average. Furthermore, autonomous systems, those not including
human guidance, are equally as technologized and have one-third less functions than
guided ones. Therefore, lack of guidance is neither compensated with additional functions
nor compensated by technologizing functions to a greater degree. Although several high-
tech solutions could be found, the average system falls between a purely informational
system and one that allows for data entry but without automatically processing these
data. Moreover, no clear increase in the technological capabilities of systems showed in
the field, between 2000 and 2017, despite a marked growth in system quantity. Finally,
more sophisticated systems were evaluated less often in comparative trials than less
sophisticated ones (OR = 0.59).
Conclusions: The findings indicate that when developers create systems, there is a greater
focus on implementing therapeutic treatment than adherence support. Although the
field is very active, as evidenced by the growing number of systems developed per year,
the technological possibilities explored are limited. In addition to allowing developers
to compare their system with others, we anticipate that this review will help researchers
identify opportunities in the field.
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3.1. INTRODUCTION

Between 2000 and 2017, researchers have reported more than 100 software interventions
for depression in the scientific literature. Although all these systems have the same
objective, they vary widely in both content and in the way the content is delivered. Taken
together, they thus form a diverse landscape. But what does this landscape actually
look like? The purpose of this literature review is to map the terrain by exploring the
technological state of the art of electronic mental (e-mental) health interventions for
depression.

The systems under study here strive to meet a globally growing need for depression
care. The illness affects approximately 300 million people worldwide. Its high lifetime
prevalence and high disease burden are further exacerbated by additional episodes often
following the first. This renders the pervasive provision of treatment and prevention
means imperative. However, the World Health Organization estimates that, currently,
half of those suffering from depression are receiving inadequate or no treatment [2].

Information and communication technology (ICT) may present a viable solution to
the shortage. The rapid dissemination of ICT over the course of the past two decades
has led researchers to explore the provision of therapeutic content on these platforms.
Unlike face-to-face treatment, such support systems are scalable, easily accessible,
cheap, and standardized, and they can reduce the fear of stigmatization, since they
can be used in private and at one’s own convenience [3]. In addition to these benefits,
numerous meta-analyses attest to the effectiveness of the interventions [4–6].

As a consequence of the high research interest, many systems have been developed to
treat or prevent depression. Each system presents a unique solution. In light of this, sev-
eral recent literature surveys point out that an analysis of the system landscape is in or-
der, as there is little insight into the makeup of systems [3, 7, 8]. Where systems have been
reviewed to date, authors have typically adopted one of two core perspectives. Syntheses
with a clinical psychology perspective have addressed the effectiveness of different types
of interventions [4, 9, 10]. Syntheses with a (persuasive) technology perspective, on the
other hand, have addressed the functionality of systems, such as persuasive technology
elements [8] or communication modality [11]. This systematic literature review takes
the latter perspective. However, rather than studying the implementation or impact of
a specific type of function in depth, it compares entire systems on their technological
implementation. In doing so, e-mental health systems for depression are regarded as
compositions of functions and assessed in terms of their technological realization. The
support systems reported in the literature thus form the population under study. The
main goal of this review, then, is to provide a comprehensive overview of the system
landscape and its technological state. In addition, it identifies some of the challenges
and opportunities for the field. However, linking the degree to which systems present
high-tech solutions with clinical outcomes is outside of the scope of this review. Nev-
ertheless, with the introduced system characterization and technological sophistication
metric, a first step toward such studies is taken. From the extensive, domain-specific
analysis presented here, we particularly expect researchers to benefit who are setting
out to develop or study support systems for depression. It allows them to compare their
system with those already in use and to identify underexplored aspects of these systems.
To this end, the following three research questions are addressed:
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1. What types of ICT systems for the treatment and prevention of depression have
been developed?

2. How technologized are these systems?
3. How has the system landscape evolved between 2000 and 2017?

3.2. METHODS

3.2.1. LITERATURE IDENTIFICATION AND CODING
In this section, we focus on the literature search and filtering as well as coding of data
pertaining to the analyses in this study. A detailed account of the construction, the
structure, and the information contained in the open-access, relational database that
was created for this analysis can be found in Burger et al. [12] and on the accompanying
website [13].

IDENTIFICATION

The exhaustive search for potentially relevant literature made use of three databases:
Scopus, PubMed, and Web of Science. It included English language journal articles, con-
ference papers, and theses published between 2000 and 2017 that are presenting pri-
mary research that was conducted with support systems for the prevention or treatment
of major depressive disorder or dysthymia in adults. To ensure that systems were actu-
ally created and functional at some point, we only considered the literature that reported
the results of a system evaluation with end users. Therefore, systems that only had pub-
lished study protocols available at the time of the search (early 2017) did not qualify. Lists
of search terms comprised words around the following concepts that were central to the
research interest: ICT, Health Condition, Purpose, Evaluation (Appendix A). They were
expanded with controlled vocabulary terms where applicable. Systems were excluded
if they were (1) only employing technology for mediated communication, (2) targeting
children, postpartum or pregnant women, caregivers of depressed patients, or patients
with comorbid psychotic conditions, (3) only aiming to reduce stigma, (4) serving only
as diagnostic tools or decision aids, (5) addressing only antidepressant treatment, and
(6) having an otherwise too narrow scope, for example, a system developed for a single
patient with a specific combination of comorbid conditions.

The three queried databases returned a total of 5359 documents. Forward and
backward reference searches on previous literature reviews and meta-analyses yielded
an additional 20 records. After the removal of duplicates, 4256 records remained for
screening. A lenient inclusion protocol at the title and abstract stages allowed for
the inclusion of as many articles as possible concerning a system. Therefore, the
exclusion of articles describing study protocols and secondary analyses only occurred
at the full paper screening, but they were kept as additional references for clarification
purposes. The first author, with a cognitive science background, screened all records at
the title, abstract, and full-text stages (see PRISMA [14] diagram in Figure 2.1). A second,
independent coder, with a computer science background, double coded a random
selection at each stage. Intercoder agreement ranged from 80 % to 84 %, with moderate-
to-substantial intercoder reliability (Cohen’s κ between 0.50 and 0.69). Appendix B
includes a complete list of all 270 articles included in the final synthesis.
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CODING

To provide an overview of the aspects of software systems for depression considered
here, a simplified taxonomy is presented in Appendix C. The extraction of information
resulted in 45 coded attributes. These were either low-inference attributes, that is, the
information could be directly copied from the paper, or high-inference attributes, that
is, the coder needed to make inferences to arrive at the information. Second coders
were neither used to refine the coding procedure nor to obtain a more reliable dataset.
However, second coders did double code samples of the high-inference attributes to
assess the reliability of the first coder, and the intercoder reliability measures reported
here are to be regarded as an indication thereof. All analyses are based on the coding of
the first author only.

A key task in the coding process was the division of systems into elementary func-
tional parts, that is, functions. Herein, the focus was limited to functions pertaining to
the higher-level layers of software architecture. For example, in the layered software ar-
chitecture described in the Microsoft Application Architecture Guide [15], the functions
would be located in the presentation and application layers. Cross-cutting concerns,
such as security, were not considered. Additional criteria by which to evaluate software
quality, for example maintainability, integration with other software, or software relia-
bility, are also beyond the scope of this work. The construction of a classification hi-
erarchy (Figure 3.1) preceded the coding process. At the fourth and highest level, two
types of functions are possible: intervention functions, which aim to reduce depressive
symptomatology in users, and support functions, which aim to increase adherence of
the user to the intervention. An example of an intervention function would be the pos-
itive psychology exercise to count one’s blessings every night, whereas an example of a
support function would be sending text message reminders to encourage the user to en-
gage with the system. At the third level, support functions further split into helping the
user in (1) planning the intervention, (2) executing the intervention, (3) self-monitoring,
or (4) connecting with other supportive people. Two more refined classification levels
follow. At the lowest level, 41 classifications make up the support functions (Appendix
D) and 145 classifications make up the intervention functions (Appendix E). Inspiration
for the lowest-level support functions came largely from persuasive technology design
frameworks [16–19], whereas therapy manuals (e.g., [20]) inspired the lowest-level in-
tervention functions. These are often linked to therapeutic intervention frameworks,
for example, Activity Planning is a technique of Behavioral Therapy. The intervention
frameworks finally cluster into eight therapies at the penultimate level (Appendix E).

A second coder with a background in clinical psychology double coded two parts
of the function identification task. The first part required spotting functions in the
system description. Taking the functions that were found by the first coder as ground
truth, interrater reliability was moderate on this part (φ = 0.54, with a specificity [21] of
d ′ = 2.31). The second part required labeling snippets of text that the first coder had
identified as functions. For this part, interrater reliability on the 4 different function
classification levels (Figure 3.1) was good on average (κ̄= 0.63), ranging from moderate
(κ= 0.55) to good (κ= 0.72).

Another key coding task concerned rating the degree to which each function was tech-
nologized. A set of scales, the e-mental Health Degree of Technological Sophistication
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Function

CBT

Cognitive

Behavioral

Interpersonal

Positive 
Psychology

Psychodynamic

Independent

Other

Intervention

Support

Planning
Customization

Organization

Execution

Customization

Management

Organization

Social Role

Trigger

Monitoring

Activity

Context

Progress

Symptoms

Social

Direct: 
Nonprofessional

Direct: 
Professional

Indirect

Intervention

Function type L3 Function type L2 Function type L1

𝑝! = .87
𝜅 = .55

𝑝! = .78
𝜅 = .72

𝑝! = .72
𝜅 = .69

Figure 3.1: The top three levels of the function classification tree as well as the percent agreement and Cohen’s
kappa for the function classification task at each of the levels. Level 0 of the tree is specified in Appendix D
(support functions) and Appendix E (intervention functions).

Abbreviation: CBT – cognitive behavior therapy
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(eHDTS) rating scales (Appendix F), were developed specifically for this task. They in-
clude one scale for intervention functions and four separate scales for each of the four
types of support functions. Conceptually, the scales range from offline to responsive on
content (Table 3.1). Although the emphasis in the interpretation of the eHDTS scales
throughout this description is placed on the interactivity aspect, the actual scales are
broader, also covering aspects such as responsiveness, personalization, data analysis,
and data presentation. From here on, when directly describing the technological real-
ization of systems or functions as measured by the scale, we refer to it as technological
sophistication. In coding, a conservative approach ensured that the lower degree was
assigned in case of doubt. Reliability levels were acceptable, with a mean correlation
of 0.66 between coders. Furthermore, concurrent validity of the scales was supported
by on-average moderate correlations (r̄ = 0.53) between ratings on these scales and rat-
ings on an unlabeled ordinal scale, that is, leaving it open to coders to decide what the
different levels of technological sophistication entail.

Table 3.1: The degrees of the e-mental health degree of technological sophistication rating scale, abstracted
over the five different instantiations of this scale. A diary function serves as a hypothetical example. It should
be noted that this is an abstract summary of the levels across several scales. It therefore does not capture the
entire technological breadth of the different scales.

Degree Definition Example

0: Offline The function is not provided through the
system at all or is fully carried out by a
human.

Diary sent by postal mail

1: Informational The function is provided in an
informational manner.

Diary can be downloaded as PDF

2: Data entry The function is provided in an interactive
manner but without processing of input
from the user.

Diary can be filled on the Web and saved

3: Form response The function is provided in an interactive
manner with processing of
meta-information.

Web-based diary that responds to the
duration of typing

4: Content response The function is provided in an interactive
manner with processing of the content of
user input.

Web-based diary that responds to the
sentiment of text, which the user has
written, for example, “It appears that this
was a very negative experience for you."

Finally, one coder was provided with a list of function descriptions from all function
types, without the function type label, and asked to assign a rating of technological
sophistication to these on an unlabeled ordinal scale from 0 to 5 (uninformed). After
two weeks, he was again invited to code the same functions with the appropriate scale
for each function and each scale level defined (informed). The correlation between the
uninformed and the informed rating (r = 0.47) provided some indication that, although
each function type had its own eHDTS scale, the five scales were sufficiently similar to
allow for aggregation and cautious comparisons on a system level.

Three low-inference attributes coded were the system version, the system build year,
and the evaluation quality. A version was defined as a modification of the system
offering different functionality. For example, Lemma et al. [22] created a version with
human support and a version without it, whereas Currie et al. [23] offer different versions
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to support female or male patients by providing extra content for women. However,
a system with an adaptive user interface based on gender was not regarded as two
versions; it was regarded as one with a tailoring function. The system build year denotes
the year in which systems were finalized, that is, the earliest year of operation mentioned
in the earliest publication on the earliest version. Versions and systems are simply
referred to as systems or software for legibility from here on. Most analyses to follow
were conducted on the body of versions rather than systems. It is made explicit when
this is not the case. Finally, the evaluation quality received a binominal coding of high
and low. A high quality meant that the system was evaluated in a comparative trial,
whereas a low quality meant that it was evaluated in a single-group trial. Comparative
trials encompassed randomized controlled trials, randomized comparative trials, and
nonrandomized comparative trials.

3.2.2. STATISTICAL ANALYSIS
We conducted quantitative analyses with R version 3.5. All data and the full analysis
script are permanently stored for public access on a national database for research data
with the 4TU Center for Research Data in the Netherlands [24]. Where distributions de-
viated markedly from normality, nonparametric tests were used. Furthermore, we report
two estimated R2 effect size measures where R2 cannot be calculated exactly. For logistic
regression models, Nagelkerke pseudo R2 [24] was chosen, whereas, for multilevel mod-
els, the Level1 R2, as proposed by Snijders and Bosker [25], was computed. When used,
these are indicated as Nagelkerke R2 and Level1 R2, respectively.

CHARACTERIZATION

To characterize systems, we regarded their composition in terms of functions and
how systems differed depending on such factors as guidance or system purpose, that
is, prevention or treatment. A Wilcoxon rank sum test compared the number of
intervention functions with the number of support functions per system. In addition,
two logistic regression models were fit. One determined whether a certain system
purpose was more commonly occurring within a certain therapy type. The other tested
whether autonomous or guided systems are represented to different degrees depending
on purpose. Systems that include human guidance naturally have more functions, as
guidance needs to be facilitated by the system somehow. This takes place by way of
the direct social support functions. Thus, to allow for a fair comparison of the number
of functions in autonomous versus guided systems, direct social support functions
were excluded for the following three analyses. First, a linear regression examined
the relationship between guidance and the number of functions of a system. Second,
two more detailed analyses in the form of Wilcoxon rank sum tests considered this
relationship separately for intervention and support functions.

TECHNOLOGICAL SOPHISTICATION

Technological sophistication was compared among the different types of functions,
different types of systems, and different evaluation qualities. A correlation assessed the
relationship between system size and technological sophistication, and linear regression
models gave insight into the link between technological sophistication on the one hand
and evaluation quality, guidance, or system purpose on the other. To contrast support
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and intervention functions, a multilevel linear model was fit using the function type
as a fixed effect and allowing for random intercepts per system. Similarly, a one-way
analysis of variance checked for differences in technological sophistication among the
four different support types.

DEVELOPMENTS OVER TIME

Changes over time could take place both across and within systems. Two linear
regression models examined development in size and technological sophistication
across systems. Moreover, three multilevel linear models allowed studying development
within systems. They determined whether size, technological sophistication, and
evaluation quality changed across versions. Random intercepts modeled the nested
relationship of versions within systems.

3.3. RESULTS

3.3.1. CHARACTERIZATION
In total, 133 systems with 259 versions were identified. Coding these systems on their
key attributes led to the characterization presented in Table 3.2.

VERSIONS

Systems had two versions on average, but more than two-thirds (69.2 %, 92/133) only
had one version. Thus, most systems seem to have been developed for a single research
project. Only ten systems had five or more versions, for example, The Sadness Program
with 13 versions, MoodGYM with 15 versions, and the Well-being Course with 18
versions.

INFORMATION AND COMMUNICATION TECHNOLOGY PLATFORMS

The World Wide Web was the most frequently employed platform, with 75.7 % (196/259)
of the systems providing functionality on the Web and 6.2 % (16/259) of the systems
providing responsive website content that could also be displayed appropriately on
mobile phones. Emails were sent or received in 43.2 % (112/259) of systems. Following
email, telephone (20.5 %, 53/259) and text messages (6.6 %, 17/259) were frequently used
to reach out to users. Only 1.9 % (5/259) of the systems made use of storage media,
such as CD and DVD and just as few exhibited technologies such as virtual agents (1.9 %,
5/259), virtual reality (0.8 %, 2/259), or connected to social media services (2.3 %, 6/259).

GUIDANCE

E-health software can include various types of human guidance or be entirely au-
tonomous. Approximately half of all systems classified as the latter (47.5 %, 123/259).
In the remaining systems, guidance was mostly provided by health care professionals.
These were therapists in 24.3 % (63/259) of cases and practitioners of related profes-
sions, such as coaches, nurses, social workers, or clinical psychology students in 12.4 %
(32/259) of cases. Less than 10 % (24/259) of guided systems were offered as adjunct
systems, that is, systems that support face-to-face therapy. A total of 5.4 % (14/259) of
systems were supported by technicians and other administrators, and only 1.2 % (3/259)
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of systems asked for support by a layperson, typically a peer, friend, or family member
of the user.

SIZE AND FUNCTIONALITY

In terms of size, the average system offered eight functions (median= 8), with a range
from one to 21. Furthermore, systems had, on average, six modules (median= 6) and
an intended usage duration of slightly less than nine weeks (median= 8). Although
nearly all software contained some intervention functions (95.0 %, 246/259) and some
support functions (91.5 %, 237/259), the four support function types were not equally
represented. A total of 82.6 % (214/259) of systems included execution support, such
as reminders via text message. Social support functionality was provided by 67.6 %
(175/259) of systems. This was either direct, whereby the user communicated with a
human, or indirect, whereby the user could, for example, see that other people had
performed the program before them. The least represented support function type (8.5 %,
22/259) was planning support. A typical example of a planning support function is
setting up a treatment schedule at the outset of the intervention. Within systems,
intervention functions were dominant: systems contained, on average, twice as many
intervention functions as support functions (V = 15079, p < .001, r = 0.09). In addition,
unguided and guided systems differed in their composition, with the former only having
63 % of the number of functions of the latter (F1,233 = 51.34, p < .001, R2 = 0.18).
This effect showed for both intervention (U = 3467, p < .001, r = 0.41) and support
(U = 3839.5, p < .001, r = 0.28) functions.

THERAPEUTIC ASPECTS

Although the literature search and filtering focused on systems aiming to reduce depres-
sive symptoms, only 69.9 % (181/259) of the identified software targeted depression ex-
clusively. A total of 9.3 % (24/259) of the remaining systems specifically targeted users
with a comorbid physical illness (e.g., cancer, multiple sclerosis, and diabetes). A few
systems supported comorbidities in general (nonspecific, 2.7 %, 7/259). Of all systems,
16.6 % (43/259) also considered anxiety. However, other mental comorbidities were ex-
cluded from the reviewed literature, as they typically formed the primary treatment ob-
jective (e.g., in systems targeting psychotic conditions and depression simultaneously).

The most prominently represented intervention functions, present in 78.9 % (194/259)
of systems, were unrelated to specific therapies, that is, they could be categorized with
many or all different therapies, such as learning to recognize one’s own symptoms or
preventing relapses. A large percentage of software made use of behavioral (62.6 %,
154/259), cognitive (58.9 %, 145/259), and cognitive behavioral (50.4 %, 124/259) func-
tions. Taken together, techniques related to cognitive behavioral therapy (CBT) were
present in 84.9 % (209/259) systems. Techniques from psychodynamic approaches were
rare (2.0 %, 5/259), as were life reviewing or hypnosis techniques (together present in
2.8 %, 7/259, denoted by others in Table 3.2). A total of 69.5 % (180/259) of systems had
the purpose of treating depression and 29.3 % (76/259) of systems had the purpose of
preventing it. Only 1.2 % (3/259) of the systems aimed to support patients in maintain-
ing a depression-free state. The system purpose was related to the therapeutic approach
(χ2

7 = 34.1, p < .001, Nagelkerke R2 = 0.24). Systems with Positive Psychology techniques
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were more often intended for prevention than for treatment. This was not the case for
systems with techniques from other therapies (Figure 3.2).

Figure 3.2: The number of versions with the purpose of preventing or treating depression per therapy. A
detailed list of the therapy subtypes for each of the therapy categories listed here can be found in Appendix
E

Abbreviations: BEH – behavioral therapy, CBT – cognitive behavior therapy, COG – cognitive therapy, INDEP
– independent of specific therapeutic theory, IP – interpersonal therapy, OTH – other, PD – psychodynamic
therapy, PP – positive psychology.

Similarly, guided systems (χ2
1 = 10.0, p = .002, Nagelkerke R2 = 0.05) were more often

used in treatment systems (ng ui ded = 105, nung ui ded = 75), whereas unguided ones were
used more in prevention (ng ui ded = 28, nung ui ded = 48).

EVALUATION

Systems were often evaluated only once with end users (86.9 %, 225/259) and, for the
largest part, in comparative trials (77.2 %, 200/259). In controlled trials, attention control
(41.7 %, 73/175) and waitlist (39.4 %, 69/175) were similarly common, whereas treatment
as usual (28.6 %, 50/175) was less frequent (Table 3.2). In total, 72.2 % (187/259) of
systems were evaluated in controlled trials. Appendix G comprises two tables ranking
systems according to the number of evaluations and the total number of participants
who participated in these studies.

Although 21 different measures assessed depressive symptomatology across studies,
the most frequent by far were the Patient Health Questionnaire [25], Beck’s Depression
Inventory [26], and the Center for Epidemiological Studies Depression Scale [27]. An
additional 11 measures were depression related, determining such things as fatigue,
rumination, stress, or quality of life. Finally, 12.0 % (31/259) of systems were evaluated
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in studies having primary outcomes other than depression, such as usability.

DESCRIPTION OF A FICTIONAL, PROTOTYPICAL SYSTEM

For illustration purposes, we outline here a fictional, prototypical depression treatment
system by combining insights from the qualitative reading of the articles and the
quantitative analyses. This is intended to serve as a narrative description of the
taxonomy provided in Appendix C. However, it must be noted that this is a simplification
and much variation exists among the systems. A prototypical system takes a CBT
approach and might comprise six modules, one of which is released every week.
The modules can be accessed on a website. The participant is made aware of the
presence of a new module via email; thus, the participant is reminded to adhere to
the treatment. Modules might cover topics such as activity scheduling, learning to
detect automatic thoughts, cognitive restructuring, problem solving, psychoeducation
concerning depression and the therapeutic approach, and relapse prevention. Each
module comes with exercises that are submitted to be checked by a therapist or similar,
who again provides feedback via email. The website might include a small calendar
application for the purposes of activity scheduling and a diary application for the
purposes of thought recording. In these applications, the user can enter and save
information. Once a week, the participant is asked to complete a depression scale, and
the therapist is notified if suicidal ideation is detected. The remaining questions are
averaged and presented to the user as a mood graph on the landing page. This sketched
system would have an average eHDTS score of around 2. For each of the eHDTS levels,
a similar, fictional description of possible functions scoring at this level can be found in
Appendix H. This is intended to provide a more concise and tangible description than
Appendix F can and to further concretize the taxonomy presented in Appendix C.

3.3.2. TECHNOLOGICAL SOPHISTICATION

SYSTEMS

The average system comprised mostly functions providing information to the user
without collecting and interpreting information from the user. This is further detailed in
Figure 3.3. Almost all interventions had the majority of their functions delivered through
technology, that is, hardly any system scored below 1 on technological sophistication.
However, only 21.1 % (28/133) of systems had a sophistication level above 2, indicating
that they were responsive to activities and information coming from the user. These
systems comprised, for the most part, interventions inspired by CBT or closely related
therapies. In fact, CBT systems lead the list of the most technologically advanced
systems, even when adjusting for the number of functions (Table 3.3). The top two
systems in both rankings are Help4Mood [28] and Deprexis [29]. The latter is a
commercial system aiming to mimic the structure of face-to-face CBT therapy, whereas
the former is a self-monitoring system that includes a virtual conversational agent.
Both presented high-tech solutions according to the eHDTS scale, as they adapted
the intervention to the users’ indicated interests and needs (Deprexis) or to the self-
monitoring data from users (Help4Mood). To allow researchers to compare their own
system, Appendix I provides the eHDTS score per cumulative percentage decile of
systems for both the weighted and unweighted system means. That is, when knowing
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the average weighted or unweighted eHDTS score of their system, researchers can use
the table to determine which decile of systems their system scores at, below, or above.

Figure 3.3: Cumulative density plot of all systems over the e-mental Health Degree of Technological Sophisti-
cation (eHDTS) scale. This analysis was conducted on the unweighted average of technological sophistication
of the systems. Labeled dots show the highest scoring system within a specific therapy, as indicated by the
label.

Abbreviations: BEH – behavioral therapy, CBT – cognitive behavior therapy, COG – cognitive therapy, eHDTS –
e-mental Health Degree of Technological Sophistication, INDEP – independent of specific therapeutic theory, IP
– interpersonal therapy, OTH – other, PD – psychodynamic therapy, PP – positive psychology.

Technological sophistication was not linked to the number of functions (r257 = 0.01,
p = .83), the system purpose (χ2

1 = 0.2, p = .69), or guidance (χ2
1 = 3.0, p = .08). However,

it did relate to the evaluation quality (χ2
1 = 6.1, p = .01, Nagelkerke R2 = 0.03). More

technologically sophisticated systems were less likely (OR = 0.59) to have been evaluated
in comparative trials than less technologically sophisticated systems. Furthermore,
when regarding randomized controlled trials (RCTs) in particular, we found that 80.8 %
(139/172) of RCTs evaluate systems that score below data entry level on average, with the
respective percentage of RCTs per eHDTS interval being the following: [0,1)–4 %; [1,2)–
77 %; [2,3)–16 %; and [3,4)–3 %.

FUNCTIONS

Support functions (mean = 1.73, SD = 1.06) scored higher in technological sophisti-
cation than intervention functions (mean = 1.43, SD = 0.88), although this effect was
small (F1,1903 = 38.11, p < .001, Level1 R2 = 0.03). An equally small effect was observed
when comparing the four types of support functions on their technological sophistica-
tion (F3,619 = 8.46, p < .001, Level1 R2 = 0.04). Monitoring support functions had the
highest average degree of technological sophistication (mean = 2.1, SD = 1.1, see Table
3.2). This indicates that monitoring functions were mostly technologically sophisticated
to the extent that they reported data back to the user, but they neither interpreted data
nor used the data to adapt the intervention. Social support (mean = 1.5, SD = 0.9) and
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intervention functions (mean = 1.5, SD = 0.8) ranked the lowest in terms of techno-
logical sophistication (Table 3.2). In social support, the score translates to technology
being typically either used to simply provide contact information to the user or to serve
as a communication medium between human support and user. Intervention functions
often took an informational form, possibly with a limited amount of interactivity, for
example, clicking through pages or filling in a Web-based diary.

The most frequently implemented support functions were execution support pertain-
ing to the management of user progress and risk, triggers, indirect social support, pro-
fessional direct social support, and symptom monitoring (Figure 3.4). However, only
management execution support and indirect social support were present at least once in
systems of all different therapies. A barely implemented function type was planning sup-
port. Shifting the focus to intervention functions, most stem from CBT or related thera-
pies or are independent of a specific therapeutic framework. CBT systems clearly domi-
nate the field, with most of the different function types being implemented in numerous
such systems (Figure 3.4). Yet, the average technological sophistication of functions (Fig-
ure 3.5) was not related to how frequently they were implemented (r154 = 0.12, p = .12).
Thus, functions that are often implemented are neither more nor less technologically so-
phisticated, on average, than functions that are rarely implemented. However, the more
often a function was implemented, the more often at least 1 of these implementations
was responsive to interaction activity of the user, for example, time spent on platform,
or even to the content of information provided by the user (r154 = 0.43, p < .001). For
interested readers, Appendix J finally also demonstrates that nearly all of the different
functions were implemented in a highly sophisticated manner in at least one system.

3.3.3. DEVELOPMENTS OVER TIME
In the past two decades, the field of e-mental health for depression has seen marked
growth, with five times as many systems developed in 2014 as in 2000 (Figure 3.6). As sev-
eral years typically lie between development and the publication of study outcomes, less
emphasis may be given to numbers after 2014. The figure also demonstrates that sys-
tems were being reused and extended to a substantial degree only from approximately
2009 onward. This is further supported, when examining systems with at least five ver-
sions more closely (Figure 3.7). Only MoodGYM had evolved multiple versions before
2009. Different versions developed within the same year are an indication that they were
created for the same study, often differing in only one function as an experimental ma-
nipulation.

Despite growth in the field in general, systems seemed to neither get larger (F1,257 =
0.25, p = .62) nor more sophisticated (F1,257 = 1.88, p = .17) with time. Within systems,
growth was observed across versions, with each new version of a system having half of
a function more than the previous one (b = 0.50, F1,125 = 11.60, p < .001, Level1 R2 =
0.06). However, technological sophistication seemed to remain the same (F1,125 = 1.96,
p = .16). Finally, the evaluation quality showed no relationship with the version number
(F1,136 = 0.07, p = .79). Later versions therefore appeared to be no more or less frequently
evaluated in comparative trials than earlier ones.
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Figure 3.4: Heatmap of the frequency with which a specific type of function was implemented in a therapy
across all systems of that therapy.

Abbreviations: BEH – behavioral therapy, CBT – cognitive behavior therapy, COG – cognitive therapy, INDEP
– independent of specific therapeutic theory, IP – interpersonal therapy, OTH – other, PD – psychodynamic
therapy, PP – positive psychology.

3.4. DISCUSSION

3.4.1. PRINCIPAL FINDINGS
Some limitations should be kept in mind when considering implications of the results.
The first pertains to the coding of technological sophistication. Namely, the one-
dimensional nature of the eHDTS scales can limit them in covering the full extent
of the degree to which they reflect how technologized a function is. In monitoring
support functions, for example, the scale captures how the system deals with the
collected information but not how the data are obtained in the first place. Thus,
whether monitoring data are collected via self-report or sensing does not influence the
level of technological sophistication. However, as sensors and data analysis methods
are becoming increasingly reliable, sensing will likely begin to play a crucial role in
more automated, that is, more technologically advanced, systems [43]. In addition to
monitoring, this is particularly to be expected in diagnosis and assessment systems [44,
45], which we have excluded in this review. Thus, in the future and especially when
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Figure 3.5: Heatmap of the average degree of technological sophistication per function type and therapy.

Abbreviations: BEH – behavioral therapy, CBT – cognitive behavior therapy, COG – cognitive therapy, INDEP
– independent of specific therapeutic theory, IP – interpersonal therapy, OTH – other, PD – psychodynamic
therapy, PP – positive psychology.

wishing to also study such systems, the manner in which data are collected should
receive more attention in the monitoring scale. An additional point to consider when
interpreting the results is the moderate reliability of some high-inference attributes.
Although this is a limitation that might influence more detailed findings, such as the
exact ranking of the systems according to their eHDTS score, we do not expect it to
substantially affect the larger patterns found. However, by double coding samples,
we have insight into the reliability of the estimates. In selecting a sample size for
double coding, we have aimed for a 10 % margin of error for the reliability estimates,
as suggested by Gwet [46] (see [12] for 95 % CI information for each estimate). Two
final limitations concern the scope of the reviewed systems, as well as the scope
of the reviewed functions. Systems developed for children and adolescents, women
with depression during or following pregnancy, and those with comorbid psychiatric
conditions, as well as systems developed before 2000, were excluded. In addition, we
did not consider commercial systems that are not reported in the scientific literature.
How well our findings generalize to these types of systems is therefore open to further
investigation. As far as the scope of the reviewed functions is concerned, functions
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Figure 3.6: The number of systems and versions developed per year between 2000 and 2016..

pertaining to data security or the integration of the system with existing health software
were not covered. Such aspects of the interventions were typically not found to be
reported in the publications. As data security is becoming an important concern of
software development and usage, we see a need for more consistent system reporting
guidelines and an opportunity for reviews of future systems to subsequently investigate
such functionality. In spite of these limitations, the outcomes of the analyses highlight
some of the challenges and opportunities for the field of e-mental health for depression.

First, no clear progress in terms of system sophistication was observed between 2000
and 2017, within or across systems. A possible challenge for progress might lie in the
short-term approach to system development in the field. In a long-term approach,
multiple versions with substantial changes in functionality could be expected. Early
versions would be tried in pilot studies, improved, and only eventually tested in an RCT.
However, this is not what we found. Despite often proving effective in RCTs, two-thirds
of the systems are not evolved and retested (e.g., [47–49]). In addition, in systems that do
have multiple versions, systems are often extended only by a function for hypothesis
testing among versions, and versions do not differ in technological sophistication.
Finally, there was also no association between the evaluation level and the version
number for systems that had more than one version.

Another challenge for the field is posed by the spread in technological sophistication.
Our analyses confirmed what has been hinted at in previous reviews and meta-analyses
[3, 7, 8]: systems developed within a research context vary in their implementation and
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Figure 3.7: The number of versions developed per year between 2000 and 2016 for the ten systems having five
or more versions.

in their technological sophistication. By and large, they are not very technologically
advanced, and those systems that are mostly informational in nature account for 81 % of
what is evaluated in RCTs. Only approximately one-fifth of the systems have a substantial
amount of functions that are responsive to input from the user. These differences in
technological realization have, thus far, been neglected in literature syntheses taking a
clinical psychology perspective. For example, two effects identified in such syntheses
are that both adherence and effect size appear to increase with higher levels of human
guidance (no guidance vs administrative guidance vs therapist guidance) [4]. Although
this has been hypothesized to be linked to missing therapeutic alliance or accountability,
our results indicate another possibility. We found the lack of guidance to be neither
compensated with more content or technological support nor with a more responsive
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and, thus potentially more engaging, system. It is therefore possible that guidance
plays a role especially when systems are not very responsive. As, according to our
analyses, this applies to approximately 80 % of the systems, the results of meta-analyses
over all systems may not generalize to more technologically advanced solutions. This
notion finds some support in a system-specific meta-analysis of the Deprexis system
[50], which ranked second in our ranking of the most technologically advanced systems.
Across different studies with Deprexis, dropout ranged from 6 % to 50 %, contrasting
with the average dropout rate of 74 % found for other unguided systems in general
[4]. Furthermore, it was not only observed that unguided Deprexis had an average
effect size across trials comparable with that of other systems, including administrative
guidance [4], but also that adding guidance did not influence the magnitude of the
effect. However, it must also be emphasized at this point that the potential of more
technologically advanced systems leading to higher adherence is merely a hypothesis
that is in need of further investigation.

Aside from these challenges, we also see opportunities. Systems developed for
depression, to date, are hardly making use of the full bandwidth of available technology.
In fact, empirically evaluated systems are mostly delivered on the World Wide Web. Only
a very few take a mobile form as either native apps or cross-platform Web applications.
This is surprising considering that smartphones became a ubiquitous and highly used
technology approximately mid-way of the examined time period. In a review from
2015 on the state of the app marketplace for depression apps, 82 apps had been
identified for the treatment of depression [51]. A later review (2017) found that only
five apps for depression treatment had been empirically evaluated in effectiveness trials
[52]. Therefore, an abundance of apps exists, but most apps are commercial and few
have been scientifically studied. However, the empirically evaluated apps included
in this review fared well in technological sophistication, such as Mobilyze! [41] and
Mobile Sensing and Support (MOSS) [30]. Both apps attempt to learn how to provide
context-sensitive interventions on the basis of phone sensor readings. The former
uses models trained before delivering the interventions, whereas the latter continuously
learns user preferences as it intervenes. In addition to mobile apps, there are several
other underexplored innovative technologies, such as social media, conversational
agents, and virtual reality. Yet, where these were implemented, some technologically
interesting solutions emerged. In social media systems, Panoply [36] can be considered
a technological forerunner. It integrates social networking between Panoply users and
crowdsourcing from Amazon Mechanical Turk to ensure high-quality content, both in
terms of users’ thought-recording posts and in terms of responses to these posts. Woebot
[53], a fully autonomous chatbot provided on social media, was developed after our
search; therefore, it was not included in the analyses. Through short, daily conversations
using Facebook instant messenger, Woebot continuously checks in with users and tailors
short intervening information and empathic replies to their reported mood. Finally, a
creative attempt to alleviate depression is presented by the only virtual reality system
that we found [54]. Users are first asked to comfort a virtual avatar with the embodiment
of a child. They then take on the perspective of this child in virtual reality to hear
their own comforting words said back to them, with the effect of increasing their self-
compassion. However, innovative technology solutions, such as the ones mentioned, are
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scarce. Thus, there still are many opportunities for the field to explore such directions.

3.4.2. CONCLUSIONS
The e-mental health field for the treatment and prevention of depressive disorders is
large and consist of a very active research community, as evidenced by the vast body
of literature that could be identified for this study. In line with our research questions,
three main conclusions can be drawn. First, although the system landscape is overall
varied, there are clear trends: three quarters of the systems implement therapeutic
techniques related to CBT, three quarters are delivered on the World Wide Web, and
three quarters have been evaluated in comparative trials. Second, most systems do
not get close to the full technological potential of e-mental health. However, some do.
On the level of functions, we have further found that nearly all functions have been
implemented in a responsive manner in at least one system, showing that the high end of
the scale is obtainable across the board. Third, there appears to be no clear technological
development across systems between 2000 and 2017. Furthermore, within systems that
have multiple versions, a small increase in size with each new version showed, but this
was not the case for technological sophistication. Consequently, it can be argued that,
from a technological perspective, there is still room for improvement. Future research
investigating the relationship between software implementation and clinical outcomes
will need to show whether such improvement is beneficial and cost-efficient with regard
to development and maintenance.

To conclude, the scientific contribution of this research is its provision of a compre-
hensive overview of the technological state of the art of e-mental health systems for
the prevention and treatment of adult major depressive disorder developed and stud-
ied since the year 2000. This is further accompanied by EHealth4MDD, an open-access
database containing all extracted and coded information from the literature used in this
writing. Together, the review and database are intended to serve as inspiration for the
development of new systems on the one hand and as facilitators for the study of hy-
potheses related to system composition on the other.
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ABSTRACT

The cognitive approach to psychotherapy aims to change patients’ maladaptive schemas,
that is, overly negative views on themselves, the world, or the future. To obtain awareness
of these views, they record their thought processes in situations that caused pathogenic
emotional responses. The schemas underlying such thought records have, thus far, been
largely manually identified. Using recent advances in natural language processing, we
take this one step further by automatically extracting schemas from thought records. To
this end, we asked 320 healthy participants on Amazon Mechanical Turk to each complete
five thought records consisting of several utterances reflecting cognitive processes. Agree-
ment between two raters on manually scoring the utterances with respect to how much
they reflect each schema was substantial (Cohen’s κ = 0.79). Natural language process-
ing software pretrained on all English Wikipedia articles from 2014 (GLoVE embeddings)
was used to represent words and utterances, which were then mapped to schemas using
k-nearest neighbors algorithms, support vector machines, and recurrent neural networks.
For the more frequently occurring schemas, all algorithms were able to leverage linguis-
tic patterns. For example, the scores assigned to the Competence schema by the algo-
rithms correlated with the manually assigned scores with Spearman correlations ranging
between 0.64 and 0.76. For six of the nine schemas, a set of recurrent neural networks
trained separately for each of the schemas outperformed the other algorithms. We present
our results here as a benchmark solution, since we conducted this research to explore the
possibility of automatically processing qualitative mental health data and did not aim
to achieve optimal performance with any of the explored models. The dataset of 1600
thought records comprising 5747 utterances is published together with this article for re-
searchers and machine learning enthusiasts to improve upon our outcomes. Based on
our promising results, we see further opportunities for using free-text input and subse-
quent natural language processing in other common therapeutic tools, such as ecological
momentary assessments, automated case conceptualizations, and, more generally, as an
alternative to mental health scales.
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4.1. INTRODUCTION

E-mental health—delivering therapeutic interventions via information and communi-
cation technology—is regarded as a promising means of overcoming many barriers to
traditional psychotherapeutic care. Yet, in a review of more than 130 scientifically eval-
uated e-mental health systems for depression, it was found that the technological state
of the art of these systems is limited: even in recently developed systems, technology is
often only used as a platform for delivering information to the patient. When the patient
is asked to provide open, unconstrained textual information to the system, this informa-
tion is typically either processed by a human in the case of guided systems or not pro-
cessed at all in the case of autonomous systems [2]. Although both methods are arguably
very robust to misunderstanding, human processing is costly while no processing offers
no advantage over traditional paper-based workbooks. However, developments in data-
driven natural language understanding are increasingly able to reliably interpret uncon-
strained qualitative user input. Here, we explore this opportunity for a specific thera-
peutic task in cognitive therapy: determining underlying maladaptive schemas from the
information contained in thought record forms.

Thought record forms provide patients with a structured format for monitoring their
thoughts, consisting of descriptions of the thought eliciting situation, the experienced
emotion, the first cognitive appraisal of the situation, and the resulting behavior.
Thought records are commonly employed in cognitive therapy, a form of psychotherapy
based on Beck’s cognitive theory [3]. The theory posits that not the situations but the
way in which we appraise them causes our emotions. For example, it is not the fact that
we are not invited to a party that makes us upset but rather the fear or understanding
that this says something about us or our relationship with the host. Our immediate and
unreflected appraisal of a situation is called an automatic thought. Automatic thoughts
are in turn determined by schemas, the cognitive structures that make up our world view.
A specific schema can be activated given the right trigger. In people with certain mental
illnesses, it is theorized that pathogenic schemas have a particularly low activation
threshold [4]. Consequently, a core part of cognitive psychotherapy involves teaching
patients to monitor thoughts for insight into underlying schemas. Starting from the
automatic thought noted down in the thought record, the downward arrow technique
(DAT) [5] helps to determine the causative maladaptive schema. It consists of repeatedly
asking why it would be upsetting or what would be the worst that could happen if the
idea stated in the previous step was true. An example thought record that we collected
in our experiment is shown in Table 4.1. The DAT is illustrated by the final three rows
(in cursive font). Since the majority of thought records in our dataset include the DAT,
hereinafter the term thought record refers to both the core thought record and DAT
unless explicitly stated otherwise. Also extending beyond the nomenclature typically
used in clinical psychology, we define as a thought record utterance the automatic
thought or any completed step of the DAT. Each of the final four rows of the Participant
Response column of Table 4.1 reflects an utterance. As can be seen in the response to the
second downward arrow step, i.e., I want friends. I will be lonely otherwise., an utterance
can consist of multiple sentences.

Unlike automatic thoughts, schemas have received little attention in empirical re-
search to date [6]. When considered, they have typically been explored in a top-down
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manner with measurement instruments developed on the basis of cognitive theory and
validated with exploratory factor analyses (for example, [6, 7]). To the best of our knowl-
edge, only one classification rubric for schemas exists that was not exclusively derived
from theory but created from a content analysis of a set of thought records (also includ-
ing DAT) collected with an online self-help cognitive behavioral therapy (CBT) program,
namely the schema rubric of Millings et al. [8].

In this work, we develop the natural language processing (NLP) foundation for a task-
oriented conversational agent (CA) that motivates users to regularly complete thought
recording homework exercises. Most CAs used in practice to date are frame-based [9,
Ch. 24]. To be able to parse the semantics of a user input (e.g. “I want to take my
girlfriend to the theater next weekend.") and fill the slots in a frame (e.g. day, show,
theater, time, number of tickets), the agent needs to classify broadly the intent of the
entire input phrase (e.g. book theater tickets) and extract specifically the information
corresponding to empty slots. When all slots are filled, the agent can complete the task.
Up until recently, intent classification and slot filling were mostly done using a hand-
written, domain-specific semantic grammar, often prescribing possible synonyms as
well as a certain order for the information (e.g. {I want | Could I | It would be great if
I could} * {book | reserve | get} * {tickets | cards} * {movies | theater} *). Systems using
such grammars are expensive in terms of engineering time and prone to errors and
misunderstandings [9, Ch. 24]. Both drawbacks have been largely eliminated with the
advent of deep learning in the past decade. Rather than hand-crafting large sets of
rules, deep learning allows for the acquisition of synonyms and word usage in context
from large sets of data, such as Wikipedia. As two recent literature reviews show, these
developments are slowly finding their way into CAs for health care [10, 11]. Laranjo et
al. [10] found most of the CAs allowing for unconstrained natural language input to have
been developed after 2010. Yet, only one-half of the reviewed agents used frame-based or
agent-based dialog management [12], while the other half implemented entirely system-
driven and finite-state dialog management strategies. The authors therefore conclude
that CAs in health care are not up to par with those in other fields. Of all 40 agents
considered by Montenegro et al. [11], only six use state-of-the-art natural language
understanding techniques [13–18].

While it is always important to limit user frustrations that arise from understanding
errors on the part of the CA, this is particularly crucial in dialog systems for mental
health treatment due to the highly emotionally sensitive domain. It is conceivable
that language understanding errors as well as inconsistent or insensitive [19] responses
could affect not only patients’ experience and trust in the system but, in the worst
case, also their mental health. Consequently, rule-based systems have been the norm
[20]. Questions from the system are phrased so narrowly that they leave little room for
unexpected responses (e.g., [21]). Since even therapy following a strict protocol is much
less task-oriented than booking theater tickets, most systems fully or partially resort
to providing multiple response options to the user (see, for example, [22]). The more
recently developed Woebot [23], a chatbot for treating college students with symptoms
of anxiety and depression, only uses natural language processing as an option for some
nodes of Woebot’s decision tree architecture, choosing the next node mostly based on
user selection of one of several suggested replies.
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Thought recording exercises are often assigned as homework to patients in face-
to-face treatment or included in self-help workbooks and treatment systems with
only general instructions. Timely feedback or tailored support from a therapist are
therefore usually not available when patients attempt the exercise. As the goal of
thought recording is the discovery of thinking patterns, frequent completion of thought
records is crucial for their success. It is for these reasons that we aim to build a
CA to motivate and support people in regularly completing thought records. The CA
can use knowledge about schemas to provide feedback, to respond understandingly,
or to strategically ask for supplementary information. This work therefore addresses
the following primary research question: Can the underlying maladaptive schema of a
thought record utterance be scored by a machine?

4.2. HYPOTHESES

The objective of this study was to see whether identifying schemas from thought records
is at all possible. Consequently, our first hypothesis is that schemas can be extracted au-
tomatically (H1). We investigate this with a future goal of implementing a conversational
agent capable of providing useful feedback. For such practical applications, we were also
interested in studying ways to potentially improve automatic schema identification. As
a result, three additional hypotheses, informed by psychological theory, were also in-
vestigated: automatic predictions improve as the downward arrow technique progresses
(H2), within individuals, similar situations will activate the same schemas (H3), across
individuals, there is a relationship between the active schemas and scores on mental
health scales (H4). We here motivate the hypotheses in turn.

4.2.1. H1: SCHEMAS CAN BE EXTRACTED AUTOMATICALLY
As outlined above, conversational agents in health care, and particularly in depression
treatment, to date are employing grammar-based or no NLP more often than not. Yet,
the field more generally has not been blind to state-of-the-art data-driven methods.
Thus far, however, they are mostly used in clinical psychology research to perform
psychological assessment. Social media platforms and forums provide a treasure trove
of natural language data occurring in virtual social environments. This has resulted
in a large body of literature searching for linguistic markers indicative of depression,
crisis, or suicidal risk in the data (e.g. [24–30]). One such example is the crisis detection
models developed in [28]. With a dataset of posts comprising on average three sentences
collected through the mental health app Koko, the authors use a recurrent neural
network (RNN) to detect crisis (binary classification task). They augment their RNN
with attention [31] to display the parts of a post that the neural network pays attention
to during classification. Their best model, an RNN without attention, detects crisis with
an F1-score accuracy of 0.80. In another study [29], the task was to correctly identify
which topic-based forum (or subreddit) on the social media website Reddit the posts of
users belong to. The posts were drawn from eleven different manually selected mental
health subreddits. The best performing algorithm achieved an F1-score accuracy of 0.71
with a convolutional neural network in this multi-class (more than two classes that are
mutually exclusive) classification task. Benton et al. [30] study a similar problem as a
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multi-label (more than two classes that are not mutually exclusive) learning task. Using
tweets posted on the social media platform Twitter, they simultaneously classify suicidal
risk, atypical mental health, and seven mental health conditions. They observed a clear
added benefit of leveraging possible correlations between the labels in the multi-label
models compared to a set of nine single-class prediction models. Although the described
research indicates that automatically identifying crisis or mental health conditions from
social media corpora is feasible, it is unknown whether this applies to schemas as well.
However, the fact that the schema rubric of Millings et al. [8] was obtained via content
analysis from a corpus of thought records indicates that language and word usage differ
between the schemas. If this is the case, a good model trained on sufficient data should
be able to pick up on these differences. Additionally, schemas are not mutually exclusive
and might therefore inform each other, possibly further improving prediction accuracy.
On the basis of these considerations, we posit the following:

H1 The schema(s) underlying a thought record can be identified by an algorithm with
an accuracy above chance.

4.2.2. H2: DOWNWARD ARROW CONVERGES AND H3: SCHEMA PATTERNS

ARE SIMILAR ACROSS THOUGHT RECORD TYPE
Thought records ask patients to first briefly describe the situation that resulted in
the pathogenic emotion in their own words. The automatic thought is thus directly
connected to the situation description and both are highly individual. Automatically
analyzing such free-form open text without any further restrictions is an open-domain
NLP task, similar to small-talk. For an artificial intelligence, this is notoriously difficult to
deal with well as it requires a comprehensive world model of many topics. Such a model
cannot feasibly be engineered by humans and, if it is at all possible, very large amounts
of data would be required to construct it bottom-up. Models created in this manner are
usually no longer transparent and may show unintended behavior (e.g., [32]).

From a clinical perspective, an alternative to open thought recording is to elicit
schemas by means of imagined situations, using scripted situation vignettes as a basis
for the thought records. Thought recording is typically assigned as homework for the
patient in cognitive therapy, with the completed forms constituting an integral part of
the face-to-face sessions. While leaving patients to their own devices provides them
with freedom and ensures ecological validity, the various different steps of the thought
recording method do not always come easy to patients [33]. When they struggle,
therapists may guide the process by resorting to imagery or role-play so as to recreate
the situation in the face-to-face session and evoke the automatic thought again [34].
For initial practice [35] or for the controlled assessment of cognitive errors [36–38] and
cognitive restructuring skills [39], therapists may additionally restrict patients by asking
them to envision themselves in certain scripted ambiguous scenarios. From a technical
perspective, such a scripted scenario can delimit the natural language domain. Taking
the scenario into account in a schema identification model should thus produce more
reliable results. Despite scenarios being viable from a clinical perspective and the safer
option from a technical perspective, two aspects of cognitive therapy give rise to the
possibility of open classification models for this specific NLP task: the downward arrow
technique and the categorization of situations into situation types.
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DOWNWARD ARROW TECHNIQUE

The theory behind the downward arrow technique (DAT) posits that as one progresses
along the downward arrow, a schema will be reached. While automatic thoughts are
specific appraisals of situations, schemas are general: the same schema can cause a
large variety of specific automatic thoughts. From this, it should follow that the thoughts
delineated with the DAT become increasingly independent of the situation description.
For the NLP, this means that the language in utterances should converge to language that
is more characteristic of the schema. We therefore hypothesize as follows:

H2 Schema identification accuracy increases as one proceeds along the downward
arrow.

CATEGORIZATION OF SITUATIONS

Two situation types that are commonly distinguished in cognitive therapy are inter-
personal situations and achievement-related situations (e.g., [40]). Interpersonal situa-
tions pertain to one’s self-worth in relation to other people, while achievement-related
situations are such where one might perform poorly and one’s self-esteem is at risk.
Hence, a schema identification model might generalize to any real-world situation as
long as it takes into account whether the situation type is more interpersonal or more
achievement-related. Consequently, the following hypothesis is tested:

H3 Within an individual, the schema patterns of scenario-based thought records can
predict those of the real-life thought record when they match in situation type
(interpersonal or achievement-related).

4.2.3. H4: MENTAL ILLNESSES HAVE ASSOCIATED SCHEMAS
Lastly, cognitive theory argues for differences between depression and anxiety with
regard to schemas. Depressed individuals are theorized to have overly negative views
of the self, the world, and the future, while anxious individuals hold schemas related to
personal danger [41]. However, Millings et al. [8] found that only the presence of the
schema related to power and being in control differs between those with depression
and those with anxiety, with particularly the anxious participants in their online CBT
program presenting with the schema. If each mental illness were to show specific
associated schemas, though, mental health data could inform a prior distribution over
schemas in terms of their likelihood. This might improve a machine learning model.
Using the coding scheme of [8], we therefore pose the following exploratory hypothesis:

H4 The schema patterns of an individual combined across thought records can
predict his or her depression, anxiety, and cognitive distortions as self-reported
using standard psychological questionnaires.

4.3. METHODS

To test the hypotheses stated above, a dataset of completed thought records was needed.
Copies of thought records from actual patients gathered through a therapeutic practice
were not an option because we could not obtain access to such an existing corpus. We
therefore chose to collect a new dataset of thought records through the online crowd-
sourcing platform Amazon Mechanical Turk. The Human Research Ethics Committee
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of Delft University of Technology granted ethical approval for the research (Letter of
Approval number: 546).

4.3.1. DESIGN
The data collection process was designed as a cross-sectional observational study. This
means that there were no independent variables manipulated and consequently no
conditions.

4.3.2. MATERIALS
Three online platforms were used in the study: Amazon Mechanical Turk (MTurk) for
recruitment, Qualtrics for data collection, and YouTube for hosting instructional videos
on how to complete thought records. People who registered for the task on MTurk were
redirected to Qualtrics. YouTube videos were embedded in Qualtrics.

The instructions for the thought recording task included psychoeducation on cogni-
tive theory, a short description of the components of a thought record, and four video
examples of how to complete the thought records using two scenarios and four fictional
characters to emphasize that thought records are highly individual and that there are no
incorrect answers as long as thought records are coherent.

Two types of thought records were used in the study: closed and open thought records.
The closed thought records asked participants to imagine themselves in a certain pre-
scripted scenario and to write thought records as if what is detailed in the scenario had
happened to them. The open thought records, on the other hand, asked participants
to write thought records using a recent situation from their own lives. The scenarios of
the closed thought records for any participant were chosen from a set of ten possible
scenarios. These were divided into two sets of five scenarios, one set comprising
scenarios of an interpersonal nature, the other comprising scenarios of an achievement-
related nature. The scenarios were taken from the Ways of Responding Questionnaire
[39] and the Cognitive Error Questionnaire [37]. A complete list of the scenarios can be
found in the data repository of this study [42]. The open thought record followed the
exact same structure as the closed ones, except that participants had to briefly describe
a situation that happened in their life instead of first imagining themselves in a given
scenario and then describing it again in their own words.

The formulation of the downward arrow technique (DAT) questions depended on
the emotion category that participants selected. When this was happiness, they were
not directed to complete the DAT after stating the automatic thought. Therefore, all
thought records in our dataset have at least one utterance: the automatic thought. When
selecting sadness or anger the DAT consisted of repeatedly asking “And why would it be
upsetting to you if [previously stated thought] were true? What would it mean to you?
What does it say about you?" When selecting fear, on the other hand, the corresponding
question was “And what would be the worst that could happen if [previously stated
thought] were true? What would it mean to you? What does it say about you?" Just like
the thought records, the DAT was altered slightly to better fit online administration: after
each step, participants were asked whether they wanted to continue with the technique
or not. This was necessary to eventually break the loop while giving participants the
chance to complete as many steps as they wanted.
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4.3.3. MEASURES
Three mental health questionnaires were used: the Hospital Anxiety and Depression
Scale (HDAS) [43], the Beck Depression Inventory (BDI-IA) [44], and the Cognitive
Distortions Scale (CDS) [40]. The HDAS is a diagnostic tool for depression and anxiety,
while the BDI-IA only assesses symptoms of depression. The CDS measures to what
degree someone suffers from cognitive distortions, such as black-and-white thinking, in
achievement-related as well as in interpersonal situations.

The post-questionnaire comprised three items asking participants how difficult and
how enjoyable they found it to complete a thought record, and to indicate how many
thought records they think they would complete if they were asked to complete a thought
record daily for a period of seven days. We collected this data as secondary measures
in anticipation of follow-up research, in which we aim to implement a conversational
agent to motivate users to regularly record their thoughts. The data from the post-
questionnaire were collected for follow-up research and will not be discussed in this
paper.

4.3.4. PARTICIPANTS
The only qualifications participants needed to access the task on MTurk was to be
located in the USA, Canada, the UK, or Australia, to be at least 18 years of age, and to
never have participated in the same study before. A total of 536 participants accepted
the task on MTurk. Of these, 320 responses were usable. Hence, approximately
40 % of responses had to be excluded on the basis of participants failing at least
one of the two instruction comprehension questions or not taking the task seriously
(having filled in incomprehensible text or obviously having copied and pasted text from
other websites into the text-entry fields). Excluded participants were not reimbursed.
Participants who completed the experiment received $4 for their participation, based on
an estimated 35 minutes needed to read the instructions and to complete the task and
all questionnaires. This estimate was obtained from a pilot run with 10 participants. In
choosing the reimbursement amount, we aimed to fairly reimburse participants’ time.
As a consequence, the Amazon Mechanical Turk workers, just like patients wishing to get
healthier, had an incentive to do the task. However, we did not use the reimbursement
to motivate our participants to put in extra effort, as all participants received the same
reimbursement.

Of the 320 included participants, 148 were female, 171 were male, and 1 indicated
Other. The mean age of 319 participants was 36.25 years (SD = 10.99) with the youngest
being 19 and the oldest 71. Demographic questions were optional and one participant
chose not to provide her age.

4.3.5. PROCEDURE
Participants fulfilling the qualification criteria could access the task in MTurk. There,
they were presented with basic information about the study, such as a short description
of the task and the expected time to complete it. Once having accepted the task, partici-
pants were redirect to Qualtrics for the experiment. Upon giving their explicit consent to
six statements, they were forwarded to a short demographic pre-questionnaire followed
by the task instructions. To ensure that participants would not rush through the instruc-
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tions, two instruction comprehension questions completed the instructional part: one
asking participants what they would have to do in the main task in general and the other
concerning procedural aspects of how to complete the thought records as explained in
the videos. Failing to answer at least one of the questions correctly resulted in the imme-
diate exclusion of the participant. This was made clear to participants before reaching
the questions and the questions were displayed on the same page as the instructions,
allowing participants to re-read instructions or re-watch videos before giving their an-
swer. Participants who answered both instruction comprehension questions correctly
were forwarded to the thought recording task. This consisted of four closed and one
open thought record in this order. For the closed thought records, they were asked to
first read the short scenario description and imagine themselves in the situation. They
were then directed to a new page with the first thought record form. Throughout the
process of completing this, it was possible at any point for the participants to access a
short version of the instructions again.

The thought record form was followed by the downward arrow technique. After each
step of the DAT, participants were asked whether they wanted to continue with another
step. This allowed repeatedly reminding them of the stopping criteria: repeating oneself
or feeling that answers were becoming somewhat ridiculous. After indicating that they
did not want to continue with the DAT or in case of having selected happiness as the
emotional response to the situation, participants were presented with the final thought
record question. This concerned the behavior they would expect themselves to exhibit
in the situation. The post-questionnaire and the three mental health scales completed
participation. The entire experimental flow is visualized in Appendix K.

4.3.6. DATA AND ANALYSIS STRATEGIES
To obtain a labeled dataset for training the schema identification models, the thought
record utterances had to be scored manually. To this end, we used the schema rubric
developed by Millings et al. [8]. This rubric comprises ten categories, of which nine
are well-defined schemas, such as Attachment or Meta-Cognition. The final category,
however, is an “other" category for all thought records that cannot be assigned one
of the well-defined schemas. Schemas are not mutually exclusive, a thought record
can therefore be labeled with multiple schemas. We made three modifications to the
original rubric. The first modification pertains to the area of application: the original
rubric is always applied to an entire thought record, while we apply it to thought record
utterances. As a second modification, we dropped the Other category, but allowed
utterances to have a 0-score for all of the nine schemas labels. As the final modification,
we have altered the original rubric from an utterance being indicative of an underlying
schema or not (binary schema label) to it being indicative of an underlying schema to
a certain degree (ordinal schema score). The schema scores that we assign range from
has absolutely nothing to do with the schema (0) over corresponds a little bit with the
schema (1) and corresponds largely with the schema (2) to corresponds completely with
the schema (3).

The schemas of thought record utterances and the scenario type of the open thought
record had to be manually scored. Table 4.2 shows example thought record utterances
from our dataset for each of the nine schemas and the nine scores assigned to each of
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the utterances. All manual scoring was conducted by the first author, who scored the
utterances in random order. To obtain an indication of reliability, an additional coder, a
graduate student of clinical psychology, scored a subset of the utterances. For this, three
subsets of 50 randomly selected utterances were used to train the coder until agreement
on the interpretation of definitions was reached. Any scoring deviation of more than one
point on the ordinal scale was discussed. Then the second coder coded another subset
of 100 randomly chosen utterances. Interrater agreement between the first and second
coder on this subset was substantial (weighted Cohen’s κ = 0.79). The first coder also
recoded the same subset one year after completing the initial coding of all utterances
with good intracoder agreement (weighted Cohen’s κ= 0.83).

H1: SCHEMAS CAN BE AUTOMATICALLY EXTRACTED

To test the first hypothesis, thought record utterances were studied taking a natural
language processing perspective: using a machine learning model to score an utterance
with regard to the nine well-defined schemas. This task can formally be described as
an ordinal multi-label scoring task: an algorithm must assign each utterance a schema
vector consisting of nine values ranging between 0 and 3. Assigning ordinal scores to
data is generally not trivial and common simplifications are to either treat the ordinal
scores as separate classes (nominal data) or as equidistant integers on a continuum
(interval data) [45]. The former is otherwise known as classification and entails that
the ordering information of scores is lost. The latter is regression and entails that
the ordering is maintained, but information is added, such as that labels are equally
spaced and that the space between labels can be meaningfully interpreted. Where
specific algorithms have been created for ordinal data [45], these often assume that
higher ordinal labels subsume lower ones (compare, for example, [46]), e.g., if something
corresponds very much to a schema (score 3) it also automatically corresponds a little
bit to the schema (score 1). This is not the case here, as we also have score 0 meaning
that an utterance does not correspond to a schema. Another criterion for choosing
algorithms was the ready availability of functional, well-maintained, and commonly
used software packages. We assume this to work to the advantage of reproducibility
and further development. As a result of these considerations, we opted to explore both
approaches of treating the scores as nominal as well as treating them as interval rather
than exploring specific ordinal methods.

Before automatically scoring, the data were linguistically preprocessed by lower-
casing, replacing misspellings, contractions, and numbers, adding missing sentence
end marks and comma space, and finally removing stop words and unnecessary white
space. They were then divided into a training set, a validation set, and a test set, with
the test set comprising 15 % of all data, the validation set comprising another 12.75 %,
and the training set comprising the remaining 72.25 %. Samples to include in test and
validation set were not selected at random but rather we ensured that three criteria
were fulfilled: 1. similar distribution of schemas, 2. approximately the same proportion
of open and closed scenarios, 3. approximately the same distribution over DAT depths
as in the entire dataset. This was achieved by randomly sampling 1000 times from the
entire distribution, determining the deviation in distribution between the sample and
the population for each of the three criteria, summing these three deviation measures,
and choosing the sample with the smallest result. The process was first done for the
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Table 4.2: Example utterances for each schema taken from the dataset collected in this study. Utterances
are thoughts and can be either automatic thoughts or any thought written as part of the downward arrow
technique. Scores were manually assigned for each of the nine mental health schemas by the first author.

Utterance S1 S2 S3 S4 S5 S6 S7 S8 S9

S1: Attachment examples

I am unlovable and less than other people. I will
never find friends or a girlfriend.

3 0 3 0 0 0 0 1 0

I don’t want to be alone. 3 0 0 0 0 0 0 0 0

I was a bad mom. 3 0 0 0 0 0 0 0 0

I failed at the relationship. 3 0 0 0 0 0 0 0 0

I won’t be a good partner to others. 3 0 0 0 0 0 0 0 0

S2: Competence examples

I feel like a failure at my job. 0 3 0 0 0 0 0 0 0

I’m unprepared for this task. 0 3 0 0 0 0 0 0 0

I can never go into a sales job. 0 3 0 0 0 0 0 0 0

I am not good enough to get a job. 0 3 0 0 0 0 0 0 0

I would be unable to produce saleable work. 0 3 0 0 0 0 0 0 0

S3: Global self-evaluation examples

It would mean that I am lazy and I need to do
better

0 0 3 0 0 0 0 0 0

I should never have been born. 0 0 3 0 0 0 0 3 0

I am selfish. 0 0 3 0 0 0 0 0 0

S4: Health examples

I would become ill. 0 0 0 3 0 0 0 0 0

I feel exhausted and anxious. 0 0 0 2 1 0 0 1 0

I cannot lose weight no matter what I try. 0 0 0 3 2 0 0 0 0

It would be very depressing, it would say that I
would need counseling to get through life.

0 0 0 3 1 0 0 1 0

I will have health issues 0 0 0 3 0 0 0 0 0

S5: Power and control examples

I’m going to be stuck in my current situation
forever.

0 0 0 0 3 0 0 1 0

The feeling of being pressured by my boss. 0 0 0 0 3 0 0 0 0

I was fired and not given a chance to succeed. 0 1 0 0 2 0 0 0 0

I am not in control of what I do or how I perceive
myself

0 0 0 0 3 2 0 0 0

That I still have a target painted on my back for
their abuse.

1 0 0 0 3 0 1 0 0

S6: Meta-Cognition examples

My perception of people is off and that’s why I
have a difficulty creating new relationships.

1 0 0 0 0 3 1 0 0

That I can be more than a bit compulsive about
investigating odd byways of thought.

0 0 0 0 0 3 0 0 0

I trick myself into believing I’m better than I am. 0 0 0 0 0 3 0 0 0

Because I hold myself to a high standard. 0 0 0 0 0 2 0 0 0

I get angry easily over small things. 0 0 0 0 3 1 0 0 0
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Utterance S1 S2 S3 S4 S5 S6 S7 S8 S9

S7: Other people examples

People would rather avoid me than be in my
presence.

0 0 0 0 0 0 2 0 3

It means that these people not care about anyone
but themselves, and i have to suffer

0 0 0 0 0 0 3 0 0

People will mock me 0 0 0 0 0 0 3 0 3

I am not as selfish as other people. 0 0 0 0 0 0 3 0 0

It means that other people can do despicable
things and not be accountable.

0 0 0 0 0 0 3 0 0

S8: Hopelessness examples

I will stop trying in life and give up 0 0 0 0 1 0 0 3 0

I should never have been born. 0 0 3 0 0 0 0 3 0

Depression makes me think I’d be better off dead. 0 0 0 2 0 0 0 3 0

I will never have a life I enjoy 0 0 0 0 0 0 0 3 0

I’ll never feel like I have a purpose. 0 0 0 0 0 0 0 3 0

S9: Others views about self examples

My friends don’t like me. 2 0 0 0 0 0 0 0 3

Because I want people like him to like me. 0 0 0 0 0 0 0 0 3

I could not make him see that I am a responsible
person.

0 0 0 0 0 0 0 0 3

I must not be his type of person. 0 0 0 0 0 0 0 0 2

It would say that she did not feel like she was able
to talk to me.

0 0 0 0 0 0 0 0 3

test set and then repeated with the remaining data samples to obtain the validation set.
We used normalized, 100-dimensional GLoVE embeddings [47] trained on all English
Wikipedia articles existent in 2014 to represent the words in utterances.

Three types of algorithms of varying levels of complexity were chosen for the task:
k nearest neighbors classification (kNN-C) and regression (kNN-R), support vector
machine classification (SVC) and regression (SVR), and a multi-label recurrent neural
net (RNN) as well as a set of separate RNNs per schema. All three types of algorithms are
supervised-learning algorithms, meaning that they learn from labeled examples. The k-
nearest neighbors algorithms work as follows: for each new utterance that the algorithm
has to label, a distance is calculated between this utterance and each of the utterances
of the training set. The distance indicates how similar, i.e. close in representation space,
the new utterance is to the utterances the algorithm has seen before. In our case, the
distance metric was calculated by first linguistically preprocessing each utterance, then
representing each word of an utterance as a GLoVE-embedded word-vector, normalizing
the vectors, averaging all word-vectors of an utterance, and finally computing the cosine
similarity between the utterance and each utterances of the training set. The k then
determines the number of closest training utterances (neighbors) that will be taken
into account when calculating the label for the new utterance, i.e., if k = 5, the five
closest training utterances will be considered. In the case of kNN-C, we combine the
scores of the k neighbors with a conservative mode function, i.e., the unseen utterance is
assigned the score that the majority of neighbors carry and the one with the lowest value
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if multiple exist. In the case of kNN-R, we combine the values by averaging the scores of
the nearest neighbors. The kNN algorithms serve as a baseline as they are not trainable,
i.e., for each new utterance all distances to all training examples must be computed again
and thus all training data must be stored.

The second set of algorithms we applied to the data are support vector machines
(SVMs). Unlike kNN algorithms, SVMs build a model from the training data, after
which the data can be discarded. They are particularly suited for high-dimensional
feature spaces. The core idea of SVMs for classification lies in finding a linear separation
boundary between classes such that the space between the closest training examples
on either side of the decision boundary (the margin) is maximized. To this end, they
can leverage kernel functions to map classes that are not linearly separable in a lower-
dimensional space to a higher-dimensional space. In SVMs for regression, on the other
hand, a regression is fit to the data. The aim to maximize the margin around the
regression line such that the error remains below a certain threshold. For the SVM
algorithms, we again represented the utterances as averages of word-vectors. These were
then standardized and used to train separate SVMs for each schema.

The final set of algorithms we used to model the data were recurrent neural networks
(RNNs). Neural networks commonly consist of an input and an output layer and
any number of hidden layers. The input layer holds nodes that simply pass on the
numerical representation of the data. Each further layer is comprised of nodes and
connections that transform the input. Each node combines all the signals coming
in from the previous layer (transfer function) and decides whether or not to pass a
signal on (activation function). Nodes of one layer are connected with the nodes of
the next layer via weighting functions that amplify or discount the signal by means of
multiplication. The output layer holds nodes that transform the signal to the desired
type of output value, e.g., a value between 0 and 1. Neural networks become deeper with
each additional hidden layer. While feedforward networks, in which the signal travels
only in one direction from input to output layer, cannot deal with sequential input data,
RNNs are a type of deep neural network specifically designed for this purpose. Thus,
unlike the kNN and the SVM approaches, they can account for the temporal aspect of
utterances as sequences of words. They do this by retaining a memory of the previous
words, i.e., the output of the RNN for the previous word is fed back into the RNN
together with the current word. Again, two ways of modelling the data were explored
in this research: a set of separate RNNs per schema and a multi-label RNN. The per-
schema RNNs allow for assessing the potential added benefit of the deep neural network
architecture. For these models, we treat the ordinal scores as separate classes, ignoring
the ordering. Each of the nine RNNs in the set outputs a vector of four values between 0
and 1, each value expressing the confidence of the algorithm that the utterance should
be assigned a score of 0, 1, 2, or 3 for the specific schema. To obtain the schema score, the
score with the highest confidence is selected. The multi-label RNN, on the other hand,
can leverage interdependencies between the schemas as it has knowledge of all schema
scores at the same time. It predicts all nine schemas simultaneously and outputs a value
between 0 and 1 for each schema. In preparing our analysis script for publication, we
encountered the challenge that despite setting all random seeds as required, the trained
RNNs showed a small degree of variability in the output when re-running the script. We
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have therefore chosen a stochastic approach: for both RNN approaches, we first train the
models 30 times, we then predict all items of the test set with all 30 models, and finally,
we select for the median model in terms of performance. All results reported below are
based on the median multi-label RNN and the median per-schema RNN set.

It must be stressed at this point that we only test whether a machine is able to
detect patterns at all and do not strive to obtain the best scoring performance. As a
consequence, a number of refinement possibilities, such as sequence to vector models
or extensive hyperparameter tuning, were not explored.

H2: DOWNWARD ARROW CONVERGES

To examine whether utterances developed with the downward arrow technique con-
verge to a schema, we aimed to predict the algorithm’s scoring accuracy from the depth
of utterances. We assigned depth= 1 for the automatic thought and increased it incre-
mentally with every downward arrow technique step. Figure 4.1 shows the number of
thought records in our dataset with a specific depth. To determine scoring accuracy, we
used the predictions made on the test set with the median set of per-schema RNNs of
Hypothesis 1. For each utterance, the Spearman correlation between the algorithmically
predicted and manually assigned scores serves as the measure. Thus, if an utterance
such as “I will never be loved" was scored as [3,0,0,0,0,0,0,1,0] manually on the nine
schemas and received the scores [2,0,0,0,1,0,0,1,2] by the RNN, the resulting scoring
accuracy for this utterance would be ρ = 0.59, i.e., the Spearman correlation between the
two vectors of scores. To study the effect of depth on scoring accuracy, we conducted a
multilevel analysis; the data structure required a three-level linear model with the depth
as a fixed effect and the automatic scoring accuracy as the dependent variable. For each
participant (Level 3), there are several thought records (Level 2) and for each thought
record, there are several utterances (Level 1). The null model predicts the scoring ac-
curacy from the mean scoring accuracy per participant and thought record. The model
therefore has random intercepts at Level 3 and at Level 2 nested within Level 3 (thought
records nested in participants). For Model 1, the fixed effect depth was added to the null
model. We expected to see an increase in automatic scoring accuracy as utterance depth
increases.

H3: SCHEMA PATTERNS ARE SIMILAR ACROSS THOUGHT RECORD TYPES

The next analyses tested whether schemas observed in the scenario-based (closed)
thought records are predictive of schemas observed in real-life (open) thought records.
For this, only the manually assigned scores were used. Each participant completed two
achievement-related and two interpersonal closed thought records. The first author
labeled all open thought record scenarios as either interpersonal or achievement-related
(intercoder agreement with a second independent coder on all open thought records was
substantial with Cohen’s κ = 0.68). Nine linear regression models were fit with schema
presence in closed thought records as the only predictor and schema presence in the open
thought record as the only outcome variable. Thus, we fit one model for each schema.
For example, in the Health schema model, the presence of the Health schema in closed
thought records predicts the presence of the Health schema in open thought records.
To determine schema presence in closed thought records, we identified the two closed
thought records with the same situation type (interpersonal or achievement-related) as
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Figure 4.1: Number of thought records having a certain depth, the depth is the number of downward arrow
steps + 1 for the automatic thought.

the open thought record. For each of the nine schemas, we then took the highest score
across utterances of both closed thought records and average these two values together.
For example, let us assume that a participant described an interpersonal situation in
the open thought record. To calculate the predictor for the Health schema, the two
interpersonal closed thought records of this participant were identified and from each
the highest score obtained on the Health schema across utterances was taken, leading to
two scores, which were then averaged together. We followed the same procedure for the
outcome variable, schema presence in the open thought record. However, since there is
only one such thought record for each participant, no averaging was needed. Appendix
L illustrates the procedure with a concrete example for clarification.

H4: MENTAL ILLNESSES HAVE ASSOCIATED SCHEMAS

The final hypothesis is an exploratory investigation of whether the outcomes from the
mental health questionnaires can be predicted from the schema patterns. To this end,
we created a summary score per schema and participant. The summary score was
calculated by first taking per participant, thought record, and schema the maximum
score (0-3) across utterances. This gives one value for each schema for the five thought
records a participant completed. These values were then re-coded into a binomial value,
with all values smaller or equal to 2 mapping to 0 and 3 mapping to 1. Thus, we only
considered schemas that were clearly and unambiguously present. Finally, the binomial
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values were summed within a participant. Each participant could therefore obtain a
maximum value of 5 for a schema if the schema was clearly present in all five completed
thought records of the participant. We then created five linear models, each one taking
one of the mental health measures (HDAS Depression, HDAS Anxiety, BDI, Cognitive
Distortions Relatedness, Cognitive Distortions Achievement) as outcome variable. Every
model has the nine schemas as predictors. Since the same data were used to predict five
different outcomes, we used a Bonferroni correction to adjust the significance threshold
to α= 0.05/5 = 0.01. Just like for Hypothesis 3, the manually assigned scores were used,
as this was both suited for testing the hypothesis and less susceptible to errors than the
automatically assigned scores.

4.4. RESULTS

To gain insight into the collected data, Table 4.3 shows the frequencies of each score per
schema. In total, there were 5747 utterances.

Table 4.3: Number of utterances with a specific score per schema as manually scored by the first author.
Percentages are provided in parentheses. Schemas are sorted as in the article by Millings et al. [8]

Schema Score

0
(has absolutely

nothing to do
with schema)

1
(corresponds a

little bit with
schema)

2
(corresponds

largely with
schema)

3
(corresponds

completely with
schema)

Attachment 4047 (70.42 %) 446 (7.76 %) 272 (4.73 %) 982 (17.09 %)

Competence 4151 (72.22 %) 314 (5.46 %) 157 (2.73 %) 1125 (19.58 %)

Global self-evaluation 4548 (79.14 %) 226 (3.93 %) 280 (4.87 %) 693 (12.06 %)

Health 5428 (94.45 %) 56 (0.97 %) 46 (0.80 %) 217 (3.78 %)

Power and Control 5089 (88.55 %) 390 (6.79 %) 154 (2.68 %) 114 (1.98 %)

Meta-cognition 5626 (97.89 %) 61 (1.06 %) 41 (0.71 %) 19 (0.33 %)

Other people 5593 (97.32 %) 92 (1.60 %) 44 (0.31 %) 18 (0.31 %)

Hopelessness 4931 (85.80 %) 582 (10.13 %) 174 (3.03 %) 60 (1.04 %)

Other’s views on self 4688 (81.57 %) 129 (2.24 %) 639 (11.11 %) 29 1(5.06 %)

4.4.1. H1: SCHEMAS CAN BE AUTOMATICALLY EXTRACTED
For the majority of schemas, all algorithms could assign scores to the utterances that
correlated with the human scores well above what would be expected by chance alone
(see Table 4.4). Furthermore, for all schemas, there was at least one effective algorithm.

As determined with the validation set, the best parameter choice for kNN-C was k = 4,
while for kNN-R, it was k = 5. Both support vector approaches performed best with
a radial basis function kernel. The best-performing multi-label RNN was trained in
batches of 32 utterances and with 100 epochs. It consists of two hidden layers: an
embedding layer, performing the GLoVE embeddings, and a bidirectional long short-
term memory layer of 100 nodes. It was trained with a dropout probability of 0.1
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and categorical cross-entropy loss. The nine nodes of the output layer use a sigmoid
activation function. The metric for choosing the best model was the mean absolute error.
The individual models, we set up differently, but adopted some of the hyperparameters
of the multi-label model (namely, the batch size, the number of LSTM nodes, the dropout
rate, and the loss function). For each schema, the individual models have four outputs,
one for each of the four possible scores. The activation function of the final layer is a
softmax, to express the likelihood with which a certain utterance has each of the scores.

It can be seen from Table 4.4 that the per-schema RNNs perform best overall.
They take the structure of the data most closely into account, both in terms of the
utterances (sequential input) and in terms of the scores (one output neuron per score),
and were also able to produce the best predictions for most of the schemas. Any
possible advantage of exploiting relationships between schemas was not observable in
the results, since the multi-label RNN did not clearly outperform all the other models
for any one schema. Interestingly, the Health schema is consistently better identifiable
by the classification algorithms (kNN-C, SVM, and the per-schema RNNs), while the
Power and Control schema could be better identified by the regression algorithms (kNN-
R, SVR, and multi-label RNN). Nan-values for some algorithms and schemas can be
explained by the algorithms predicting 0-values for all items of the test set due to not
having seen enough non-zero training examples. Similarly, consistently low correlations
for certain schemas (Meta-cognition, Power and Control, and Other people) are the result
of a combination of few non-zero training examples (compare Table 4.3) and variations
in the words used within those non-zero training examples. The Health schema, for
example, could be predicted fairly well, despite few non-zero training examples, because
the non-zero training examples had similar wording, frequently including words related
to dieting and weight-loss caused by a scenario with this theme.

4.4.2. H2: DOWNWARD ARROW CONVERGES
The mean correlation between the predicted schema scores and the manually labeled
schema scores was found to be 0.75 (b = 0.75, t (220.76) = 46.97, p < 0.001) when the
nesting structure of utterances nested within thought records and thought records
nested within participants is taken into account via random intercepts. Steps at a deeper
level could not be scored better by the best model of H1 than steps at a more shallow
level. The scoring accuracy, as measured by the Spearman correlation, did not improve
with additional steps of the downward arrow technique (χ2(1) = 1.21, p = 0.27).

4.4.3. H3: SCHEMA PATTERNS ARE SIMILAR ACROSS THOUGHT RECORD

TYPES
Fig 4.2 shows the percentage of utterances having a certain schema (manually assigned
score > 0) for the open and closed thought records in our dataset. It can be seen that,
across participants, schemas are similarly distributed in the two TR types: the mean
difference over all schemas is 3.69 % with the Other people schema having the smallest
difference (0.02 %) and the Competence schema the largest one (9.24 %). Some schemas
are more present in open TRs (e.g., the Power and Control schema) and others in closed
ones (e.g., the Health or Competence schemas).

On the level of the individual, a series of linear regression models tested whether the
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Figure 4.2: Percentage of utterances that reflect a certain schema (score > 0) in open and closed thought
records respectively.

active schemas in closed thought records could predict the active schemas in the open
thought record of the same scenario type (interpersonal or achievement-related). The
outcome variable was the maximum schema score of the open thought record, while
the predictor variable was the average of the maximum schema score of the two closed
thought records of the same scenario type. Table 4.5 presents the results of the models.
For the Competence schema, 43 % of the variance in the open thought record could
be predicted from the closed thought records of the same scenario type, while for the
Attachment schema this was the case for 20 % of the variance.

4.4.4. H4: MENTAL ILLNESSES HAVE ASSOCIATED SCHEMAS
Five linear regression models tested whether there is a link between the active schemas
of participants as indicated in thought records and the outcomes on five mental health
inventories (see Appendix M for the table of results). The Bonferroni-corrected α of 0.01
serves as the significance threshold. For both symptom-based mental health inventories
for depression, i.e., the HDAS–Depression and the BDI-IA, none of the schemas was
a significant predictor of the outcome scores. However, for the anxiety inventory
(HDAS–Anxiety) and the two Cognitive Distortion scales, we found that the Global
Self-Evaluation schema was linked to these measures: all other schemas being equal,
any additional thought record with a clearly present Global Self-Evaluation schema
resulted in a 0.63 (β = 0.18) point increase on the HDAS–Anxiety (t = 2.98, p = 0.003),
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Table 4.5: Outcomes of the per-schema linear regression models to test whether participants show sim-
ilar schema patterns in open as in closed thought records of the same scenario type (interpersonal vs.
achievement-related).

Schema b 95% CI t p F(1,316) Adj. R2

Attachment 0.53 [0.42,0.65] 9.07 < 0.001 82.28 0.20

Competence 0.79 [0.69,0.86] 15.58 < 0.001 242.7 0.43

Global self-evaluation 0.31 [0.18,0.45] 4.50 < 0.001 20.23 0.06

Health 0.21 [0.07,0.35] 2.96 < 0.01 8.77 0.02

Power and Control -0.08 [-0.31,0.14] -0.73 0.47 0.53 0.00

Meta-cognition 0.17 [-0.04,0.37] 1.60 0.11 2.57 0.00

Other people 0.12 [-0.03,0.28] 1.54 0.12 2.38 0.00

Hopelessness 0.30 [0.16,0.44] 4.18 < 0.001 17.49 0.05

Other’s views on self 0.24 [0.12,0.37] 3.77 < 0.001 14.22 0.04

a 2.11 (β = 0.24) point increase on the Cognitive Distortions – Relatedness measure
(t = 3.83, p < 0.001), and a 2.06 (β = 0.21) point increase on the Cognitive Distortions –
Achievement measure (t = 3.64, p < 0.001). Finally, the number of thought records with
a clearly present Power and Control schema also significantly predicted the Cognitive
Distortions – Relatedness measure (b = 3.44,β= 0.15, t = 2.69, p = 0.007).

4.5. DISCUSSION AND CONCLUSION

As the first and core hypothesis, we posited that utterances of thought records could
be automatically scored with respect to their underlying schemas. With all three
machine learning algorithm types (kNN, SVM, and RNN) that were tried, we found
affirmative evidence for this. Even when only representing utterances as averages of
word vectors, linguistic patterns could be learned (as in the case of the kNN and SVM
models). The best-performing algorithm across schemas were the per-schema RNNs.
Although for many schemas there is only a small difference in outcome between the
best and second-best algorithms, no one second-best algorithm emerges. Yet, the
fact that the per-schema RNNs outperformed the other algorithms on several schemas
provides an indication that the information contained in the word order may be useful
for optimal scoring performance. Looking at the best outcomes for each schema,
correlations between predicted scores and actual scores ranged from ρ = 0.11 to ρ =
0.81. The schemas for which the algorithms saw many training examples with non-
zero scores (Attachment and Competence) could be classified well by all. However,
the Health schema also exhibits good classification potential. This is probably due
to very distinctive language as a result of one specific scenario related to dieting and
weight loss, i.e., many utterances scored on the Health schema contained words such as
“fat," “gain," “overweight," “diet," or “skinny." These words are likely to be within close
proximity of each other in the word vector space, possibly leading to similar utterance
representations and hence a clear linguistic pattern. Although the outcomes from the
models cannot be compared directly to the interrater (weighted Cohen’s κ = 0.79) and
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intrarater (weighted Cohen’s κ = 0.83) reliability scores we obtained on a sample of the
data, the reliability scores give a good indication that the nature of the data and the
scoring method are limiting the level of agreement that can be achieved as there is
some room for interpretation of utterances, schema definitions, and even in the scale
points. This, in turn, means that automatic scoring accuracy cannot be expected to
exceed the human performance, since the algorithm only has the human-labeled data
to learn from. As our goal was only to see whether scoring was feasible and not to obtain
the best possible performance, we did not explore many of the other available options
for data representation, data augmentation, or modeling. These include looking into
more state-of-the-art ways of representing utterances, such as BERT [48] or GPT-3 [49],
making better use of the ordering information in the scores, creating a corpus-specific
word vector space, or trying to generate more training examples with neural networks.
Together with this article, however, we make our collected dataset publicly available and
invite other researchers or machine learning enthusiasts to improve upon our results.

As our second hypothesis, we predicted an algorithm trained on utterances of varying
downward arrow technique (DAT) depths to be able to better score the utterances
as the depth increases. This is because the DAT was specifically developed to aid
patients in identifying their maladaptive schemas, taking the automatic thought from
the completed thought record as starting point. After applying the technique, a schema
formulation should be reached. In our dataset and with the best performing algorithm
of Hypothesis 1, we did not find support for Hypothesis 2. This may be due to only very
few participants completing more than three steps. Since our participants were drawn
from a non-clinical population and had never practiced thought recording before, it is
possible that they did not reach the same level of introspection as a clinical, therapist-
guided group would. Additionally, motivations differ between this group of participants
(motivated by financial gains) and a clinical group (motivated by mental health gains).
Further research might therefore compare our results to those obtained in a clinical
setting.

As our third hypothesis, we expected that the dysfunctional schemas that were
active when completing scenario-based (closed) thought records would be able to
predict those active when completing a real-life personal (open) thought record within
participants, given that the closed and open thought records matched in scenario
type, that is, both revolved around either an interpersonal or an achievement-related
situation. In our study, we relied mostly on prescripted scenarios and asked participants
to respond to these as if they were real. We found support for our third hypothesis. For
two schemas, we even observed that 20 % (Attachment schema) and 43 % (Competence
schema) of the variance in the open thought record score could be predicted by
the scores in the closed thought records. This corresponds to the central idea of
schema theory: if a person holds a certain schema, this may be activated in various
situations of a similar kind and influence how the person appraises the situation [50].
Consequently, we regard it as a viable option to use prescripted scenarios instead of
real-life ones when needed. However, it can be argued that the Attachment schema may
be particularly relevant in interpersonal scenarios, while the Competence schema plays
more in achievement-related scenarios. The medium to large (as defined by Cohen [51,
p. 413]) effect that shows for these two schemas may therefore be the result of labeling
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the open thought records as belonging to one of these two scenario types and splitting
the dataset accordingly. On the basis of these considerations, the scenarios should be
carefully chosen and varied enough to be able to unveil all possible schemas when
substituting closed scenarios for open ones. Therefore, a larger number of thought
records may be needed than when using open thought records.

Lastly, as our fourth hypothesis, we proposed that the schema patterns across all
thought records of a person can predict outcomes on depression, anxiety, and cognitive
distortion scales. We found partial support for this hypothesis. Concerning the link
between schemas and mental health outcomes, we found no relationship between
the schemas and outcomes on both depression inventories. While Millings et al. [8]
observed a higher prevalence of the Power and Control schema in people with anxious
tendencies, we observed higher scores on the HDAS – Anxiety scale when participants
had a negative Global Self-Evaluation. This schema was also a good predictor of
cognitive distortions linked to relatedness and achievement. We could not replicate
the finding reported in [8] that higher anxiety scores were linked to a less frequently
active Attachment schema either. This may, however, be a population effect, as we
did not work with a clinical population. Yet, an active Power and Control schema was
related to more cognitive distortions pertaining to relatedness in our dataset. On the
whole, we found more links between schemas and cognitive distortions than schemas
and mental health inventory outcomes. This may have to do with thought records being
a cognitive task concerned with unveiling dysfunctional cognitions, which connects
directly to the cognitive distortion measure and less to the symptom-based nature of
the mental health inventories. Additionally, a single thought record presents a snapshot
of a person’s thought processes at best and typically many are completed in the course
of therapy before a certain schema emerges as clinically relevant [52]. Thus, more
extensive experimentation looking for recurring schemas and thought patterns in a
clinical population over an extended period of time may paint a clearer picture with
regard to the usefulness of the automatic schema-labeling method for therapeutic or
diagnostic purposes. On a more practical note, our results indicate that a software
application striving to construct a long-term user model might benefit from assigning
a higher a priori probability to the activation of the Global Self-Evaluation schema after
an initial assessment of the user’s anxiety levels and cognitive distortions. Still, making
a choice on this requires trading off the collection of such sensitive mental health scale
data against the added benefit of improving the prediction model. One limitation that
must also be considered here is the fact that our results are based on a particular method
for combining the utterance labels across all thought records of a participant. This
method was a choice and various other methods are conceivable, potentially leading
to other outcomes.

The core finding of this research is that it is possible to interpret rich natural language
data from the psychotherapy domain using a computer algorithm. The applicability of
this finding extends especially to various kinds of psychological assessment. For exam-
ple, one of the common applications of e-mental health in research are ecological mo-
mentary assessments. To date, these typically employ multiple choice response items
for self-report measures, which may be combined with sensor readings from handheld
devices or wearables (compare [53] for depression). Our findings are promising for ef-
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fectively using more open response formats and journaling, thus allowing participants to
better describe their thoughts, feelings, and behaviors in their own words while minimiz-
ing analysis effort. This is also interesting in light of new methodological developments
in mental health assessment as a result of big data, such as studying symptom dynamics
of individuals with network analyses [54]. Such dynamic networks of symptoms may be
augmented with the schemas as determined from thought records to better understand
how the activation and co-activation of schemas and other symptoms predicts mental
well-being over time. Another possible area of application are cognitive case concep-
tualizations [55]. These are comprehensive outlines of the patient’s problems as first
drafted during the intake conversation between patient and therapist. They are con-
tinually refined throughout therapy, often on the basis of homework assignments [56].
With the possibility of automatically interpreting thought record data, it may be possi-
ble to sketch a first CCC before therapy by collecting and analyzing thought records over
the period of time the patient spends on a waiting list and to then collaboratively up-
date this CCC with the therapist as new thought records are completed during therapy.
Moreover, Schema Therapy [50] presents a further thought classification system to that
of schemas, namely that of schema modes. Furthermore, it proposes a much larger set
of schemas than the ones used in this research. With a background in Schema Therapy,
it may be possible to use our collected dataset and re-label the data with respect to these
other schemas or the schema modes. Beyond psychological assessment, Millings et al.
[8] propose future work to compare the derivation of schemas using the downward arrow
technique in an online setting to a face-to-face therapy setting. We would be interested
in adding the algorithmically derived schemas to this comparison in a long-term study.

In conclusion, we have presented an algorithmic benchmark solution for automati-
cally scoring utterances extracted from thought records with respect to the underlying
schema. We expect the model and the opportunities resulting from the positive results
to be of relevance for the field of clinical psychology. For the field of computer science,
we make the dataset of collected thought records publicly available. Especially the com-
plexity of the outcome variables (ordinal multi-label) may be intriguing for those looking
to develop new algorithms or test existing ones. Lastly, for both fields, clinical psychol-
ogy and computer science, the dataset could be used to study and advance automati-
cally generated explanations of the algorithmic schema identification. In so doing, it can
contribute to diagnoses and explainable artificial intelligence (XAI) technology, which is
seen as an important requirement for responsible and effective AI-implementation (e.g.,
[57]).
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ABSTRACT

E-mental health for depression is increasingly used in clinical practice, but patient adher-
ence suffers as therapist involvement decreases. One reason may be the low responsiveness
of existing programs: especially autonomous systems are lacking in their input interpreta-
tion and feedback-giving capabilities. Here, we explore (a) to what extent a more socially
intelligent and, therefore, technologically advanced solution, namely a conversational
agent, is a feasible means of collecting thought record data in dialog, (b) what people
write about in their thought records, and (c) whether providing content-based feedback
increases motivation for thought recording, a core technique of cognitive therapy that
helps patients gain an understanding of how their thoughts cause their feelings. Using the
crowd-sourcing platform Prolific, 308 participants with subclinical depression symptoms
were recruited and split into three conditions of varying feedback richness using the mini-
mization method of randomization. They completed two thought recording sessions with
the conversational agent: one practice session with scenarios and one open session using
situations from their own lives. All participants were able to complete thought records
with the agent such that the thoughts could be interpreted by the machine learning algo-
rithm, rendering the completion of thought records with the agent feasible. Participants
chose interpersonal situations nearly three times as often as achievement-related situa-
tions in the open chat session. The three most common underlying schemas were the At-
tachment, Competence, and Global Self-evaluation schemas. No support was found for a
motivational effect of providing richer feedback. In addition to our findings, we publish
the dataset of thought records for interested researchers and developers.
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5.1. INTRODUCTION

Software systems increasingly help to prevent and treat depressive disorders. However,
Richards et al. [2] have shown that the more users are left to their own devices, the higher
the dropout rates. Similarly, participants in face-to-face therapy often struggle with
adhering to homework assignments [3–7]. We therefore explore (a) whether collecting
thought record data when mimicking the conversational style of in-person care with a
conversational agent is feasible, (b) what users write about in their thought records, and
(c) whether offering feedback that demonstrates an understanding of the situation in
response to textual input is motivating.

Depression poses a serious liability to global public health: it has a high lifetime
prevalence and takes a greater toll on people’s quality-adjusted life-expectancy than
many other chronic conditions [8]. Although depression can be treated effectively
with medication, psychotherapy, or a combination [9] and possibly even prevented
entirely with a toolkit of psychotherapeutic techniques, numerous barriers to seeking
and obtaining help exist [10]. One way to address the resulting treatment gap [11]
is with e-mental health for depression, delivering treatment or prevention programs
via electronic devices. As a result of the COVID-19 pandemic, e-mental health for
depression is increasingly finding its way into standard clinical practice [12].

The landscape of technology-delivered depression treatment and prevention systems
is varied, ranging from video-conferencing with a counselor1 to fully automated software
programs. A literature review on the state of the art of software systems, however,
revealed that the majority of systems are low-tech implementations: most of their
functional components could receive information from users but were not interpreting
or reacting to this input autonomously [13]. This contrasts with face-to-face counseling,
in which relational micro-skills of the counselor are thought to lead to a better alliance
[14] or better rapport [15]. One such micro-skill is called reflective listening in the
context of motivational interviewing. The counselor demonstrates understanding and
empathy by paraphrasing or reflecting on what was said. The advances in various areas
of information processing in recent years offer an opportunity to enrich autonomous
systems with these micro-skills and observe their effects. Here, we study whether
feedback that provides an interpretation of a user’s textual input can suffice to motivate
users.

One promising technology for use in healthcare contexts are conversational agents.
Provoost et al. [16], for example, found that an agent that was simply mirroring users’
mood in an ecological momentary assessment task already had an adherence-stabilizing
effect. Similarly, users who received personalized messages from a conversational agent
felt more heard by the agent and were more motivated to continue when symptoms
worsened than those who did not [17]. And users of Woebot [18], a chatbot for
depression treatment, most frequently reported a lack of understanding by the bot as
the greatest nuisance when interacting with it.

A therapeutic exercise that might benefit from support by a conversational agent is
thought recording. It is an integral part of Cognitive Therapy (CT), an evidence-based
therapy form often used for the treatment [19] and sometimes used for the prevention

1We use the term counselor here to subsume primary care providers, coaches, counselors, and therapists.
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(e.g. the Penn Resiliency Program [20]) of depressive disorders. CT rests on the
idea that understanding, challenging, and changing problematic appraisals (cognitive
restructuring) will improve affect. It lends itself to the dialog format because thoughts
are often thought and expressed in natural language. Thought record forms provide
patients with a structured format for monitoring their feelings, thoughts, and behavior in
emotionally difficult situations to gain insight into core beliefs or schemas, the underlying
causative patterns of thinking. Therapists ask patients to complete thought records as
close in time to the negatively experienced situation as possible and thus outside of the
face-to-face sessions. Patients then bring the records to the sessions to discuss with
the therapist. As a consequence, the success of CT depends on patients’ homework
compliance [21, 22]. However, adherence to homework assignments is difficult for many
patients [3–7]. Since depression commonly dampens motivation and a positive outlook
on the future, those with symptoms may be particularly difficult to motivate [4].

In short, conversational agents are a promising technology for supporting individuals
with depression symptoms in regularly completing thought records. In this work, we
explore the feasibility of providing such automated conversational support for thought
recording and report on the content of the thought records. In addition, we study
whether the agent giving richer feedback, that is, feedback demonstrating a greater
understanding of the user input, has a motivational effect and whether this effect is
partially explained by the insight gained from receiving richer feedback. Finally, Grant
et al. [23] found that people with a high need for self-reflection often keep diaries,
indicating that this character trait motivates them to engage in self-reflection. Those
who kept diaries, though, did not necessarily have more self-insight than those who did
not, showing that self-reflection does not always lead to insight. If a conversational agent
aids in the step from self-reflection to insight, however, those with a high need for self-
reflection might be more motivated. Based on these considerations, we hypothesize
(1) that as feedback richness expands, users are more motivated to engage with the
conversational agent, (2) that this link is mediated by the insight that users gain from
the exercise and the feedback, and (3) that the link between feedback richness and
motivation is additionally moderated by users’ need for self-reflection.

5.2. MATERIALS AND METHODS

We developed a conversational agent for the thought recording task and let participants
interact with this agent to collect thought record data and to examine the motivating
effect of richer feedback. For the latter objective, we chose a double-blind, between-
subjects design. The independent variable, feedback richness, was designed to have three
levels: acknowledging the reception of user input (low), feedback of low richness plus
process-related feedback concerning the amount of input provided (medium), and feed-
back of medium richness plus content-related feedback, i.e., giving an interpretation of
the input with regard to possible underlying schemas (high). As dependent variables, we
used the number of voluntarily completed thought records in the second session with the
conversational agent as well as the engagement in self-reflection. In addition, the medi-
ating variable insight and the moderating variable need for self-reflection were assessed.
We obtained ethical approval from the Human Research Ethics Committee of Delft Uni-
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versity of Technology (Letter of Approval number: 1600) and pre-registered the study on
the Open Science Framework (https://osf.io/5vucg).

5.2.1. MATERIALS
The materials, including the informed consent, data management plan, pre- and post-
questionnaires, the task instructions, the scenarios, the measures, the power analysis
simulation script, as well as all data relevant for the analyses and the dataset of thought
records can be found in the data repository accompanying this article [24]).

CONVERSATIONAL AGENT AND SCHEMA-IDENTIFYING ALGORITHM

We developed the conversational agent that engaged participants in the thought record
exercise using the chatbot development platform Rasa (version 2.6). The agent received
a gender-neutral name (Luca). Luca had a deterministic conversational style that
relied on buttons to obtain answers from the user for all interactions except within
the thought record and the downward-arrow technique. The thought record form
fields encompassed the four core elements of any thought record: what happened that
caused the participant distress (situation), how they felt (emotion), what they thought
(automatic thought), and what they did in response (behavior). In therapy, when
the patient has learned to record their thoughts in this simple format, the form can
be extended in various ways [25], for example, with the downward arrow technique.
The agent implemented this technique by taking the automatic thought as a starting
point and repeatedly asking the same question about the previously stated thought to
ultimately arrive at a schema [26]. In line with the technique of reflective listening, the
agent gave feedback of varying levels of richness on the delineated thoughts (Figure 5.1).
Low feedback richness entailed that it thanked the participants for completing the
thought record and reminded them that completing more thought records might provide
insight into thought patterns. Medium feedback richness consisted of the low-level
feedback but additionally presented participants with a diagram of the number of
downward arrow steps they had completed in this thought record and all previous
thought records and put this number in relation to the number of people who had
completed as many steps in a previous study. For high feedback richness, finally, the
medium-level feedback was extended with natural language processing to determine
one or multiple schemas that may have been activated. A spider diagram illustrated
the degree to which the algorithm deemed the schema(s) present in the thought record
using blue dots along nine schema axes. Orange dots in the same diagram depicted the
aggregated results from previous thought records of this participant. The schemas for
this condition were determined using a set of nine neural networks, one for each possible
schema (see Burger et al. [27] for details concerning how the networks were trained and
tested and Goodfellow et al. [28] for details concerning the statistical foundations of
recurrent neural networks). Millings et al. [29] first identified and described the schemas,
which were obtained from a content analysis of thought records collected from a clinical
population with depression and/or anxiety. The feedback of medium richness served as
a control condition for the feedback of high richness, as it allowed separating the effect of
giving feedback on participants’ efforts from that of giving feedback that might generate
insight.
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Figure 5.1: Example feedback for the third thought record in the high feedback condition. Participants in
this condition saw all three feedback types combined. All participants received the first two sentences (low
feedback richness). Participants in the medium feedback condition saw everything up to the end of the first
plot, while participants in the high feedback condition saw also what is shown in the second plot and could
optionally see the definitions for the schemas. In this thought record, three schemas were equally active and
more so than the other ones as determined by the algorithm. They are shown as the blue dots on the spider
plot. The activation pattern of schemas across all thought records of this participant is reflected in the size and
location of the orange dots in the spider plot. New information was added to the plots after every completed
thought record for the feedback of medium and high richness.

SCENARIOS

The agent used a set of ten scenarios to select from for the scenario-based thought
records of the first session. These were taken mostly from the Ways of Responding
scale [30] with two added from the Cognitive Error Questionnaire [31]. We divided the
scenarios into two sets of five scenarios, one with situations that might be difficult on
an interpersonal level (e.g., an acquaintance does not wave back at you) and one with
situations that might be difficult on an achievement-related level (e.g., you were fired
from your new job for not meeting your quota). The agent presented participants with
one randomly chosen scenario from each of the two sets.
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5.2.2. MEASURES
We used the three subscales of the Self-Reflection and Insight Scale [23] as measures: the
Engagement in Self-Reflection subscale for self-reported motivation (outcome variable),
the insight subscale for self-insight participants gain from thought recording with the
agent (mediator variable), and the Need for Self-Reflection subscale for participants’
general need to reflect on their thoughts, emotions, and behaviors (moderator variable).
We modified the Insight and the Engagement in Self-Reflection subscales to measure
state rather than trait variables. For example, the item “I am usually aware of my
thoughts" (Insight) became “Completing the thought-recording task with the chatbot
has made me more aware of my thoughts."

5.2.3. PARTICIPANTS
Participants were recruited from Prolific, a crowd-sourcing platform for research studies.
We pre-screened participants on their depression symptoms using the 9-item patient
health questionnaire (PHQ-9) [32]. In line with [33], we used the range of 4 < scor e < 8
for selecting subclinical participants unlikely to meet diagnostic criteria for depression.
A clinical population was not chosen for ethical reasons and a healthy population was
not chosen because we expected a subclinical population to be more similar to a clinical
population in terms of motivational barriers. Participants were not informed of their
score or the selection criterion. To participate in the pre-screening, participants had to
be at least 18 years of age and fluent speakers of English. We recruited 2899 participants.
Participants with subclinical depression symptoms and those who did not fail more than
one attention check (519 participants) were invited to participate in the next part of
the study. With a power analysis simulation following the bias-corrected bootstrapping
method [34] modified for a categorical predictor and a Poisson-distributed outcome
variable, we determined that 306 participants would be needed for a medium effect
size (in line with [35], at least 13 % of the variance in feedback richness estimated to be
explained by insight, a-path, and at least 13 % of the variance in motivation estimated
to be explained by insight when controlling for feedback richness, b-path) at α= .05 and
power of 80 %. We stopped recruitment after having complete data of 306 participants,
but, due to participants still being in the pipeline when recruitment stopped, the final
dataset contains the data of 308 participants (143 female, 164 male, 1 other). Their
ages ranged from 18 to 75 with meanag e = 30.97 and SDag e = 11.66. Participants
could be excluded for failing multiple attention checks, failing multiple instruction
comprehension questions, not taking the task seriously (writing gibberish, copying and
pasting content from other websites, writing incoherent responses to the agent), or
technical problems. In total, thirty-six participants had to be excluded for one of these
reasons of which only one was excluded for not taking the task seriously.

5.2.4. PROCEDURE
In the first part of the experiment, Prolific redirected participants to the survey tool
Qualtrics to complete the Need for Self-Reflection scale (pre-questionnaire). Based on
the result, Qualtrics divided them into one of three possible buckets (low, medium, and
high need for self-reflection). Within a few hours after completing the pre-questionnaire,
a message on Prolific invited participants to the next part of the experiment, which
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consisted of instructions and the first thought recording session with the conversational
agent. Participants were blindly assigned to the experimental conditions using the
minimization method of randomization [36] with the need for self-reflection buckets
as the only variate. The agent started the conversation in the first session with a brief
onboarding message. It then repeated the main instructions. Upon presenting the first
scenario to the user, it proceeded with the thought record and downward arrow form
fields. Finally, it gave feedback depending on the condition and asked if the participant
was ready for the next scenario. The first session always consisted of two scenario-
based thought records to become familiar with the task and the feedback. Participants
received an invitation via Prolific to participate in the second session between 24 and
48 hours after completing the first session. The second session proceeded as the first
but with the agent moving directly to the thought record after an initial “welcome back"
exchange. In the second session, the agent asked participants to complete at least one
but as many additional thought records as they wanted. For the thought records of this
session, they were taking day-to-day situations from their own lives. We compensated
each session with 2 GBP based on an estimated completion time of 20 minutes. No
extra monetary compensation was provided for more completed thought records to not
interfere with motivation. Participants were informed at the beginning of the second
chat session of the expected completion time for the post-questionnaire, which included
the Insight and Engagement in Self-Reflection scales as well as any additional comments
or feedback. In total, participants could receive 4.3 GBP for completing all parts of the
study.

5.2.5. DATA AND ANALYSIS METHOD
To determine feasibility, we correlated the nine values of the frequency distribution
over the schemas as assigned by the algorithm on this dataset with the distribution of
two previously collected datasets [27, 29]. To this end, we recoded the labels for each
utterance from ordinal (0–schema not present to 3–schema clearly present) to binomial
(0–schema not present and 1–schema at least a little bit present). The same procedure
was followed for the dataset of Burger et al. [27]. For the Millings et al. [29] dataset,
however, we compare with the frequencies reported in the article, which are based on
entire thought records rather than utterances and which were manually assigned.

Two independent coders (one male and one female computer science student) la-
beled all thought records of the second session using the DIAMONDS framework for
psychologically relevant situation characteristics [37] to examine the content of par-
ticipants’ thought records in the second session. They were trained on ten example
thought records in a joint session of one hour to clarify the definitions of the DIA-
MONDS. Since participants were asked to report only situations that caused a negative
emotion, we dropped the Positivity characteristic. Two further labeling categories were
added: COVID19-related and situation type (achievement-related vs. interpersonal). All
labels were binomial (situation has or does not have characteristic). Coders were in-
structed together and coded 10 example situations (taken from the first chat session)
together with the first author before coding the situations described by participants in
the second chat session independently. While interrater agreement was mixed on the
DIAMONDS, ranging from minimal κ = 0.25 (Negativity) via moderate κ = 0.66 (Inter-
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personal) to strong κ= 0.83 (Mating), the raters largely agreed on the frequency of labels
within the dataset (Pearson r = 0.89 based on 10 values).

The reliability of the three subscales of the Self-Reflection and Insight scale was good
(Need for Self-Reflection: Crohnbach’s α = 0.85 with [0.85,0.86] 95 % CI) and acceptable
(Insight: α = 0.76 with [0.75,0.77] 95 % CI and Engagement in Self-Reflection: α =
0.75 with [0.73,0.76] 95 % CI). The items of each subscale were summed to obtain a
summary score for the variables need for self-reflection, insight, and engagement in self-
reflection. Engagement in self-reflection was negatively skewed (ceiling effect) and we
consequently boxcox transformed the data with λ= 1.97 for use in the analyses.

We followed the Baron et al. [38] method to test for the mediated effect. For the
direct effect, this entailed fitting a generalized linear model with a log-link function as
the behavioral outcome variable number of voluntarily completed thought records was
expected to be Poisson-distributed and fitting a second linear model for the self-report
outcome variable engagement in self-reflection. A further linear model was fit to test
whether feedback richness affected insight (mediator). Finally, we fit one generalized
linear model and one linear model to assess the effect of the mediator on each of the
two outcome variables. Due to the lack of mediation observed in these models, we
did not test for moderated mediation. However, we checked with two linear regression
models whether participants’ need for self-reflection (moderator) moderated the direct
link between the feedback richness and either of two outcome variables.

5.3. RESULTS

All 308 participants were able to complete thought records with the conversational
agent. Of the 93 participants who chose to comment, 34 reported that they found the
experiment insightful, with five participants specifically mentioning the added value of
the agent and the feedback (“The chatbot makes the experience more friendly," “shows
that chatbot can offer a sincere alternative to human response," “[...] get immediate
feedback than on a paper which feels sometimes too much like homework," “[...] I felt
like someone was paying attention to me," “this chatbot is really helpful in discovering
my thought patterns"). However, another five participants also commented that they
struggled with the downward arrow technique and would have liked more agent or even
human support (“I know it’s a chatbot, but I wish Luca could engage a little more when
trying to work your way down the arrow," “it was really hard to go down the thought steps
instead of in circles, i feel like maybe a human would’ve been able to help with that," “I
also would prefer to do this activity with a real person rather than a chatbot," “It is not
always easy to figure out what the next drill down should be," “Was somewhat confused
to break my thought patterns down in the arrow scheme though"). Only two participants
remarked negatively about the rich feedback (“I think Luca’s overall assessment of my
core beliefs was decent, but not perfect" and “I found the circular diagram a bit difficult
to understand") and one in the low-level feedback condition about the lack thereof (“I
did not see any feedback from the chatbot, it would be nice to.").

The relative frequency distribution with which the schema-labeling algorithm iden-
tified certain schemas in this dataset compared to that of the previous study by Burger
et al. [27] correlated highly for both the scenario-based (Spearman’s ρ = 0.93) and the
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personal thought records (Spearman’s ρ = 0.95). The schema frequency distribution of
both scenario-based and personal thought records taken together also correlated posi-
tively (Spearman’s ρ = 0.57) with that reported by Millings et al. [29] (Figure 5.2). Across
all three datasets, the most frequently occurring schemas were the Attachment, Compe-
tence, and Global Self-Evaluation schemas.

Figure 5.2: Frequency of occurrence of schemas in this dataset compared to a previously collected dataset
[27], in which participants completed thought records in survey format, and that of Millings et al. [29]. In
the current dataset and the one collected by Burger et al. [27] schemas are identified by an algorithm from
thoughts (automatic thought or any downward arrow step), while in the dataset by Millings et al. [29], schemas
were identified by the authors and from entire thought records. While the algorithm assigns ordinal codes
corresponding to the degree to which a schema was present, for the purpose of this analysis, we recoded these
scores to binomial scores with all values above 0 being coded as 1. Closed thought records are those based on
scripted scenarios while open thought records are those in which participants report on situations from their
lives.

We present a typical thought record situation for each content label in Table 5.1.
Besides reporting mostly negative situations (98 % Negativity), participants opted for
more interpersonal and social than achievement-related or intellectual situations.

Participants felt engaged in self-reflection when completing the thought records
(mean = 29.56, SD = 4.04), but completed, on average, only 1.62 (SD = 0.72) thought
records in the second session. The direct effect of feedback richness on either of these
measures of motivation (Figure 5.3) was not observed. There was also no effect found
for the feedback richness on the mediator variable insight (a-path). As a consequence,
partial mediation was no longer relevant. Nonetheless, a significant link between the
mediating variable insight was found for both measures of motivation (b-path): for
every additional scale point of insight they report, participants complete 1.03 times as
many thought records (b = 0.03, z(304) = 2.12, p = 0.03) and feel 4.91 scale points more
engaged (b = 11.14, t (304) = 11.30, p < 0.001) on a scale ranging from 6 to 36.

The moderator need for self-reflection had no effect on the direct link between feedback
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Table 5.1: Example thought record situations for each content label. The column IRR shows the InterRater
Reliability while the column MRF shows the Mean Rater Frequency, i.e. the mean of how frequently the raters
found a specific label to occur in the dataset. Labels were not mutually exclusive.

Label Explanation IRR (κ) MRF (%) Example situation

Achievement-
related

Situations in which self-esteem
is at risk because it is possible
to perform poorly.

0.58 19 When I didn’t get a job I was
interviewed for.

Interpersonal Social situations that can affect
one’s self-worth.

0.66 60 My colleague blamed me for
their mistake.

COVID-related Thought records in which
participants mention
COVID-19.

0.83 4 Staying indoors a lot due to the
pandemic.

Duty Situations that require
executing a task
conscientiously or dutifully.

0.43 27 I had to give a presentation.

Intellect Situations that are cognitively
stimulating.

0.46 19 I was worried about sitting an
exam for university.

Adversity Situations in which one is
criticized, blamed, or
dominated.

0.58 21 I was really sick and my
then-boss made me work while
I was sick.

Mating Situations that involve
potential or actual romantic
partners.

0.83 19 My husband is stressed and
moody because of it.

Negativity Situations that are
anxiety-inducing, stressful,
frustrating, upsetting.

0.25 98 I rejected a holiday job offer
because it paid too little and
now I cannot find anything
else.

Deception Situations that can result in
feelings of hostility due to
deception or sabotage.

0.35 13 I found out I was being cheated
on by my girlfriend.

Sociality Situations that involve social
interaction.

0.32 48 I was given a huge amount of
rudeness and grief by a
customer at work.

richness and either of the two motivation measures. Additionally, participants’ need for
self-reflection did not predict how many thought records they would do voluntarily. It
did, however, explain their engagement in the task with participants feeling 4.42 scale
points more engaged with every additional scale point of their self-reported need for
self-reflection (b = 8.97, t (302) = 3.69, p < 0.001).

5.4. DISCUSSION

The findings show that thought recording with a conversational agent is feasible for
a subclinically depressed population: 100 % of participants completed the thought
records such that the machine learning algorithm trained on a similar dataset could label
thoughts with regard to the underlying schemas. The distribution of the thus assigned
schema labels not only closely resembles that of the dataset used for training the algo-
rithm (healthy population) but also the manually labeled dataset of Millings et al. [29]
(clinical population). In addition, participants frequently reported enjoying the exper-
iment and finding it so valuable that they intended to continue using the technique in
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Figure 5.3: Results of all paths of the mediation and moderation analyses, with the behavioral outcome
measure of motivation, number of voluntarily completed thought records in the second chat session, shown
in (A) and the self-reported one, boxcox-tranformed (λ= 1.97) engagement in self-reflection, shown in (B).

their day-to-day lives. Prior studies looking into the feasibility of using conversational
agents for mental health interventions have found similar results concerning user sat-
isfaction and ability to interact with the conversational agents [39, 40], but none had
specifically studied thought record completion before. In terms of content, participants’
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personal thought records concerned interpersonal (58 %) or social situations approxi-
mately three times more often than achievement-related (19 %) or intellect-related ones,
which is also reflected in the schemas, with the Attachment schema being identified by
the algorithm more than the Competence schema. Despite around 4 % of situations men-
tioning the COVID-19 pandemic, the Health schema was not more active in this dataset
than in the ones collected before the pandemic. This is likely due to the training dataset
of the algorithm being biased towards dieting situations for this particular schema. It
can also be seen from the frequency of the Negativity label that participants were able to
choose negative situations (98 %) as instructed but sometimes put a positive spin on the
meaning of the situation for themselves (e.g. ”It says that I don’t have to feel obliged to
do anything for anyone, and I don’t want to feel that way."). It is important to note here,
however, that the participants were subclinically depressed and these findings concern-
ing the feasibility and content of the thought records may not generalize to a clinical
population.

We did not observe the hypothesized effect of feedback on motivation: the results
did not show that the feedback richness influenced either the motivation of participants
(direct effect) or the hypothesized mediating variable insight participants gained from
the task. However, participants’ gained insight positively related to both measures
of motivation, and participants who reported a greater need for self-reflection also
reported being more engaged in the task. When regarding these findings, limitations of
the feedback on the one hand and of motivation on the other should be considered. For
one, the spider plot and the academic definitions of the schemas in the rich-feedback
condition might not have been as accessible as we had hoped and therefore did not
add the expected value. This could be addressed in future research by following an
cyclic design approach including both end users and graphical designers, simplifying
the feedback, including measures of graphic literacy and health literacy as moderators,
or conducting pilot studies to determine whether feedback is processed as desired. In
line with this, articles concerning the design of graphical feedback in behavior change
support systems argue for the importance of health literacy and usability as guiding
principles [41, 42], and platforms that have successfully used complex informational
feedback in graphical format have done so in collaboration with a design company
and with an iterative refinement process [43]. Another possible limitation of the
feedback is that participants may have perceived the richer feedback as discrepant with
the otherwise limited conversational capabilities of the agent. As far as motivation
is concerned, this was measured with just one session, such that small issues like
participants misclicking, minor technical glitches, or external disturbances may have
played a larger role than in a long-term study. Additionally, motivation may also have
been adversely affected by the monetary compensation in the online context and may
have panned out differently with patients being internally motivated by a desire to get
healthy. Lastly, our participant sample included more males than females, which is
noteworthy due to depression being more prevalent in women. Future research might
therefore consider looking into a moderating effect of gender. And, when looking more
closely at the distribution of schemas in the different populations (5.2), the clinical
samples differs most markedly with respect to the Global self-evaluation, the Meta-
Cognition, and the Other’s views on self schemas to the non-clinical samples. Since
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self-evaluation and meta-cognition are likely to also be linked to one’s need for self-
reflection and one’s engagement in self-reflection, it is possible that the results would
play out differently in a clinical sample. Since the experiment was not underpowered,
however, and some limitations pertain to all three conditions, we conclude from the null
results that this type of feedback richness is unlikely to have a large effect on motivation
regardless of the limitations.

In summary, people with subclinical depression symptoms are capable of thought
recording with a conversational agent. Not only were the thoughts they recorded of
sufficient richness to allow for automatic schema identification, but the three most
frequently occurring schemas (Attachment, Competence, and Global Self-evaluation)
in this sample of subclinically depressed participants were the same as in previous
work with healthy [27] and with clinical [29] populations. However, no support could
be found that richer feedback leads to a higher motivation to engage with thought
recording. More research and perhaps participatory design are needed to determine
engagement strategies for the agent that can lead to greater adherence. One possible
route to explore is to combine the content-based feedback generated by reflective
listening with additional communication strategies of motivational interviewing, such as
establishing rapport or eliciting self-motivational messages [44]. Finally, the study could
be repeated with a clinical population to determine the role that other (de-)motivational
forces, such as dampened enjoyment of tasks and the wish to get healthy, play in this
population. We contribute the dataset of collected thought records, all measures [24]
and the conversational agent code2 for researchers and developers interested in working
with this data.

2https://github.com/fvburger/ThoughtRecordingChatbot
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This thesis investigated how artificial intelligence (AI) can guide people in e-mental
health interventions for depression. Each chapter presented an important step towards
answering this main research question. We conducted a literature review to analyze the
technological state of the art of e-mental health for depression (Ch. 3). To this end,
a measure to assess technological sophistication of functions and systems had to be
created (Ch. 2). The main purpose of the literature review in the context of this thesis
was to identify opportunities for AI to augment e-mental health interventions. One
such opportunity was that of natural language processing (NLP). As reviewed in the
introduction (Ch. 1), several additional considerations also played a role in choosing
this direction for the second part of the thesis research: (1) processing natural language
and conveying understanding is a key skill of therapists, which is relevant in light of
findings that more human involvement in e-mental health for depression was linked
to higher effectiveness and lower attrition, (2) the techniques of cognitive therapy, one
of the most widely used approaches to psychotherapy for depression, critically hinge
on natural language, (3) improving the natural language capabilities was identified as a
key research challenge for conversational agents for mental health, and (4) the advances
made in AI in the past decade, especially in deep learning, have been shown to be very
powerful in natural language processing in various domains including mental health.
We consequently designed a conversational agent capable of processing the thoughts
that people delineate in a thought record, for which an NLP model was needed (Ch. 4).
In evaluating this conversational agent, we tested whether the dialog format presented
a feasible means to collecting thought record data (Ch. 5). Here, the main conclusions
are presented. Additionally, this chapter discusses the limitations of the work, points out
directions for future research, and states the scientific and practical contributions made.
It ends with a reflection.

6.1. CONCLUSIONS

Two research questions and two hypotheses were introduced in Chapter 1 as important
steps towards generating knowledge that can answer the main research question of how
artificial intelligence can guide people in e-mental health interventions for depression.
A number of key conclusions can be drawn from Chapters 2-5 that concern themselves
with these questions and hypotheses.

6.1.1. ASSESSMENT OF TECHNOLOGICAL SOPHISTICATION WITH THE

EHDTS SCALES

RQ1: How can the technological sophistication of a software system for the
prevention and treatment of major depressive disorder be assessed?

To answer the question of how to assess the technological sophistication of a software
system for depression, we proposed to use a summary score of the technological sophis-
tication scores of each constituent of the system that is delivering functionality. This
requires that systems be decomposed into their functional components or functions. To
this end, we used the system descriptions provided in the research articles, which largely
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concerned functionality on what is called the application layer in the Microsoft Applica-
tion Architecture Guide [1]. Two types of functions could be distinguished: intervention
functions and support functions. In leaning on the Persuasive System Design framework
[2], we divided the latter into four subtypes: planning support, execution support, mon-
itoring support, and social support. Taking as a starting point the notion that a system is
more technologically sophisticated if it can respond more intelligently to the user and is
more interactive, we developed a scale with five degrees to determine the technological
sophistication of a function. These five degrees of sophistication ranged from human
execution of the functionality (degree 0) via provision of information (degree 1), allow-
ing for user input (degree 2), and processing high-level features of user input (degree 3)
to processing the content of user input (degree 4). However, in this form, the scale was
not readily applicable to all five function types. Consequently, the general definitions
of each degree were adapted to better suit the specific function type. For example, for
the function type social support, all five degrees include humans carrying out function-
ality, because social support is provided by other humans. The adaptations that were
made in the degree definitions for each of the five function types resulted in a set of five
scales: the e-mental Health Degree of Technological Sophistication (eHDTS) scales with
one scale for each function type.

In a first reliability study, we tested whether two independent coders can identify the
function type and apply the corresponding scales when given a mixed set of functions of
all five function types. The two degrees assigned by the two coders correlated moderately
with each other. In a second reliability study, two independent coders were given a
set of functions from only one function type and the corresponding scale to assess
the technological sophistication of this function type. There was a strong correlation
between the degrees assigned by the two independent coders for all scales in this task
with the exception of the eHDTS scale for monitoring support functions, for which
the correlation was moderate. The technological sophistication of functions could
thus be reliably coded. Finally, in a third study, coders were given a set of function
descriptions and asked to assign a degree of technological sophistication from 0 to 4
to these descriptions without knowledge of the definitions of the degree scores (naïve).
In a later step they were asked to assign a degree with the definitions to the same set of
functions (informed). For four scales (all but the eHDTS scale for monitoring support
functions, for which the correlation was weak), moderate to strong correlations were
observed between the naïve and informed codings. We thus demonstrated concurrent
validity for four of the five eHDTS scales, showing that the scales largely correspond to
the intuitive understanding of technological sophistication. In conclusion, these findings
indicate that the eHDTS scales may be a reliable and valid means of assessing the
technological sophistication of functions of e-mental health systems for depression.

6.1.2. TECHNOLOGICAL STATE OF THE ART OF E-MENTAL HEALTH FOR

DEPRESSION

RQ2: What is the technological state of the art of software systems for the
prevention and treatment of major depressive disorder?



6

108 6. CONCLUSION

We answered the second research question with a systematic literature review on the
technological sophistication of systems and the developments over time. Overall, we
found that systems were lacking in technological sophistication, with approximately
80 % of systems scoring at or below level 2 on the eHDTS (average of eHDTS scores
over all functions of a system). This means that the majority of systems reported in
the literature between 2000 and 2017 are of a psychoeducational nature: they have
functions that allow for user input, but only a few (if any) functions that process the
user input and respond to it. Additionally, autonomous systems were neither more
technologically sophisticated nor did they provide more functionality than their human-
guided counterparts. It therefore seems that neither of these options are used to
compensate for human support in autonomous systems. This is an important finding
in light of the frequently reported low adherence rates to e-mental health as it invites
the question of whether systems are perhaps just not engaging enough to sustain usage.
While developers may not see their systems as competing with all other systems on the
software marketplace due to addressing a very specific target group, the technological
standards that users have as a result of using other software on a daily basis might need
to be taken into consideration nonetheless. No increase in technological sophistication
was observed despite substantial growth in the number of systems developed yearly
in the covered time period. However, we also found that across all functions, there
was always at least one system that implemented the function in a very technologically
sophisticated manner. Moreover, some of the newly developed systems do take different
approaches to the prototypical educational website system. For example, Woebot [3]
is an autonomous chatbot that delivers entirely conversation-based treatment, meeting
the users where they are at, namely on the social media website Facebook. The Panoply
platform [4] uses crowd-sourcing to obtain relatively instant reappraisal support from
peers and to practice reappraising by giving such support to peers. And, as a final
example, the only virtual reality based system [5] for depression treatment included in
the review, reflects users own consoling words back to them using perspective-taking. In
conclusion, most e-mental health for depression systems reported in the literature are
low-tech implementations that barely react to the input they receive from users but some
promising steps are being taken towards more interactive solutions. Such solutions will
be necessary to determine the adherence-enhancing capabilities of more technological
sophistication in long-term evaluations.

6.1.3. RECURRENT NEURAL NETWORKS CAN IDENTIFY SCHEMAS FROM

THOUGHTS.

H1: Schemas can be automatically extracted from the thoughts people
delineate in thought records including the downward arrow technique.

To test the hypothesis that it is possible to automatically label thoughts with respect
to their underlying schemas we collected a dataset of thought records including the
downward arrow technique. The thoughts noted down in the thought records of
participants were manually labeled by a human coder. This labeling entailed that
each thought was assigned nine scores for each of the nine schemas. Scores ranged
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from 0-3 and denoted the degree to which the thought corresponded with the schema.
Three types of machine learning algorithms were trained to recognize the schemas
underlying the thoughts: k-nearest neighbors, support vector machines, and recurrent
neural networks. With all three algorithm types and for all schemas, we found evidence
in support of our hypothesis. The correlation between the schema scores assigned
by the algorithms and those assigned by a human ranged from ρ = 0.11 to ρ = 0.76.
All algorithms were able to assign a schema score to the thoughts for the majority of
schemas. Two data-related factors played a decisive role in how well a schema could be
scored: (1) the amount of thoughts exhibiting a certain schema that were available for
training, and (2) the idiosyncratic language use for a schema in this dataset. For example,
the Health schema could be scored well despite comparatively few samples because
it had very idiosyncratic language due to a weight loss scenario that formed the basis
for a large number of thought records. A set of nine recurrent neural networks, one for
each of the nine possible schemas, outperformed the other algorithms on six schemas,
indicating that it is beneficial for this machine learning task to take the word order within
thoughts into account. Two schemas benefited from a single recurrent neural network
algorithm capable of scoring thoughts with respect to all schemas simultaneously. Such
a model has information about the scores of all schemas and can therefore take simple
and complex correlations between schemas into account. In conclusion, the evidence
supported the hypothesis that the identification of schemas from thoughts is possible
with a computer algorithm.

Possibly due to the participants completing only few steps of the downward arrow,
however, we did not find that the RNNs were better able to label thoughts that were far-
ther along the arrow. This was not expected, since the downward arrow technique is in-
tended to arrive at a schema formulation and those should be the most unambiguously
formulated thoughts with regard to the schema they reflect and should thus be most easy
to label correctly. Additionally, we found that within a participant, similar situations acti-
vated similar schemas, i.e., the schemas of scenario-based thought records could predict
those of real-life situations if the scenario and the real-life situation matched in situation
type (interpersonal or achievement-related).

6.1.4. THOUGHT RECORDS CAN BE COMPLETED IN DIALOG WITH A CON-
VERSATIONAL AGENT.

H2: An intelligent conversational agent is a feasible tool for completing
thought records in dialog format.

We sought evidence for the hypothesis that it is possible for people to complete
thought records in dialog with a computer program by developing a conversational
agent and observing how people interact with it. The agent was capable of posing
questions corresponding to the thought record open text entry fields. Participants
with subclinical symptoms of depression recruited on the research crowd-sourcing
platform Prolific interacted with the agent in two sessions. All participants were able
to complete thought records in this setting. The thoughts that were noted down by
the participants could largely be labeled with regard to the underlying schemas by the
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recurrent neural networks trained on the previously collected dataset. The frequencies
with which schemas occurred in this dataset (subclinical population) were similar to
both those of the dataset used for training the algorithms (healthy population) as well
as those of Millings et al. [6] (clinical population). Of the participants who chose to
give a comment (93 out of 308), five remarked that they would have appreciated more
guidance from the conversational agent on the downward arrow technique. Many,
however, stated that they found the experiment insightful and intended to continue
applying the learned technique in their day-to-day lives. In conclusion, these findings
substantiate the hypothesis that thought recording can be done successfully in dialog
with a conversational agent.

6.2. LIMITATIONS

Some general limitations play a role in the research conducted for this thesis and should
be taken into account when considering the main conclusions. The first limitation
pertains to the choices we made in realizing the eHDTS scales and the conversational
agent. For the eHDTS scales, we chose to focus on the interactivity of functions and their
ability to process user input in explicating technological sophistication. However, one
could also take a different starting position, such as the one that a system is particularly
technologically sophisticated if it applies good data security protocols. This perspective
may have resulted in a very different conclusion concerning the technological state of
the art of systems. As another example, some results are based on summary scores,
such as the eHDTS score of a system. These carry with them the issue that choosing a
different method of summarizing may result in different conclusions. For the ranking
of systems, we therefore reported results for two summary scores (the average and
a weighted average over functions), but many more are conceivable. Similarly, for
assigning a schema score to thought records in generating the feedback of the agent,
we chose to assign the highest score that was obtained across all thoughts contained
in a thought record for any given schema. How well the scores of this method and
other summary methods match with those that a therapist would assign is an interesting
question for further research. Finally, alternative routes to supporting thought recording
with natural language processing are also possible. For example, these could have been
more process-focused and used NLP to detect when and how users are struggling with
formulating a good automatic thought, when they need more guidance in taking the next
downward arrow step, or when they have arrived at a well-written core belief. As a result
of the choices made along the way, we do not know how our conclusions generalize to
other routes and we therefore only claim that this thesis provides an answer to the main
research question but not the answer.

A second limitation concerns the voluntary parts to the thought recording task and
using such tasks in a crowd-sourcing setting, as we did for testing the two hypotheses
H1 and H2. Crowd-sourcing comes with its own suite of issues concerning the success-
ful collection of high-quality data [7], one of which is the source of motivation of par-
ticipants. In a study from 2015, Litman et al. [8] found that both US and India-based
workers on Amazon Mechanical Turk reported being mostly motivated by the monetary
compensation. In order to prevent recruits from cutting corners to maximize payment,
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researchers have devised various quality-improving methods, such as attention checks
and comprehension checks. While we took such measures where possible, two key parts
to the thought recording task in our experiment were voluntary: the number of down-
ward arrow steps taken to arrive at a core belief in both experiments and the number of
thought records participants complete in the second session of the experiment to test
H2. Completing each of these voluntary parts to the task takes a considerable amount
of time and not completing them or completing only the minimum therefore could sig-
nificantly increase participants’ hourly pay rate. Future research may investigate how
thought records collected in our setting compare to those collected from an intrinsically
motivated sample.

This connects to the more general limitation that despite developing for a depressed
population, none of the data to test H1 and H2 was collected with a clinically depressed
participant sample. While this was motivated by ethical reasons, it is important to note
that maladaptive schemas do not necessarily lead to mental illness and, conversely,
those who are healthy can hold maladaptive schemas as well. For example, studies
aiming to identify a second-order schema structure have been conducted using a
healthy population rather than a clinical one (e.g., [9]). The frequency with which
schemas occurred in the thought records that we collected with the healthy sample
then also resembled those of a clinical population [10]. In line with the common
practice of conducting clinical research in phases to ensure that an intervention is safe
before moving to a greater dose or more risky population [11], the successful collection
of thought records with a healthy population allowed us to move to a subclinically
depressed population for the second study. In this second study, we attempted to
increase motivation with the feedback of the conversational agent (Ch. 5). It was
important to get as close as possible to a depressed population, as the motivation
threshold is particularly high in depressed people [12]. The machine learning algorithm
was as capable of labeling thoughts in the thought records of the subclinical population
as it was in those of the healthy population that it was trained on. Again, the frequency
distribution of schemas in the subclinical sample resembled that of the healthy and
that of the clinical population of Millings et al. [6]. These aspects of the data give some
indication that our conclusions might readily generalize to a clinical population.

6.3. FUTURE WORK

Aside from the more narrow directions for further research that directly follow from the
limitations and that are already mentioned above, additional interesting avenues are
outlined here. An issue in coding the systems for depression prevention and treatment
was the lack of a reporting standard for system functionality. Since many systems are not
maintained after the research finishes and can therefore no longer be experienced, much
information is lost in brief module descriptions. While we have attempted to open the
“black boxes" [13] that these systems are, this is limited by what is described and how it is
interpreted. This connects to the larger problem of reproducibility in the case of research
conducted with computer systems. The system presents a specific solution to a problem
and if neither the system nor a standardized means of reporting on its functionality are
available after research has finished, it becomes difficult or even impossible to reproduce
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the findings. As a result of the reproducibility crisis in psychology [14] and science
more generally [15], many approaches to improving research transparency are currently
being developed and tested by scientific communities (e.g., data repositories, source
code repositories, research pre-registrations). In human-agent interaction in general,
a means to address this is by developing design patterns, i.e., interaction templates
that generalize across different use cases (see, for example, [16–18]). Another approach
specifically for conversational agent research is the Artificial Social Agent Evaluation
Instrument, an assessment and reporting tool for artificial social agents developed by
Fitrianie et al. [19]. A similar, concise, usable, and comprehensive reporting standard for
e-mental health for depression systems might readily translate to other fields of e-health
and could facilitate the application of measures (e.g., eHDTS scales) that assess possibly
important explanatory variables (e.g., technological sophistication) for the outcomes of
meta-analyses.

For the machine learning algorithm that labels thoughts with regard to their underly-
ing schemas, future work might lie in improving this with active learning [20]. The cur-
rent model may be used as a starting point and as participants complete more thought
records, they will be asked to label the conversational agent feedback as accurate or
inaccurate, thus updating the model. Even more powerful would be the feedback of
a therapist fed to the algorithm when the conversational agent is used as an adjunct
to face-to-face therapy, for example. Additionally, follow-up research might look into
ways to balance the presence of the schemas in the dataset. To this end, two approaches
can be considered, a human approach or an algorithmic approach. Humans might be
asked to generate more thoughts reflecting these schemas, such as designing scenarios
for thought records that manage to elicit them or instructing people to explicitly formu-
late them. Alternatively, one might look into algorithmic approaches to create synthetic
samples from the thoughts that are already in the dataset [21].

A further interesting direction for future research is a meta-analysis to link clinical
outcomes with the technological sophistication of systems. Since it has previously been
found that e-mental health is more effective when it is better adhered to [22, 23], it is
important to study possible determinants of adherence. One such determinant is the
motivation to engage with the system [24, 25]. This is likely to be affected by features
of user, system, and interaction context. However, the sphere of influence of developers
pertains to the features of the system. With the technological sophistication measure
we open a door to study whether increasing the technological sophistication of a system
is worthwhile. The Deprexis [26] system with a high technological sophistication and
low dropout rates is a promising example in support of the idea that technological
sophistication may correlate negatively with dropout. However, this is only one example
and a meta-analysis is needed to draw conclusions.

If a meta-analysis should find a link between technological sophistication and adher-
ence, this would encourage a repetition of our final study (Ch. 5) with some improve-
ments. As a first improvement, a participatory design approach with a depressed pop-
ulation could be taken to designing the feedback of the conversational agent, as is pre-
scribed, for example, by the socio-cognitive engineering method [27]. Additionally, it
would be of interest to study the effects of the conversational agent in the long run in a
depressed population, since the feedback of the agent builds on previous sessions and
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gets increasingly rich as users complete more thought records. It may also be considered
that the agent feedback can be regarded as a kind of reflective listening in the context of
motivational interviewing [10]. Future research taking this perspective might investi-
gate whether adding additional conversational techniques from motivational interview-
ing increases motivation. This might indicate that only the content of the feedback is not
sufficient to increase motivation but rather that motivational interviewing as a holistic
approach is needed.

Finally, future research might explore the use of the conversational agent in other
contexts or larger systems. For example, one might study the combination of the
conversational agent that supports thought recording with one that supports thought
strengthening (e.g. [28]) to form a cognitive restructuring micro-intervention. Given the
very positive feedback concerning the usefulness of the experiment that we obtained
from the healthy and subclinically depressed participants in both of our studies, such
a micro-intervention might hold much potential as a low-risk preventive. Another
example is the application of the conversational agent in an ecological momentary
assessment application, which would allow for the collection of long-term interactions
and for linking the schema-model of the user with other symptoms of depression over
time [29]. In a similar vein, the agent could be integrated into a larger stand-alone
treatment system, into face-to-face therapy as an adjunct for homework assignments,
or into a blended care approach. In the latter two cases, the agent may need to interact
with both therapist and client and possibly even take on the role of mediator between
the two stakeholders.

6.4. CONTRIBUTIONS

This thesis makes a number of contributions for both scientists and system developers.
These consist of the generated insights and the resulting new research questions on the
one hand and the methods and tools that were developed on the other hand. Several
contributions were made with the literature review. The eHDTS scales quantify the de-
gree of technological sophistication of system functions. They thus allow researchers
and system developers to obtain an estimate of how technologically sophisticated the
functions of their system are, how they compare to the same or similar functions imple-
mented in other systems, and where possible points of improvement may lie. Addition-
ally, researchers can study the technological sophistication of systems or functions by
including this as a variable in analyses. For example, the quantification of technological
sophistication makes it possible to study the link between technological sophistication
and adherence in a meta-analysis. The coding of technological sophistication further
enabled an overview of the technological state of the art of the field of e-mental health
for depression with the conclusion that most systems were lacking in interactivity and
artificial intelligence: they often take the form of psychoeducational interventions, i.e.,
delivering information and exercises to the user but not processing information com-
ing from the user. Two additional insights gained from the review are that despite an
ever-increasing number of systems being developed in the examined time frame, there
was no observable progress in technological sophistication and that human support is
neither compensated with more functions nor with more technological sophistication
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in autonomous systems. The database developed for the literature review describing
systems, their characteristics, their versions, their functions, their evaluations, and the
scientific articles that detail them is a key contribution of this research work due to sys-
tematically organizing the systems found in the literature. To the best of our knowledge,
it is unprecedented in its comprehensiveness and covers 17 years of research. Coupling
it with other databases in the field, such as the one concerning clinical trials of Cuijpers
et al. [30], can enable researchers to efficiently answer research questions concerning
these systems. Furthermore, the database is described in detail on its own website1 and
is also contained in the data repository for the literature review, such that researchers
interested in extending it with additional variables or more recent systems can easily
do so. Developers of future systems can used the database for inspiration regarding the
functionality they would like their system to offer. The variables used to systematically
describe the systems in the database are concisely presented in a taxonomy consisting
of system and evaluation attributes.

Further scientific contributions followed from testing whether it is possible to auto-
matically identify schemas from thoughts. For one, a dataset of thought records was
collected and manually labeled. Generally, such a dataset of thought records can be of
value to researchers as thought record data is hard to come by. With our dataset it was
possible to train, validate, and test several machine learning algorithms with regard to
their thought labeling capabilities. For most schemas, there was at least one algorithm
capable of labeling the thoughts such that the correlation between algorithmically and
manually assigned schema scores was moderate to strong, and all algorithms were able
to label thoughts with regard to at least six of the schemas. All scripts and data used for
training and testing the algorithms to answer our first hypothesis are available in a data
repository. For us, a set of recurrent neural networks (RNNs) trained separately for each
schema performed best overall and could be used by us in generating the feedback of the
conversational agent. Improving the labeling accuracy may be a challenge for data sci-
entists as the dataset is an unbalanced dataset of natural language utterances with mul-
tiple, not mutually exclusive labels and a complex nesting structure. Taken together with
the unlabeled dataset of thought records collected to test our second hypothesis, addi-
tional avenues for labeling become possible (e.g., applying methods of semi-supervised
learning). For clinical psychologists, a key contribution is the demonstration that qual-
itative, text-based input can be automatically analyzed for the purpose of psychological
assessment on a large scale. This opens up new possibilities for using such methods in
addition to, or even instead of [28], questionnaires. Specifically for cognitive behavioral
therapists, a higher labeling accuracy of the algorithm may be an important step towards
use in practice. They may also consider extending the coding with other labels, such as
another set of schemas or the modes of schema therapy [31]. For system developers, the
algorithms and our dataset of thought records may present inspiration or a starting point
for including similar functionality in their own system. While we make our algorithms
and data available for all purposes, we caution against out-of-the-box use in practice as
we never evaluated any part of it with a clinical population.

Finally, we contribute the conversational agent that supports users in completing
thought records and is capable of providing feedback on the process (number of

1http://insyprojects.ewi.tudelft.nl:8888/
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completed downward-arrow steps) and on the content (active schemas) of the thought
record and all completed thought records over time. This agent was found to be a
feasible means of collecting thought record data in dialog format. Participants who
chose to comment considered it an insightful experiment and intended to keep using
thought recording in their day-to-day lives. The thoughts they denoted could, for the
most part, be labeled by the RNNs, and the frequencies of schema occurrences in this
sample of thoughts (subclinical population) was similar to those assigned by the RNNs
on the dataset on which the RNNs were tested (healthy population) and similar to those
manually assigned by Millings et al. [6] (clinical population). The conversational agent
is available to researchers or developers to further improve upon, to integrate into their
own system, or to use as is.

6.5. FINAL REMARKS

Depression is a debilitating mental illness that can cost years or even decades to
overcome. In the best case, the affected person seeks help during the first episode, is
treated effectively with psychotherapy, medication, or both, and no further episodes
follow. In the worst case, the affected person sees no way out and does not seek help or
does not obtain it. While e-mental health presents a good way of increasing accessibility
to treatment, in various articles in the field of e-mental health for depression it is clearly
emphasized that the systems and authors do not aim to replace therapists but rather
that these systems present a viable step in stepped care models (e.g., [32]). Even in
their model of supportive accountability, Mohr et al. [33] claim that this accountability
necessarily requires the presence of another human and thus rule out the possibility of
supportive accountability in a stand-alone system. In light of our findings that there
is little technological progress in the field despite much technological progress outside
of it, one is left to wonder what has hampered researchers’ desire to experiment with
more technologically advanced solutions. Feijt et al. [34] found that an important
barrier to use of e-health in practice is the lack of therapists’ experience with the
technology. During the COVID19 pandemic, however, interacting with clients remotely
by means of technology became a necessity for many therapists. In the Netherlands,
this exposure has resulted in an attitude shift in healthcare providers with respect to e-
health, albeit largely e-health in the sense of computer mediated communication with
patients [35]. Obviously, technology or artificial intelligence should not be employed
at all costs and comes with its own risks. As Darcy et al. [36] point out, however, the
technological revolution of the field of medicine is already underway and clinicians are
in a unique position to ensure that the technology will serve the good of patients. Rather
than avoiding technology, we therefore second the opinion that clinical psychologists
should work together with computer and data scientists to develop ethically responsible
interventions that also move with the times technologically. From a conversational
agent perspective, we see it as an interesting challenge to attempt to mimic what we
know are effective therapist behaviors with conversational agents and to then study
the effects. However, from a clinical perspective, one may consider that conversational
agents can allow for studying aspects of human behavior in a controlled and isolated
manner, possibly elucidating the effective behaviors of therapists in the first place and
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better than can be done in studies of human-human interaction. It is common practice
in conversational agent research to go down the former path and take what is known
from psychology research to see how it translates to agents. Research exploring the
opposite direction critically hinges on the close collaboration of clinical psychologists
with computer scientists and has the potential to enrich both fields.
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A.1. SEARCH TERMS

Technology Condition Goal Evaluation Exclude

computer*/Computers/Computer
Systems

depress*/depressive
disorder/depressive
disorder, major

prevent* evaluat* PTSD

internet/Internet dysthmi*/dysthymic
disorder

treat* trial postpartum

Software train* test postnatal

online monitor* study perinatal*

web*/Web Browser simulat* pilot adolescent*

mail* interven* rct child*

mobile/Cell Phones/Computers,
Handheld

support* conduct* telephone

phone experiment* tele$health

text message significan* review

app allocat* meta$analy*

techn* control* survey

digital participant* screening

automat* random* psychosis

virtual recruit* psychotic

remote bipolar

self$help/Self-Help Devices

cCBT/Therapy, Computer-Assisted

iCBT

Table A.1: The search terms that were used in retrieving primary articles from the databases Scopus, PubMed,
and Web of Science are shown. Columns are combined with logical ANDs while cells within columns are
combined with logical ORs. The first two columns were searched for within titles and keywords, the third
and fourth column within abstracts. Terms from the Exclude column were not allowed to appear within titles
only. The first and second column include in italics the Medical Subject Heading (MeSH) terms that were used
in addition to the regular search terms in PubMed. Finally, where possible, wildcards were used to expand the
search terms with * denoting any string including the empty one and $ denoting any string of length 1 or the
empty string.

A.2. PUBMED

(((internet[Title] OR online[Title] OR web*[Title] OR mobile[Title] OR computer*[Title]
OR techn*[Title] OR telemedic*[Title] OR tele-medic*[Title] OR virtual[Title] OR
remote[Title] OR e-health[Title] OR ehealth[Title] OR automat*[Title] OR "text mes-
sage"[Title] OR mail*[Title] OR mhealth[Title] OR m-health[Title] OR digital[Title]
OR phone[Title] OR app[Title] OR cCBT[Title] OR distance[Title] OR self-help[Title])
OR (Internet[MeSH Term] OR "Web Browser"[MeSH Term] OR "Therapy, Computer-
Assisted"[MeSH Term] OR Software[MeSH Term] OR "Computers, Handheld"[MeSH
Term] OR Telemedicine[MeSH Term] OR "Cell Phones"[MeSH Term] OR "Self-Help
Devices"[MeSH Term] OR "Computer Systems"[MeSH Term] OR Computers[MeSH
Term]) OR (internet[Other Term] OR online[Other Term] OR web*[Other Term]
OR mobile[Other Term] OR computer* [Other Term] OR techn*[Other Term] OR
telemedic*[Other Term] OR tele-medic*[Other Term] OR virtual[Other Term] OR re-
mote[Other Term] OR ehealth[Other Term] OR e-health[Other Term] OR automat*[Other
Term] OR "text message"[Other Term] OR mail*[Other Term] OR mhealth[Other Term]
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OR m-health[Other Term] OR digital[Other Term] OR phone[Other Term] OR app[Other
Term] OR cCBT[Other Term] OR distance[Other Term] OR self-help[Other Term]))
AND ((depress*[Title] OR dysthymi*[Title]) OR (depressive disorder[MeSH Terms] OR
depressive disorder, major[MeSH Terms] OR dysthymic disorder[MeSH Terms]) OR
(depress*[Other Term] OR dysthymi*[Other Term])) AND ((prevent*[Title/Abstract]
OR treat*[Title/Abstract] OR monitor*[Title/Abstract] OR train*[Title/Abstract] OR
simulat*[Title/Abstract] OR interven*[Title/Abstract] OR support*[Title/Abstract])
AND (evaluat*[Title/Abstract] OR trial[Title/Abstract] OR test[Title/Abstract] OR
pilot[Title/Abstract] OR study[Title/Abstract] OR RCT[Title/Abstract] OR con-
duct*[Title/Abstract] OR experiment*[Title/Abstract] OR significan*[Title/Abstract]
OR allocat*[Title/Abstract] OR control*[Title/Abstract] OR random*[Title/Abstract]
OR recruit*[Title/Abstract] OR participant*[Title/Abstract])) NOT (PTSD[Title] OR
postpartum[Title] OR postnatal[Title] OR adolescent*[Title] OR child*[Title] OR bipo-
lar[Title]) AND ((Classical Article[ptyp] OR Clinical Conference[ptyp] OR Clinical
Study[ptyp] OR Clinical Trial[ptyp] OR Comparative Study[ptyp] OR Controlled Clinical
Trial[ptyp] OR Evaluation Studies[ptyp] OR Journal Article[ptyp] OR Observational
Study[ptyp] OR Pragmatic Clinical Trial[ptyp] OR Randomized Controlled Trial[ptyp]
OR Technical Report[ptyp] OR Validation Studies[ptyp]) AND hasabstract[text] AND (
"2000/01/01"[PDat] : "2017/12/31"[PDat])))

A.3. SCOPUS

((((((( TITLE ( internet OR online OR web* OR mobile OR computer* OR techn* OR virtual
OR remote OR e?health OR "text message" OR mail* OR m?health OR digital OR phone
OR app OR ccbt OR icbt ) OR KEY ( internet OR online OR web* OR mobile OR computer*
OR techn* OR virtual OR remote OR e?health OR "text message" OR mail* OR m?health
OR digital OR phone OR app OR ccbt OR icbt )) AND ( TITLE ( depress* OR dysthymi* )
OR KEY ( depress* OR dysthymi* ))) AND ABS ( prevent* OR treat* OR monitor* OR train*
OR simulat* OR interven* OR support* )) AND ABS ( evaluat* OR trial OR test OR pilot
OR study OR rct OR conduct* OR experiment* OR significan* OR allocat* OR control*
OR random* OR recruit* OR participant* )) AND ( PUBYEAR > 2000 )) AND NOT ( TITLE
( ptsd OR postpartum OR postnatal OR perinatal OR adolescent* OR child* OR bipolar
OR review OR meta?analy* OR survey OR screen* OR assess* OR psychosis OR telephone
OR tele?health OR tele?medicine OR addict* OR predict* OR stigma OR schizophreni*
OR reproduct* OR maternal OR sleep OR anti$depress* OR "support group" ) OR KEY
( ptsd OR postpartum OR postnatal OR perinatal OR adolescent* OR child* OR bipolar
OR review OR meta?analy* OR survey OR screen* OR assess* OR psychosis OR telephone
OR tele?health OR tele?medicine OR addict* OR predict* OR stigma OR schizophreni*
OR reproduct* OR maternal OR sleep OR anti$depress* OR "support group" )))) AND (
LIMIT-TO ( DOCTYPE , "ar " ) OR LIMIT-TO ( DOCTYPE , "cp " ) OR LIMIT-TO ( DOCTYPE
, "ip " )) AND ( LIMIT-TO ( LANGUAGE , "English " ))
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A.4. WEB OF SCIENCE

TS=(internet OR online OR web* OR mobile OR computer* OR techn* OR virtual OR re-
mote OR e?health OR "text message" OR mail* OR m?health OR digital OR phone OR
app OR ccbt OR icbt) AND TS=( depress* OR dysthymi* ) AND TS=( prevent* OR treat*
OR monitor* OR train* OR simulat* OR interven* OR support* ) AND TS=( evaluat* OR
trial OR test OR pilot OR study OR rct OR conduct* OR experiment* OR significan* OR
allocat* OR control* OR random* OR recruit* OR participant* ) NOT ( TI=( ptsd OR post-
partum OR postnatal OR perinatal OR adolescent* OR child* OR bipolar OR review OR
meta?analy* OR survey OR screen* OR assess* OR psychosis OR telephone OR tele?health
OR tele?medicine OR addict* OR predict* OR stigma OR schizophreni* OR reproduct*
OR maternal OR sleep OR anti$depress* OR "support group") OR TS=( ptsd OR post-
partum OR postnatal OR perinatal OR adolescent* OR child* OR bipolar OR review OR
meta?analy* OR survey OR screen* OR assess* OR psychosis OR telephone OR tele?health
OR tele?medicine OR addict* OR predict* OR stigma OR schizophreni* OR reproduct*
OR maternal OR sleep OR anti$depress* OR "support group")) AND LANGUAGE: (En-
glish)Refined by: DOCUMENT TYPES: ( ARTICLE OR PROCEEDINGS PAPER ) AND WEB
OF SCIENCE CATEGORIES: ( ONCOLOGY OR PSYCHIATRY OR GERONTOLOGY OR PSY-
CHOLOGY CLINICAL OR COMPUTER SCIENCE INFORMATION SYSTEMS OR PUBLIC
ENVIRONMENTAL OCCUPATIONAL HEALTH OR HEALTH CARE SCIENCES SERVICES
OR ENGINEERING ELECTRICAL ELECTRONIC OR INTEGRATIVE COMPLEMENTARY
MEDICINE OR PSYCHOLOGY MULTIDISCIPLINARY OR COMPUTER SCIENCE THE-
ORY METHODS OR SUBSTANCE ABUSE OR BEHAVIORAL SCIENCES OR MEDICINE
GENERAL INTERNAL OR REMOTE SENSING OR PSYCHOLOGY EXPERIMENTAL OR
PSYCHOLOGY OR PSYCHOLOGY APPLIED OR NURSING OR MEDICAL INFORMATICS
OR SOCIAL SCIENCES INTERDISCIPLINARY OR MEDICINE RESEARCH EXPERIMEN-
TAL OR COMPUTER SCIENCE ARTIFICIAL INTELLIGENCE OR COMPUTER SCIENCE
CYBERNETICS OR REHABILITATION OR GERIATRICS GERONTOLOGY OR COMPUTER
SCIENCE INTERDISCIPLINARY APPLICATIONS ) Timespan: 2000-2017. Indexes: SCI-
EXPANDED, SSCI, A-HCI, CPCI-S, CPCI-SSH, ESCI.
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Figure C.1: Taxonomy of software systems for depression. This was inspired by the one for conversational
agents, presented in Montenegro JL, da Costa CA, and da Rosa Righi R. “Survey of conversational agents in
health.” Expert Systems with Applications (2019). It is important to note that this is not an exact graphical rep-
resentation of all concepts in the database but is intended as an illustration of the most descriptive attributes
of software systems for depression. For readers interested in an exact graphical representation of the database,
we refer to the SQL schema diagram on the EHealth4MDD (database) website.
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Table D.1: The categorization of support functions at level 0 (L0), level 1 (L1), and level 2 (L2). Customization
as an Execution function type means that the system or intervention could be altered throughout the usage
period according to the user’s preferences, while as a Planning function type, customization was only possible
at the start of the intervention. The difference between Management and Organization within the Execution
type is that Organization pertains to management of aspects of the specific system and intervention, whereas
Management pertains to dealing with higher-level problems or aspects.

L0 L1 L2

User preferences (intervention/system) Customization Execution

Tunneling, Intervention reasoning, Risk management, Troubleshooting Management Execution

Scheduling, Goal setting, Self-screening Organization Execution

Rewarding, Encouraging, Empathy, Similarity, Authority, Consideration Social Role Execution

Signal, Spark, Facilitator Trigger Execution

Automatic/Manual activity monitoring Activity Monitoring

Automatic/Manual context monitoring Context Monitoring

Automatic/Manual progress monitoring Progress Monitoring

Automatic/Manual symptom monitoring Symptoms Monitoring

User preferences (intervention/system) Customization Planning

Goal setting, Tutorial Organization Planning

Peer support, Administrative support, Lay-person support Direct:
NonProfessional

Social

Nurse support, Professional support, Therapist support Direct: Professional Social

Social learning/comparison/facilitation, Recognition, Cooperation Indirect Social
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Table E.1: The categorization of therapeutic frameworks into therapies (L1). An example function at level 0
(L0) is provided for each therapeutic framework. Some of the therapies were mentioned by authors as hav-
ing influenced the design of the system, but using our classification, no intervention functions pertaining to
the therapy could be found. Therefore, no example can be given. This does not mean that no functionality
reflecting the therapy was implemented, for example, a symptom monitoring approach might well result in
functionality to aid in the monitoring of symptoms. However, with our classification, this would be classified
as a monitoring support function rather than as an intervention function. Similarly, influences from Social
Cognitive Theory may have found their way into the system in the form of vignettes, which we classify as indi-
rect social support functions rather than intervention functions.

L0 Example Therapeutic Framework L1

Mood monitoring training Cognitive Behavioral Therapy Cognitive-Behavioral

Increase self-esteem and acceptance Acceptance & Commitment Therapy Cognitive-Behavioral

Learning to be mindful of moods and emotions Mindfulness(-Based Stress Reduc-
tion)

Cognitive-Behavioral

Behavior pattern identification Behavioral Activation Behavioral

Breaking a task down into manageable parts Problem Solving Behavioral

Graded exposure Exposure Therapy Behavioral

- Social Cognitive Theory Behavioral

Increase physical activity Physical Activity Behavioral

Notice the effects of automatic thoughts Cognitive Therapy Cognitive

Concreteness training Cognitive Bias Modification Training Cognitive

Cognitive control training Cognitive Control Training Cognitive

Learning to recognize threat-monitoring Meta-Cognitive Therapy Cognitive

- Cognitive Remediation Cognitive

Childhood and early schemata reprocessing Schema Therapy Cognitive

Assertiveness and communication skills Interpersonal Therapy Interpersonal

Reflecting on past successes Positive Psychology Positive Psychology

Breaking unhelpful unconscious patterns Psychodynamic Psychodynamic

Building the motivation for change Motivational Interviewing Independent

Psychoeducation on depression Bibliotherapy Independent

- Symptom Monitoring Independent

Expressive Writing Expressive Writing Independent

Preventing relapses Transdiagnostic Independent

Mind/Body Programming Hypnosis Other

Life Review Life Review Other

Spiritual and religious resources Spirituality Other
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Website of the ehealth4mdd Database
e-Health degree of technological sophistication scales
This table lists the five different eHDTS scales, defines each level, provides an example function for each level and each scale as well as the inter-
rater agreement that was obtained when calculating Cohen's kappa between two raters that rated a sample of approximately 25 function descriptions
(similar to the examples) using the scale level definitions.

Scale
Name Abbreviation Level 0 Level 1 Level 2 Level 3 Level 4

Intervention eHDTS_i

functionality is
provided by a
human (e.g.
face­to­face, by
email or
telephone)

functionality is not
interactive but purely
informational (e.g.
downloadable pdf,
information website)

functionality is
provided in an
interactive
manner (e.g.
the user can fill
in information
on a website)
but the
information is
not processed
by the system
in any way

functionality is
provided in an
interactive manner
and input from the
user is responded to
but without
processing content
of input (e.g. more
information is
presented after the
user has typed a
certain the number
of characters)

functionality is
provided in an
interactive
manner;
content of user
input is
processed and
feedback is
provided

Example eHDTS_i [Function:
Activity
planning]
[Platform:
FACE­TO­
FACE]
[Description:
create an
activity plan]
[Implementation
Details: ]

[Function: Activity
planning][Platform:
ONLINE] [Description:
Instructions about
controlling physical
symptoms using
strategies such as
controlled breathing
and scheduling
pleasant activities.]
[Implementation
Details: ]

[Function:
Activity
planning]
[Platform:
ONLINE]
[Description:
schedule
positive
activities]
[Implementation
Details: Each
lesson was
paired with an
interactive tool
to provide
participants
with
opportunities to
apply the
treatment
concepts
discussed in
the lesson.
Examples
include an
activity
calendar with
which
participants
could monitor
and schedule
their activities.
These tools
were designed
to be completed
in just a few
minutes.]

[Function: Activity
planning][Platform:
APP] [Description:
Daybuilder includes
a calendar, with one
novel facility called
"event types". Event
types are used for
modeling events
that require some
extra actions. For
example, when
going to a wedding
one has to be nicely
dressed and maybe
buy a gift. The
Daybuilder calendar
lets the user create
event types and use
them to be
reminded of the
extra actions
required for the
event.]
[Implementation
Details: ]

[Function:
Activity
planning]
[Platform:
ONLINE]
[Description: a
website tutorial
guides users
through
identification of
eight to 12
pleasant
activities that
matter most to
their mood
(Figure 2). The
website then
assists with
creating a
personalized
self­contract to
make small but
consistent
increases in the
frequency of
these activities.
Users are
prompted to
return to the
website every
few days to
record total
daily activities
and a daily
mood rating (on
a 7­point Likert
scale) for each
intervening
day.]
[Implementation
Details:
Website
algorithms
process these
tracking data to
generate
personalized
feedback
regarding the
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association (or
lack of)
between each
user's daily
mood and his
or her pleasant
activity level.
The website
identifies those
activities that
users report
occurring
infrequently or
not at all or
those that are
not associated
with increased
mood, and
suggests that
these might be
replaced with
other, more
mood­lifting
activities.]

Planning
Support eHDTS_p

functionality
provided by a
human either
through the
system or
entirely
externally

functionality provided in
a non­
interactive/informational
manner (e.g. the user is
only informed of
possible paths through
the intervention but the
system does not adapt
in any manner)

functionality is
provided in an
interactive
manner but no
support, this
includes also
user­driven
tailoring if all
users are
provided with
the same
options to
choose from
(e.g. the user
can set certain
parameters to
personalize the
system)

functionality is
provided with
tailored support,
tailoring on the
basis of interactions
with the system

functionality is
provided with
personalized,
context­aware
support (e.g. by
integrating with
Google
calendar for
scheduling)

Example eHDTS_p [Function: Goal
setting]
[Platform:
TELEPHONE]
[Description:
After an initial
assessment
and goal­setting
telephone call]
[Implementation
Details: ]

[Function: Goal setting]
[Platform: EMAIL]
[Description:
Introduction, goals]
[Implementation
Details: During each
online session,
participants were sent
approximately 20 to 30
PowerPoint slides,
including general
information on a
particular topic, an
overview of helpful
skills related to the
issue being covered,
and homework sheets
in Farsi (participants'
first language).]

[Function: Goal
setting]
[Platform:
ONLINE]
[Description:
SB users
interacted with
a game­like
platform and
were invited to
describe a goal
(an epic win;
here,
overcoming
depression)]
[Implementation
Details: ]

[Function: User
preferences
(intervention)]
[Platform:
COMPUTER]
[Description: Item
content covered
seven categories:
academic, family,
mood and health,
relationships, social
activities, hobbies
and work. In order
to maximise the
personal relevance
of the intervention
all participants were
asked to indicate at
screening which one
of these categories
was least relevant to
them. For those
subsequently
assigned to the
active condition,
randomisation
included automatic
allocation to a
personalised
version of the
intervention
programme, that
omitted all items in a
participant's least

[Function: User
preference
(system)]
[Platform:
INTERACTIVE
VOICE
RESPONSE]
[Description:
Outbound
automated calls
are scheduled
based on a
dynamic
protocol of type
of call
(screening or
monitoring),
calendar dates,
clinical events,
call history, and
patient
preferences
(such as call
time), using
data and the
DCAT
algorithms in
the DMR.
Patients can
opt for
password­
protected
access to
enhance
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relevant category.]
[Implementation
Details: ]

privacy and can
use the system
to reschedule
the call or
request human
follow­up.]
[Implementation
Details: ]

Execution
Support eHDTS_e

functionality
provided by a
human either
through the
system or
externally

functionality provided in
an informational
manner or functionality
is provided in a rule­
based fashion (if­then),
condition is user­
independent (e.g. if
Monday, release
module)

functionality
provided in a
rule­based
fashion (if­
then),
consequence is
dependent on
user interaction
data (e.g. if
user has not
interacted with
system for 7
days, send
reminder)

functionality
provided in a rule­
based fashion (if­
then), consequence
is dependent on a
static user model
(e.g. if user is
severely depressed,
release new
modules twice a
week instead of
once for mildly and
moderately
depressed users)

functionality is
provided in a
rule­based
fashion (if­
then), but
consequence is
dependent on a
dynamically
changing user
model (e.g.
system checks
whether user
has acquired
new skills and if
so those
modules that
require the
application of
these skills
become
accessible)

Example eHDTS_e [Function:
Tunneling]
[Platform:
ONLINE]
[Description:
Participants
were given
gradual access
to the self­help
modules. The
therapists gave
feedback on the
clients'
experiences
and
administered
the gradual
access to the
modules.]
[Implementation
Details: ]

[Function: Tunneling]
[Platform: ONLINE]
[Description: The
participant logged into
the program and was
instructed to finish the
lessons in a
predetermined order.]
[Implementation
Details: ]

[Function:
Tunneling]
[Platform:
ONLINE]
[Description: in
the latest
version of the
MoodGYM
program (Mark
III) core
assessments
are compulsory
not allowing the
user to skip or
alternate
between the
different
modules.]
[Implementation
Details: ]

[Function:
Tunneling][Platform:
ONLINE]
[Description: The
20­item CES­D was
the first level
assessment in HIV
TIDES. CES­D
scores were used
for the intervention
pathways because
the instrument is
multi­factorial thus
facilitating tailoring
of specific self­care
interventions. The
cut­off points of 8
and 16 (total range
from 0 to 60) were
used to divide
system users into
three major groups
which determined
the tailoring path the
users would
experience.]
[Implementation
Details: ]

[Function:
Tunneling]
[Platform:
COMPUTER]
[Description:
Session 5
included a
comprehensive
assessment to
evaluate
whether
participants had
acquired
sufficient
knowledge to
progress to the
next five
sessions or if
remediation
was warranted.
The program
utilized an
algorithm that
branched to
earlier sessions
when remedial
learning
objectives
needed to be
met based on
scores obtained
in Session 5.]
[Implementation
Details: Mini­
lessons were
prioritized
based on the
comprehensive
assessment of
participant
needs during
Session 5.
Those content
areas showing
greatest need
based on item
score sampling
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across all mini­
lesson options
(16 in total)
were given
highest priority
and presented
earlier and
those with
lower scores
presented
later.]

Monitoring
Support eHDTS_m

data collected
but not used in
intervention
(e.g. data is
collected for
study purposes)

data collected and
forwarded to human
third party for use in
intervention (e.g. a
therapist receives data
and makes choices
accordingly)

data collected
and presented
to the user for
self­monitoring
(data is not
interpreted by
the system)

data collected and
used to provide
feedback to users
on this specific data

data collected,
analyzed, and
used by system
in the
intervention
(e.g. for
personalization,
intervention
improvement,
making
prognoses)

Example eHDTS_m [Function:
Manual
monitoring of
symptoms]
[Platform: SMS]
[Description:
The following
mood
monitoring
message was
sent once daily
at random
times: What is
your mood right
now on a scale
of 1 to 10?]
[Implementation
Details:]

[Function: Manual
monitoring of
symptoms][Platform:
ONLINE] [Description:
Prior to each lesson,
the patient completed
the Kessler
Psychological Distress
Scale(K10) (Kessler et
al.,2003) as a means of
tracking patient
progress during the
iCBT course.]
[Implementation
Details: Clinicians were
automatically notified if
their patient's K10
score increased by half
a standard deviation or
more.]

[Function:
Manual
monitoring of
symptoms]
[Platform:
ONLINE]
[Description:
Activity report
for self­
monitoring,
which provides
feedback to
users, showing
that their mood
is related to the
activities
performed, and
the benefits of
being active.]
[Implementation
Details:]

[Function: Manual
monitoring of
symptoms][Platform:
ONLINE]
[Description: rating
mood by selecting
the extent to which
each of 20
interactive mood­
adjective playing
cards describes
current mood. The
rating is based on
the extent that users
currently experience
the 20 (positive and
negative) emotions
(e.g. proud,
nervous,
determined). Cards
appear one at a
time and the user
selects either the flip
or rotate button until
their selection (very
slightly or not at all,
a little, quite a bit,
extremely) is
highlighted. They
then click their
selection and the
next card appears.
Test completion
takes approximately
5 min and generates
a daily score to
enable mood
tracking over time.
Historical scores
can be retrieved as
a graph to which the
user can add
annotations. Users
receive two forms of
feedback on mood:
automated feedback
from the website,
which comprises a
short, two­
paragraph
supportive
summation based
on comparisons
between the most

[Function:
Manual
monitoring of
symptoms]
[Platform:
COMPUTER]
[Description:
The aim of this
application is to
detect
symptoms of
anxiety and
depression in
users. It
includes a
decision
algorithm that
allows Butler to
react in real
time to the
user's clinical
needs. To do
this, an
evaluation
using widely
used and
validated
psychological
scales is
performed
when the user
accesses the
system. If the
clinical status of
the person is
within the
normal range,
Butler offers its
full potential. In
the case that
any change in
mood (anxiety
or depression)
is detected, the
system
performs a
more detailed
exploration;
depending on
the result, it
offers the most
appropriate
options for the
user's
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recent and previous
scores (e.g. things
aren't as good as
they looked the last
time you took the
test and got 35%).]
[Implementation
Details:]

emotional state
and sends the
appropriate
warning to the
professional
user platform.
This application
also
summarizes the
information so
the professional
can process it
efficiently
through period
analyses, data
tables, bar
graphics, and
more.]
[Implementation
Details:]

Social
Support eHDTS_s

human support
is part of
intervention but
not integrated
into system
(e.g. system is
an adjunct to
face­to­face
therapy) or the
support is
initiated by the
support­
provider at pre­
specified times
(e.g. therapists
always sends
feedback email
to user after
homework
submission)

system provides
support in a non­
interactive/informational
manner (e.g. it provides
information on how to
get in touch with human
support or it includes
videos of role models
or summary statistics of
how other users of the
same system are
doing)

system has
interactive,
dynamic,
integrated
social support
(e.g. integrated
chat
functionality,
integrated video
conferencing, a
peer support
forum)

system is proactive
about contacting
human support on
the basis of user
activity in the
system (e.g. it
automatically
contact support in
case of risk
detection, or it
suggest to the user
to cooperate with
others on the basis
of detected low
adherence)

system
intelligently
supports the
provision of
human support
by going
beyond the
specific user
(e.g. by
integrating with
other social
platforms and
connecting a
user with other
people)

Example eHDTS_s [Function:
Nurse support]
[Platform:
TELEPHONE]
[Description:
Both groups
continued
nurse­
supervised
treatment for 12
weeks, which
involved regular
phone calls
checking for
problems]
[Implementation
Details: ]

[Function: Social
learning][Platform:
ONLINE][Description:
The Course comprises
material both in didactic
form, that is, text based
instructions and
information, and case­
enhanced learning
examples. Case­
enhanced learning is
informed by principles
of Social Cognitive
Theory (SCT) [33] and
uses educational
stories that identify a
problem and a solution
which an example (i.e.,
a case) resolves for the
learner.]
[Implementation
Details: ]

[Function:
Social
facilitation]
[Platform:
ONLINE]
[Description: As
a first step, the
user can see
anonymous
indications of
other people in
the system. The
intention is to
reassure users
that they are
not alone in
experiencing
difficulties and
that many other
people have
experienced
similar
problems and
overcome
them. ]
[Implementation
Details: Users
can respond to
content by
indicating that
they "like" it,
and can see
how many other
people liked it,
helping to
reduce the

[Function: Lay
person support]
[Platform:
INTERACTIVE
VOICE
RESPONSE/EMAIL]
[Description: based
on subject's weekly
IVR assessments,
the CarePartner
received structured
emails or IVR calls
with feedback about
the subject's status
with suggestions for
how the
CarePartner could
support depressive
symptom self­
management.
CarePartners were
notified immediately
via an IVR call if the
subject reported (1)
suicidal thoughts or
a suicidal plan, (2)
rarely or never
taking the
depression
medication as
prescribed, and (3)
side effects that are
making the subject
consider taking less
medication.
Structured fax alerts

[Function:
Cooperation]
[Platform:
SOCIAL
MEDIA]
[Description:
Respondents in
our study were
a mixture of
other Panoply
users and paid
workers from
MTurk.
Responses on
Panoply fall into
three
categories:
support, debug,
and reframe.
Support
responses offer
emotional
support and
active listening.
Debug
responses help
users identify
and dispute
cognitive
distortions
(bugs).
Reframe
responses offer
alternative,
more positive
ways of thinking
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sense of
isolation.]

were sent
automatically to the
subject's PCP if the
subject reported (1)
medication non­
adherence or(2)
PHQ­9 >15 twice in
the last month]
[Implementation
Details:]

about the
stressful
situation.
Respondents
are not asked
to use any one
particular
reappraisal
strategy but
instead are
given a bulleted
list of tactics to
consider in
case they need
inspiration.]
[Implementation
Details: All of
the
aforementioned
interactions are
coordinated
entirely through
Panoply's
automation.
The user needs
to only submit
their post to
start this
sequence of
crowd work.]
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The following two tables show the ranking of the 133 systems contained in the
database by evidence base, as far as this has been recorded in the database. The first
table shows the evidence base of systems evaluated in comparative trials (such that are
randomized, controlled, or both), whereas the second table shows the evidence base of
systems evaluated in noncomparative trials (single-group trials). Both tables are sorted
first on the number of evaluations, on the number of participants recruited to take part
in the study (sum over all study arms), and the number of participants who completed
the study (not including follow-up). For readers interested in more information, the sys-
tem key, as denoting systems in the database, is provided. This should allow for easy
querying of associated versions, authors, and articles, to name only a few things.
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Table H.1: The table provides a description of some possible functions that a system at each of the e-mental
Health Degree of Technological Sophistication (eHDTS) score levels might have. These descriptions are fic-
tional, and eHDTS scores at the system level are averages.

eHDTS score General system description 

0 System has no functions delivered by means of technology. Technology 
might, however, serve as a medium between counsellor and patient, as is 
the case in telehealth. Additionally, technology might be used to gather 
data about the user, not for use in the intervention but for the purposes of 
conducting the study, e.g. e-mails being sent to collect pre- and post-
measurements. 

1 System delivers functions in an informational fashion. For example, a 
typical CBT intervention might include eight modules of psychoeducation, 
exercise instructions, and links to additional resources. This is presented 
on a website and each week of the intervention a new module is made 
available. The user can click through the different modules but is not 
prompted to interact with the intervention in any other way. Applying the 
insights from the educational texts in real life is left to the user. Human 
guidance is integrated in the same informational manner, e.g. by showing 
(fictional) video vignettes of other users or similar patients or using 
prototypical characters. Data might be collected concerning the progress 
of the user, such as weekly questionnaires or which module they are on 
and this is then forwarded to a counsellor who might get in touch with the 
user. 

2 System functions are interactive but neither responsive nor intelligent. In 
the case of the core modules, this might mean that the user is prompted 
to enter information into the system, such as to describe their automatic 
thoughts or to create an activity schedule. The system, however, does not 
process this information to any extent beyond simply saving it for the user 
to see back. When the system collects monitoring data, it presents this 
back to the user without offering an interpretation, e.g. it might 
automatically create a graph of daily depression questionnaire scores. The 
user might be able to tailor the systems to their own needs or preferences 
by adapting settings, such as what gets displayed on their landing page. 
New modules might be triggered according to how frequently the user has 
been interacting with the program. Human guidance may be integrated 
into the system in an interactive and responsive way, though the 
responsiveness stems from other humans and not from the system, as is 
the case in a forum, for example. 

3 System functions are interactive and responsive to meta-data and might 
show some intelligence. For example, the core modules might deliver 
information in accordance with the amount of user activity on the 
interactive exercises. Some tailoring may be provided in the execution 
support functionality, but this is based on a static user model created at 
the outset of the intervention. For example, users might be determined to 
be male or female initially and the intervention is adapted accordingly. 
Monitoring data that is collected is processed to draw conclusions for the 
user and provide feedback. For example, users might see a qualitative 
interpretation of their depression scale score. The system actively 
attempts to integrate human support when it detects that the user may 
need it (e.g. in the case of suicidal ideation).  
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Table I.1: Deciles and their corresponding scale values for the weighted and unweighted scale, e.g. 50 % of
systems have an average technological sophistication of 1.5 or lower. The weighted column takes into account
the number of functions that a system implements.

Deciles eHDTS eHDTSw

10 1.00 0.10

20 1.09 0.22

30 1.25 0.32

40 1.33 0.39

50 1.50 0.45

60 1.67 0.55

70 1.89 0.69

80 2.06 0.82

90 2.53 1.11

100 3.70 2.31
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Social
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Figure J.1: Heatmap of the maximum degree of technological sophistication per function type and therapy.
This gives insight into the technological state of the art of each function type and therapy.
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Scenarios

Achievement related
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Interpersonal
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Diet Family Visit Party Lover Co-Worker

Open Thought Record
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Closed Thought Records
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in random order

Figure K.1: Figure displays the different stages of the experiment as traversed by the participants.
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Closed Thought Record 1, Participant 13224
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Closed Thought Record 2, Participant 13224
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Open Thought Record, Participant 13224
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Figure L.1: Graphical illustration of how we determined the predictor and outcome variables for the nine mod-
els of hypothesis 3.
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