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Preface

This master report presents the development of an Atomic Force Microscope (AFM) vertical

scanner for surface topography measurements. The report is organized in the following man-

ner. Chapter 1 presents the executive summary of the research, Chapter 2 summarizes the

AFM technology, Chapter 3 discusses the design of the AFM scanner, Chapter 4 presents the

identification of the scanner and design of the feedback controller, Chapter 5 treats the calcu-

lation of the measurement uncertainty achievable with the scanner, and Chapter 6 presents

conclusions and recommendations for further improvement.

vi



Chapter 1

Executive summary

The culmination of this research resulted in a submission and acceptance to the 10th euspen

international conference. The executive summary of this thesis is essentially the extended

abstract submission, which has been modified from its original form due to updated results.

The original conference proceedings is appended in Appendix B.

1.1 Abstract

This abstract presents the development of an Atomic Force Microscope (AFM) vertical scanner

for surface topography measurements, which is composed of a single axis positioning stage

with an integrated metrology system and AFM probe. The scanner is meant to track and

measure a maximum topography step of 10 µm with a measurement resolution of less then 0.1

nm and an uncertainty of less than 10 nm (1σ) at a controllable bandwidth of at least 2 kHz.

1.2 Positioning stage

The design goal of the scanner positioning stage is to provide an accurate movement in one de-

gree of freedom while constraining all other degrees of freedom without introducing errors due

to friction and hysteresis. As can be seen in Figure 1.1 and 1.2, a monolithic flexure stage is

chosen, constructed from aluminium and driven by a piezoelectric stacked actuator. Four leaf

springs guide the moving element in a single direction (z-axis) with relatively low stiffness (0.5

N/µm) while the remaining degrees of freedom are constrained by the relatively high stiffness

of the leaf springs. This ensures the stage guiding performance and immunity to straight-

ness errors of the piezoelectric drive. The required stiffness of the piezoelectric actuator is

determined by a first resonant frequency greater than 6 kHz to meet the desirable controller

bandwidth. This leads to a stiffness of 12 N/µm. Using this combination a low actuation force

level, less than 5 N, is achieved which limits the disturbance force and frame deformation on

the structural frame that supports the capacitance gage used for position information and the

AFM probe used for force feedback. The movable stage frame possesses circular and triangular

cut-outs for mass reduction with moderate loss of stiffness. The presence of the triangular cut-

outs yields a non-uniform stiffness distribution across the stage frame elements, which results

1
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in a complex, higher order bending shape of the structure when an actuation force is applied.

The cut-outs were designed to shape the stage deflection to minimize its net deformation af-

fecting the displacement and force measurement. In this manner, the elastic deformation and

the related measurement error was effectively reduced by 60%. The structure is optimized

such that the higher resonance modes occur at frequencies greater than 8 kHz which allows

for advanced control schemes and higher bandwidths. The picture of the assembled scanner is

shown in Figure 1.2.

piezoelectric stack 

actuator

structural 

frame

flexural stage

capacitive sensor

target electrode
AFM probe

capacitive sensor 

probe

sensor 

mount

bracket

z

x

Figure 1.1: Partial assembly with front metrology bracket removed.
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Figure 1.2: Picture of the assembled AFM scanner with cover removed.

1.3 Capacitive probe

The capacitive probe was developed together with the structural stage, such that the desired

resolution and noise levels are achieved without imposing any constrains on the stage design.

The capacitive probe is positioned inside the moving stage to obey the Abbé principle, see

Figure 1.1. The capacitive probe is held by two brackets rigidly connected to the structural

stationary frame of the stage, which allows for easy adjustment of the sensing gap between

the probe electrode and the target electrode attached to the moving part of the stage. The

metrology and force frame are not separated from each other due to the very small actuation

forces in the force loop. Additionally, the squeeze film damping occurring between cap gauge

probe and target electrodes was kept to a minimum to ensure that there are no appreciable

forces acting on the electrodes when positioning at high velocity, preventing deformation of the

electrodes and/or the structural frame. The capacitive sensor signal demodulation is performed

by an AC demodulation bridge [1]. The capacitive sensor was additionally calibrated by the

laser interferometer of 1 nm measurement uncertainty.

1.4 AFM probe

The AFM probe used is a commercial self-sensing and self-actuating Akiyama probe [2], which

does not require an external shaker nor a detection system, thus providing a compact config-

uration. The probe is mounted to the stage by means of a kinematic mount consisting of 3

spheres, a pre-loading magnet and magnetic steel plate, which yields a good repeatability of

the mount when exchanging the probe. Additionally, the probe wiring is soldered to the silver

pads painted on a layer of UV glue which covers the pre-loading plate, creating an electrical
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contact with the probe. The pre-amplification circuit for the Akiyama probe is integrated into

the stage assembly in order to keep the probe wiring as short as possible and hence to mini-

mize the parasitic effects. The electronic circuits for Akiyama probe excitation and modulation

of its oscillation frequency were realized.

1.5 Feedback controller

The positioning stage dynamics was identified via the laser vibrometer frequency response ex-

periments. The obtained transfer functions confirmed the analytical and FEM models used in

the research. Additionally, the frequency response was measured by the capacitive position

feedback sensor and was the the autoregressive model with exogenous input (ARX) was de-

veloped for the feedback controller design. The designed PI controller with a notch filter was

successfully implemented and the closed loop bandwidth of over 2 kHz was achieved. Figures

1.3 and 1.4 show the measured closed loop frequency response and a 13 µm step response,

respectively.
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1.6 Error budget

An error analysis was performed to determine not only the overall error of the system, but

also to see which components are the most significant contributors to improve in the future.

The error contributors considered during this investigation are: thermal expansion, Abbé and

Cosine errors, scanner elastic deformation, static calibration uncertainty of the capacitance

gage sensor, capacitance gage and amplifier noise, and elastic deformation of the capacitance

gage electrode. The individual error contribution values are listed in Table 1.1, resulting in

an overall error estimation of 2 nm (1σ). From Table 1.1, it can be seen that the largest error

contribution is a result from the structural frame elastic deformation due to the actuation force.

. Additionally, there is a significant error due to the thermal variations of the temperature

controlled environment followed by the scanner elastic deformation. The thermal expansion

causes a spurious force feedback due to thermal growth of the scanner and the erroneous

position feedback due to the capacitive sensor gap change. The scanner elastic deformation

is caused mainly by the stress induced in the stationary structural frame by the frequency

dependent piezoelectric actuation forces. In order to limit the related error, the movable mass

was reduced to minimize the inertia forces and the stationary structural frame was designed

for the high stiffness with additional stiffening obtained from metrology frame brackets.

Table 1.1: Error contributions and their values.

Component Variance [nm2] Standard deviation [nm]

Thermal expansion 0.64 0.8

Scanner elastic deformation 1.44 1.2

Static calibration uncertainty 1 1

Abbé and cosine errors 0.504 0.71

Capacitive sensor/amplifier noise 0.49 0.7

Capacitive sensor elastic deformation 0.16 0.4

Total 4.25 2



Chapter 2

Atomic Force Microscopy

2.1 Introduction

The first Atomic Force Microscope (AFM) was reported in 1986 [3]. The name originates be-

cause the AFM is directly measuring intermolecular forces with atomic resolution. There has

been extensive investigations and studies on the AFM technology in physics, biology, chem-

istry, electronics, materials (especially polymers), and manufacturing, etc. Several techniques

have been utilized for probe sensing, e.g.: force, optical, thermal, magnetic or electrical inter-

actions between probe and surface [4]. AFM is part of the scanning probe microscopes (SPM)

family because the measurement is based on sample-probe interactions. More specifically, in

AFM, the principle of interaction between the sample and the probe is based strictly on the

force interaction, mostly inter atomic. This makes it part of scanning force microscope group

(SFM). However, the class of AFM microscopes is limited to the probe surface interaction of the

purely inter atomic nature [4]. AFM technology, which has already been present and developed

for more than two decades, not only established new standards in a variety of scientific and

industrial fields but, most importantly, set up new challenges and horizons for the future.

2.2 Working principle of AFM

There are numerous ways to build an AFM. Various modes of operation and modulation, differ-

ent probes, numerous sensing and actuation techniques make it difficult to describe its working

principle. Many papers describe the AFM’s method of operation in one particular configura-

tion, which narrows the viewpoint on the AFM technology. The description outlined in this

section might seem oversimplified, however, it underlines the basic functional components of

an AFM and the idea behind the technique without indicating any specific manner used to

realize its functionality. A typical AFM system consists of a micro cantilever integrated with

a sharp tip which together are being referred to as an AFM probe. The AFM measurement

relies on the predefined, let us assume, horizontal sample-probe scan. In addition there is a

vertical sample probe scan occurring simultaneously to maintain a constant contact force. The

probe tip interacts with the measured sample due to the forces, Fts, arising between the two.

These forces are non-linear with respect to the tip sample vertical separation, z, as shown in

6
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Figure 2.1(a)). The changing force affects the static and dynamic behaviour of the probe. This

behaviour is measured by the AFM probe and kept at the constant level by the probe vertical

positioning relative to the sample in a feedback loop. In this manner, the tip sample interac-

tion force, Fts, is maintained at a constant value and the change of the probe sample vertical

position is an indication of the scanned surface topography. In AFM systems, there is typi-

cally a separate displacement sensor measuring the probe displacement that was necessary to

maintain the constant force, Fts. The measured displacement is the final measure of scanned

topography. The operation of an AFM machine relies on the concept of ‘nulling’, being a specific

case of feedback operation [5] as: ”The high sensitivity of a non-linear or rather variable phe-

nomenon is exploited by using it as a sensor in a system that is driven to maintain a constant

output value compared to some reference. The drive signal is taken as the output measurement”.

This idea was frequently put in practice also in other machines, like in Scanning Tunnelling

Microscopes (STM) and in an assay balance [5]. To summarize, the ‘nulling principle’ deals

with the non-linear force-distance relationship. Furthermore, the measurement of the probe’s

behaviour is easier than the direct measurement of the sample. In addition, the probe tip en-

ables the suitable ‘read out’ of the atomic forces which are transduced directly by the cantilever

to the feedback loop. An exemplary AFM scheme is depicted in Figure 2.1(b).

(a) SFM force-displacement curve; (Figure 1 from

[6]).

(b) Typical AFM schematic; (Figure 2 from [6]).

2.3 Operational modes

The following section describes possible AFM operational modes. Figure 2.1(a) shows the force,

Fts, curve between the end of an AFM (SFM) tip and the sample surface as a function of

the distance, z, between them. Additionally, three different tip-sample interactions are indi-

cated. While approaching the sample, the tip is attracted by long range (van der Waals) forces

which initially increase as the tip gets closer to the sample. However, van der Waals attraction

reaches its maximum at a certain distance and, approaching the sample from that point on, the

attraction gets weaker until it finally drops down to a zero force balance and finally reverses
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the direction of action, i.e. the tip is being repelled from the sample due to the dominance of

the repulsive, short range, (Pauli) force. There are also many other force components to the

interaction (which are discussed in a later section) and the force curve from Figure 2.1(a) in-

dicates the dominant, attractive and repulsive regions together with their non-linearity and

non-monotonicity. It is clear that the force curve is much steeper at a small separation distance

and that the force curve changes its slope in the repulsive region. Figure 2.1(a) divides the ap-

proach curve into three regions, namely non-contact, intermittent contact, and contact mode.

Due to the complexity of physical effects on the atomic scale level, it is difficult to indicate at

which particular point the tip is in contact with the surface [6]. The contact mode is referred

to as a static mode, while the non-contact or intermittent contact modes are called dynamic

modes [4]. The following sections discuss these modes in further detail.

2.3.1 Contact operational mode

Contact operational mode (C AFM), or alternatively ‘repulsive mode’ [7], was the first tech-

nique in which AFM imaging was demonstrated. C AFM probe sensing is performed merely

in the steep repulsive regime with a very sensitive force-distance relation. The measurement

technique is as follows. The AFM probe is brought in contact with the sample and an initial

interaction force, Fts, is exerted on the probe resulting in the cantilever deflection setpoint.

A typical range of contact force is between 10−6 N and 10−7 N [8]. The varying interaction

force changes the deflection of the probe cantilever according to the Hook’s law. The probe

tip and cantilever work mechanically in series, hence the cantilever is typically by far more

compliant than the tip [9]. Under this condition the cantilever bending is a valid indication

of the interaction forces. During horizontal scanning the cantilever deflection, zc, is kept con-

stant by the vertical positioning system. The positioning system displacement necessary to

achieve this provides the topography/force change [6]. Mathematically, one can retrieve the

image by mapping z(x, y,Fts = const.) [9], where z is the registered probe vertical position

and x and y represent the coordinates at which the data point is taken. Atomic resolution is

achievable in C AFM, however, it is difficult to implement it in practice [9]. C AFM suffers

from a number of limitations [9]. Similarly to classic stylus instruments, a common problem

in AFM is the tip damage caused by shear forces arising from adhesion and friction [9]. This

introduces additional measurement uncertainties and might require additional tip characteri-

zation or replacement. Besides, short range forces are very strong and this might discriminate

this technique in some cases as it can cause wear on atomic scales or tip shearing from the

cantilever [6]. Another issue is the instability of the probe. This may happen if [9]

k < max

(

∂2Vts

∂z2

)

= kmax
ts , (2.1)

where k is the cantilever stiffness, Vts is the tip-sample interaction potential, and kts is the

force curve slope in Figure 2.1(a). The reason for instability is the cantilever has a lower

stiffness than the interaction force gradient, which typically results in the phenomenon of

‘snap into contact’ or ‘jump into contact’ [9]. The slope of the force curve changes depending on

the operation point. Conversely, the slope of the cantilever force curve (which is its stiffness)
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is nominally constant for all the operational points. In other words, at some point on the

force curve, the attractive force becomes higher than the cantilever elastic force and thus the

cantilever is pulled towards the sample surface. Further, in C AFM, long range interaction

forces are directly fed into the imaging signal, which is decreasing the imaging resolution [9].

The best resolution is achieved if the interaction between the probe and the sample is between

the tip and the sample atoms. However, in C-AFM, the rest of the probe may also interact with

the sample. Another disadvantage is the low frequency 1/ f or ‘pink’ noise that is difficult to be

eliminated in the static AFM [9]. The typical scanning speeds of C AFM are of the order on 75

µm/ [6]; however the imaging speed is dependent on vertical scanner bandwidth and surface

topography.

2.3.2 Dynamic operational mode

In dynamic mode AFM, the cantilever is oscillating and its position is servo controlled to main-

tain a constant force between the tip and the sample [6]. The oscillation of the probe is very

close to its natural frequency, f0 [9], and must have a drive signal. The vertical AFM scanner is

not sufficiently fast to shake the probe [10], thus external shakers must be utilized. There are

a number of techniques used to excite the cantilever, such as piezoelectric [11, 12], magnetic

[10], thermal bimorph [13, 14], electrostatic [15] and acoustic [10]. There is a distinction be-

tween two possible dynamic scanning techniques, which depend on the relative probe-sample

distance while scanning. If the probe does not come into physical contact with the sample in

any part of the oscillation cycle, this the non-contact (NC) AFM. If contact is made it, is re-

ferred to as intermittent contact (IC). In the case of NC AFM, the amplitude of oscillation is

typically between 5 nm and 15 nm [7]. This is much less than the average tip-sample distance.

The oscillation must be small enough to register dynamic changes introduced by weak, long

distance force interactions [7]. In NC AFM, the force interaction may be either both repulsive

and attractive or just attractive [6], which depends on how close to the surface the probe is

positioned. The range of these interaction forces is 10-12 pN [7]. This relatively low force

might be considered as a disadvantage, since the resolution of measurement is low; however,

it can be seen as an advantage when non-destructive sample examination is desired (e.g. in

bioscience). NC AFM is relatively rarely used in standard imaging applications [4], however

it has applications in study of strong magnetic structures and is referred to as Magnetic Force

Microscopy [6]. In the case of an alternative dynamic mode, namely the intermittent contact

(IC) AFM mode (also called ‘tapping mode’), the situation is reversed. The amplitude of probe

oscillation is bigger than the probe sample separation [16]. Furthermore, when fully extended,

the tip ‘taps’ the sample atoms and is subjected to the short range repulsive forces. IC AFM

mode involves strong probe-sample interaction (i.e. repulsive forces), similar to the C AFM and

thus provides much better measurement resolution than NC AFM [9]. In IC AFM the probe is

excited at amplitudes typically in the range of 20-100 nm [7]. As for the working mechanism

of dynamic AFM measurement one should note that the tip-sample interaction is reflected in

the actual probe oscillation characteristics, such as amplitude, phase, or natural frequency of

vibration. There are techniques which use these quantities as an input to the feedback loop
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when tracking surface topography [16]. Because the probe and sample interact for a certain

time without physical contact, the horizontal scanning in dynamic AFM can be faster than in

C AFM and on average is performed at the rates from 180 µm/s to 250 µm/s [6]. The speed

limit in this case is imposed by the vertical positioning time constant [6], rather than by the

sample topography. However the sample flatness still has some influence on the measurement

speed [6]. Two major techniques are used to servo control the cantilever in dynamic mode

AFM: amplitude modulation (AM) and frequency modulation (FM). Additionally, phase modu-

lation (PM) is sometimes used, but much less than AM or FM modes. In all three modulation

techniques the cantilever is excited at the resonant frequency, f0, or reasonably close to it with

a fixed amplitude, A0, [6]. In AM the vertical position of the cantilever is varied to maintain a

constant vibration amplitude and consequently, a constant tip-sample distance [6]. The major

limitation of AM is that the vibrational amplitude changes with a time constant, tAM , defined

as [6]

tAM =
2Q

f0
, (2.2)

where Q is the mechanical quality factor. This modulation technique is too slow for environ-

ments with a high Q, such as vacuum [9]. This limitation motivates the use of frequency

modulation, which is independent of the quality factor. In frequency modulation mode, the

cantilever tip is positioned relative to the sample surface to maintain a constant cantilever

oscillation frequency set point [16]. The time constant for FM is given by [6]

tFM =
1

f0
. (2.3)

By overcoming the quality factor dependency for AM, FM is the preferred choice in dynamic

AFM operations [9]. In PM mode, the change in phase of the cantilever is observed and is

subsequently used for the vertical feedback. PM mode is relativity difficult to implement when

compared to AM and FM mode operation, and as such is less frequently used as a feedback

mechanism [10]. However, it is common to monitor the change in phase of the measured signal,

while utilizing AM or FM as the feedback mechanism, to measure other surface properties such

as energy dissipation [10].

2.3.3 Static mode versus dynamic mode

Some static mode limitations can be solved by operating in dynamic mode. The large advantage

of dynamic AFM is achieving the smaller probe degradation by adhesion and friction diminish-

ing effects [7]. However other C AFM limitations may also be eliminated in dynamic AFM [9].

One such limitation is the cantilever stability encountered in C AFM. The instability problem

of soft cantilevers in C AFM [9] can be solved by oscillating the cantilever at an amplitude, A,

which is large enough to provide a restoring force, i.e.

kA = max (−Fts(z)) . (2.4)

Further, the low frequency 1/ f noise can be reduced in dynamic AFM if the natural frequency

of the cantilever f0 is higher than the 1/ f noise corner frequency [9]. Lastly, in FM AFM,
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the attenuation of the long-range force contributions to the imagining signal may be achieved

by a proper choice of the cantilever oscillation amplitude A, which should be small and the

probe average position should be close to the surface [9]. To summarize, although the dynamic

AFM reduces some of the C AFM limitations, they both face the problem of a non-monolithic

imaging signal, which means the interaction force changes non-monolithically along the tip-

sample distance range which is an issue for feedback control [9]. The following section briefly

discusses the forces present between the SFM tip and sample.

2.4 Tip-sample forces

There are several interaction forces between the probe tip and the sample in SFM. Thus far the

discussion of the tip-sample interaction was referring to Figure 2.1(a), which describes van der

Waals and Pauli repulsive contributions. This curve is based on the so-called Lennard-Jones

(L-J) potential theory. The L-J potential, VL−J(z), is given by [6]:

VL−J(z)=−4ǫL−J

[

(σL−J

z

)6
−

(σL−J

z

)12
]

, (2.5)

where σL−J is the position of the minimum potential, ǫL−J is the depth of the minimum po-

tential, and z is the tip-sample distance. This L-J potential results in the interaction force,

FL−J(z), govern by[10]

FL−J(z)= kL−J

[

−
(σL−J

z

)2
+

1

30

(σL−J

z

)8
]

, (2.6)

where kL−J is a constant depending on tip and sample geometries and materials. In Equation

(2.6) the attractive Van der Waals component (the first term) and the repulsive Pauli compo-

nent (the second term) are clearly distinguished [10]. This relationship shows the repulsive

term dominates at the shorter distances, due to the near six order magnitude difference. As

the tip further approaches the sample, the repulsive Pauli force becomes dominant [6]. In or-

der to provide a quantitative distinction between the tip-sample interaction types, the short

range forces (Pauli) act in the range of 1 nm [9] and the long range van der Waals forces act in

the range of 100 nm in vacuum [9]. The Pauli force is caused by overlapping electron orbitals

when the atoms are very close to each other [6]. Van der Waals force is caused by three ma-

jor force contributors: the orientation force between molecules due to the dipole moment they

both posses, the induction force between a polar and non-polar molecule (also referred to as the

Debye force) and a dispersion force between the non-polar molecules (also referred to as the

London force) [6]. The discussion of the tip-sample should not be limited exclusively to the L-J

potential forces. Other forces present in the tip-sample interaction are: adhesive forces, capil-

lary forces, electrical forces, magnetic forces, chemical forces and elastic contact forces. These

forces are comprehensively described and discussed in the context of AFM/SFM by Buice [17]

and Yacoot and Koenders [6].
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2.5 AFM probes

2.5.1 AFM cantilevers

The typical AFM cantilever is a slender beam with a rectangular cross section, referred to as a

‘diving board’ cantilever [10]. Common dimensions, spring constants, and resonant frequencies

of these cantilevers are listed in Table 2.1. There also exist other cantilever shapes, such as the

Table 2.1: Typical rectangular bar cantilevers in AFM, (Table II from [10]).

Parameter Value range Contact N-C I-C

Width [µm] 25-60 50 28 30

Thickness [µm] 0.7-7.5 2 3 4

Spring constant [N/m] 0.01-91 <0.2 3 40

Resonant frequency [kHz] 7-420 20 75 300

triangular truss [10] however they are not frequently encountered neither in scientific publi-

cations nor commercial probe designs. The triangular design has the advantage of having a

higher stiffness against torsion and is typically used in C AFM [10]. The remaining part of this

section is devoted to the ‘diving board’ design. AFM cantilevers are sensitive to bending but are

also significantly sensitive towards torsion [18, 10]. The typical topography imaging cantilever

relies on the bending of the clamped cantilever, however there are cantilever designs which are

twisting in a ‘torsional tapping’ operation [19]. This is accomplished by placing the tip at an

offset position from the centre line of the cantilever, which introduces the torsional moment on

the cantilever while tapping the surface [10, 20]. Even though torsional cantilevers allow probe

oscillation at higher frequencies, the most dominant probe architecture is a rectangular, sym-

metric prism cantilever. The manufacturing technology of cantilevers has developed rapidly

in the recent years, providing a mass produced and reliable product [6]. AFM cantilevers are

typically comprised of mono crystalline silicon (Si) and silicon nitride (Si3N4) [10]. A compre-

hensive summary of physical materials used in typical AFM cantilevers and their properties

are listed in Yacoot and Koenders [6] in Table 1. From the Table 2.1 that the particular can-

tilever design depends on the application and operational mode. Both in static and dynamic

modes, the probe resonance frequency, f0, should be high enough to achieve a fast detection re-

sponse. In C AFM, f0 is much higher than the desired detection bandwidth, in order to prevent

resonant excitation of the cantilever, where the resonance frequency is in the order of 10 kHz

[9]. In dynamic AFM, the probe is stimulated at its natural frequency, which is typically in a

range of from 10 to 1100 kHz [9], which allows higher scanning bandwidth. A high f0 may be

obtained in two ways: using short cantilevers (optimization) or artificially lowering the effec-

tive quality factor of the probe (Q control [21]). Static mode cantilevers are more compliant

when compared to the dynamic mode cantilevers in order to achieve a higher sensitivity to the

bending moment which increases measurement sensitivity. The low cantilever stiffness is also

less invasive to the sample or tip. The above discussion creates a requirement on the probe

to have a high resonance and low stiffness not mutually exclusive. Optimization for low mass

is the way to achieve it [22]. As far as the geometry of cantilever, the short cantilevers were
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reported to suffer less noise due to thermal motion, and can be used to image at higher scan

speeds in tapping mode [23]. Another requirement for the cantilever would be the small electri-

cal resistance to avoid building up an electrical potential at the probe tip [4]. The quality factor

of the probe Q is another important feature of the probe. On one hand, a high Q increases the

measurement sensitivity in the dynamic modes. However it limits the achievable bandwidth

in AM AFM [4, 6]. This contradiction is overcome by FM AFM, described in the former section.

Some cantilevers require special reflective coatings (mostly aluminium or chromium/gold [24])

to improve reflectivity of the face used in an optical read-out system, which is described later.

Both Garcia [16] and Yacoot and Koenders [6] treat this topic extensively.

2.5.2 Detection methods

The following section describes the potential detection methods of AFM probe sensing. AFM

detection means the measurement of dynamic or static behaviour of the probe [4], which is

the geometrical response of a cantilever. Cantilever response may be measured with sub-

nanometre resolution which allows high imaging resolution [4]. Ideally, the point of measure-

ment should be coincident with the tip-sample point of interaction [25], in order to obey basic

measurement principles, such as the Abbé principle. The practical implementation of it is dif-

ficult and interaction forces are detected mostly by monitoring the close neighbourhood of the

tip at the cantilever [4]. There are two common sensing techniques: optical and electrical. Op-

tical methods utilize the so called ‘beam bounce’ or interferometry while the electrical methods

use piezoresistive or piezoelectric effects.

2.5.2.1 Optical measurement techniques in AFM

The most common sensing technique is the optical lever method, also called the beam bounce

technique. The beam bounce sensing system relies on focusing a laser beam on the end of an

AFM cantilever. The light is reflected from the reflective face of the cantilever and focused

onto a quadrant photodiode position sensitive device (PSD) [4]. As the cantilever deflection

changes, the position of the deflected laser beam on the PSD also changes vertically. The two

axis measurement is possible with this technique. The vertical PSD readout (up-down) is used

for topography recording while the lateral (left-right) is used for recording of the torsion of

the cantilever. On one hand it is advantageous feature which allows a two axis measurement,

however it requires a very cautious alignment of the beam to eliminate the cross-talk between

the axes [4]. Furthermore, provided there are no special measures taken, the beam bounce

technique can be sensitive to the vertical movement of the whole detection system [4]. Special

cantilevers must be used for this sort of readout, since not only the top face must be highly

reflective, but also the cantilever width must be bigger than the incident laser spot [4]. A

detailed study in the limiting factors of the beam bounce detection sensitivity is presented

by Fukama et. al. [26]. The signal to noise ratio for the optical lever is limited by the laser

spot size at the PSD, shot noise and diffraction. An alternative optical solution is the inter-

ferometric sensing. Laser interferometry provides good measurement of cantilever deflection

and the vibration amplitude at high frequencies with minimal influence on the lever [27]. The
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interferometric methods used in AFM are based on homodyne and heterodyne techniques [4].

They rely on the interferometry principle (e.g. [28]). In a very simplified description, the tar-

get (i.e. cantilever) position is sensed by the path difference of light travelling via stationary

and moving (target) paths, which is detected by light intensity. The differential interferome-

ter for AFM detection was developed by Sasaki et. al. [29] and Schoeneberger and Alvarado

[30]. Yacoot and Koenders [6] write that these designs are difficult to implement and support

alternatives by Oral et. al. [31] and Ruf et. al. [32] which use fibre interferometer. What is

appealing there is the possibility of feeding the interferometer signal directly into feedback

loop [6], making the feedback loop simpler and more stable. The beam bounce and optical

interferometry have relative advantages and disadvantages. They are both fast and equally

sensitive [33, 34]. Interferometers directly measure the normal displacement of the cantilever

and with appropriate designs this movement can be separated from the vertical movement of

the entire machine [6]. If the traceability is the concern, the interferometry technique is also

advantageous. Two axis measurement of the beam bounce allows the friction measurements

to be taken, but suffers from the cross-talk between two axes. Additionally, the noise levels in

interferometers are lower than in beam bounce systems [6]. Despite the relative advantages

of interferometry against ‘beam bounce’ it still remains a less attractive alternative in many

instances as the optical arrangement is complicated and the cost are higher when compared

to the ‘beam bounce’ method [4]. Both methods impose similar requirements on the cantilever,

such as size and reflectivity, require precise and time consuming alignment [6], occupy signif-

icant space of the machine, and cause local heating of the cantilever due to the incident laser

beam [6]. The local heating decreases the sensitivity and contributes to the noise level of the

measurement [6]. These limitations have led to the developments of electrical measurement

methods.

2.5.2.2 Electrical measurement techniques in AFM

Commonly used self sensing techniques in AFM include: capacitive, piezoelectric, piezoresis-

tive sensing. The piezoresistive detection is utilized by connecting a cantilever as a resistor

in a Whinstone bridge [35]. The cantilever bending is sensed by a change in cantilever re-

sistance [35]. The technique is based on the well known strain gauge principle and inherits

its major limits such as Johnson, 1/ f noise, temperature sensitivity, and heat generation [4].

The sensitivity of the sensor can be expressed as the resistance change per unit cantilever de-

flection [35]. It has been reported that piezoresistive detection has a resolution, typically 10−4

nm/
p

Hz, which is 1 order of magnitude lower than the resolution of optical sensing techniques,

typically 10−5 nm/
p

Hz [4]. In most of the designs the resistor is formed close to the base of

the cantilever and not at the tip. Power consumption of a piezo-resistor is in the range of mil-

liWatts, which is considered to be a relatively large value [6]. Another detection method which

transforms the cantilever bending into voltage signal is the piezoelectric effect based sensing.

The sensing elements in the piezoelectric detection in AFM are the thin piezoelectric films,

typically PZT or ZnO deposited on the cantilever [36]. The sensing mechanism is a piezoelec-

tric film is sandwiched between two electrodes and attached to an AFM cantilever [12]. The
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vibration of the cantilever is excited by a voltage applied between the electrodes and a current

through the piezoelectric layer is measured. The change of the admittance is induced by the

piezoelectric effect due to the bending deformation of a piezoelectric layer. Hence the change

of the admittance indicates the change in cantilever dynamics. The amplitude resolutions of

different designs in self sensing piezoelectric cantilevers span the range of 0.05 nm and 0.1

nm [36]. These films are typically used as a sensor and as the actuator that determines the

amplitude and frequency of the cantilever oscillation [4, 36, 6]. This is a significant advan-

tage of this sensing method, since the cantilevers with integrated piezoelectric actuators, in

contrast to the external actuators in AFM, provide more accurate tuning and stable operation

without spurious vibrational modes. Using the same inverse piezoelectric effect, one can also

actuate the cantilever vertically by superposition of a DC voltage on a piezoelectric layer [37],

however the travel range is smaller in comparison to a standard external vertical feedback

stage. Rogers et. al. [36] developed a piezoelectric cantilever for lever excitation, deflection

sensing and tip-sample spacing control, however with a limited vertical range of 1.5 µm. The

vibration amplitude is sensed by measuring the change of current through the layer, similarly

as described by Itoh and Suga [12]. The current is used in the feedback loop to produce a volt-

age which actuates the piezoelectric layer vertically, thus eliminating the need for a separate

vertical scanner. The heat generation and thermal drift are relatively negligible in the case

of the piezoelectric sensing in contrast to the piezoresistive sensing [4]. Additionally, the self

actuation makes it a favourable choice against the piezoresistive sensing. Capacitive sensing

is the last of self-sensing techniques used in AFM. Brugger et. al. [38] discusses an exemplary

design, where two adjacent single crystal silicon beams form the electrodes for sensing, one

carrying the AFM tip and being bended by the tip-surface interaction; the other being a base

counter electrode. They are mounted to the vertical carrier and separated from each other by

the layer of SiO2 at the clamping. The capacitance change between these two is a measure

for the probe-sample interaction. Literature indicates the capacitive sensing is reliable and

accurate method for monitoring the cantilever deflections [38]. The capacitive sensing tech-

nique may provide measurements in two orthogonal directions [39], similar to beam bounce

technique. Micro-capacitor sensing in AFM has been implemented [15], where the capacitive

sensor acts like a resonator with phase control. Measuring corresponding shifts of the os-

cillation frequency of one of the electrodes is the sensing mechanism. This design is also self

actuating, however, the vertical actuation signals are influencing the force sensing signals [37].

2.5.2.3 Self-actuated and self-sensing cantilevers

There are some designs reported, which incorporate the oscillation movement and sensing in

one cantilever. Watanabe and Fuji [40] presented the piezoelectric actuator for cantilever oscil-

lation together with piezoelectric read-out for the sensing. Moreover, there exist designs, (e.g.

[41]) combining the piezo-resistive deflection sensing together with the piezoelectric actuation

in the vertical direction. The piezoelectric cantilevers are favourable in terms of self-actuation

possibilities. In contrast to the capacitive cantilevers there is no affection of the cantilever

resonant frequency due to an AC excitation voltage. There is a group of cantilevers, which
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have all three functionalities integrated, that is the oscillation, the detection, and the vertical

positioning of the tip [11, 37]. The very important group of AFM self actuated and self sens-

ing cantilevers are the tuning quartz forks described more in detail in the following passage.

The tuning forks are based on quartz crystals. They operate in the same way as the tuning

forks used in the quartz watches [4]. The tuning fork is oscillating due to the AC voltage ap-

plied to it with a predefined frequency, as it possesses the piezoelectric properties [4]. The

sensing principle relies on monitoring the current flowing through the fork which in turn is

proportional to the lever arm vibration amplitude and the changes in the damping [4]. The

advantages of tuning fork cantilevers are its great internal stability [4], low internal energy

dissipation, possibility of self actuation and self sensing, and a high quality factor Q [4]. The Q

factor is a result of an oscillation mode in which both prongs of the fork oscillate out of phase to

each other [9]. This favourable dynamic behaviour appears if the eigen frequencies of the two

prongs are equal, and if they are not, the must be tuned fork appropriately [9]. Early tuning

fork probes relied on attaching a tip to one of the prongs and oscillating the fork in the vertical

plane. Alternative design is where the tuning fork is integrated (glued) with a separate micro

fabricated cantilever carrying a tip [42]. The fork is oscillating in its 1st flexural mode which

induces a periodically changing mechanical stress in the cantilever legs. To accommodate this

stress, the cantilever deforms such that its free end, where the tip is located, moves in plane

perpendicular to the fork plane. Such an arrangement additionally tackles one of the tuning

fork limitations, mainly it allows to adjust the natural frequency of the tuning fork and at the

same time the cantilever stiffness to a desired value, which is rather difficult in the standard

tuning fork designs as the prongs are usually quite stiff [42]. This design is called Akiyama

probe or in abbreviation A-probe, after the name of its inventor. This probe has a Q range of

400-1000. Some articles discussing the early versions of A-probe quote the values of Q to be

2480 for the tuning fork and 35 for the cantilever [42], however the probe should be treated as

a single coupled resonator with these values matched and hence there is a single Q value asso-

ciated with it. The quartz tuning forks offer a stable, mechanically simple sensing mechanism

with minimal external electronics.

2.5.3 AFM tips

The following passage discusses the AFM tip technology. AFM tip is a crucial element of the

whole machine because it is directly interacting with the sample atoms. Typical important pa-

rameters are the geometry of the tip, material from which it is manufactured, and the current

condition of the tip. In order to achieve high resolution, the tip should be as sharp as possible,

ideally consisting of a single atom at the tip end, which interacts with sample atoms [9]. The

sharp tip can follow rough surface or examine trenches in the structure surface, which is di-

rectly linked to the resolution of the AFM measurement [6]. The sharpness of the silicon tip

can be as low as 1 nm tip radius [43], however the commercially available tips are available in

the range of radius of 5-10 nm [6]. Giessibl [9] names even further requirement on the AFM

tip, namely the appropriate coordination of the front atom. The front atom pointing in the [1

1 1] direction has better bonding configuration to the ‘neighbouring’ structure which implies
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better stability of the tip [9]. Another aspect is the opening angle of the tip or aspect ratio.

Firstly, one would wish to image with a small opening angle, since the whole body of the tip

(not only the front atom) is interacting with the sample via long range forces [6]. By having

a high aspect ratio tip, the interaction of the long range forces is reduced. Additionally, it is

desirable to have a larger tip aspect ratio than the aspect ratio of a trench or groove enabling

better measurement quality of the groove in terms of depth and width [6]. An opening angle of

the tip influences the tip convolution [6] and the image it produces is directly depending on its

opening angle. In a step response, the measured step has an inclination of less than 90◦ due

to the tip convolution. The tips are typically made of Si3N4, Si, and recently, also from carbon

nano tubes (CNT) [6]. The shape of the tip depends on the material used and the fabrication

process [4]. Silicon tips are typically in the shape of irregular polyhedrals and Si3N4 tips are

symmetric pyramids [4], which are typically sharper when compared to tips constructed out of

Si. There are special techniques to sharpen the already manufactured tip, such as oxidation,

ablation/depositing using focused ion beams (FIB) or by electron beam (e-beam) [4]. When

wear of the tip is of concern, it is preferred to use a diamond-coated or a CNT tip [4, 6]. CNT

are favourable because they define their own structure in the very repetitive way and aspect

ratio of 10:1 is achievable [4]. Tips may also be mounted under an angle to the cantilever, such

as in the case of A-probe, so one can observe the tip position at the sample while looking at the

cantilever from the top via an optical microscope. The last important matter related to AFM

is its condition, called also the tip characterization. This topic is reviewed comprehensively by

Yacoot and Koenders [6].

2.6 AFM scanners

The following section discusses the AFM scanning system. The first section treats the possi-

ble arrangements of scanning motion. The second section describes and compares different

scanner architectures.

2.6.1 Scanning methods

The cantilever in AFM is to be positioned relative to the sample in three dimensions in order

to record the surface topography. There are several ways to realize the scanning of the tip rel-

ative to the sample. The cantilever can be held still and the sample is then positioned in three

dimensions, referred to as the ‘scanning sample’. This technique is only feasible for small and

lightweight samples, since the sample inertia is a limit in dynamic positioning [44]. Alterna-

tively, the sample can be held stationary and the cantilever is scanned relative to the sample

in three dimensions. This is referred to as ‘tip scanning’. Tip scanning offers the advantage of

virtually unlimited sample size, however, it has drawbacks related to the complicated sensing,

especially when optical readout is preferred [45]. In a third concept, the X-Y motion is han-

dled by a stage that moves the sample while the Z motion is handled by an actuator moving

the cantilever up and down [44]. Such an arrangement eliminates the coupling between ver-

tical and horizontal movement, hence higher speeds and bandwidths are achievable for both
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horizontal and vertical scanning. This configuration is especially promising for high accuracy

topography tracking with large scanning ranges [44]. Contemporary designs use more often

the independent motion between the planar scan and vertical scan. X-Y plane motion is either

a tooth-saw triangular shape or rectangular shape trajectory. Triangular shape trajectory uses

a triangle wave in the fast direction and a linear ramp in the slow direction [10]. The rectan-

gular trajectory scan involves just straight lines in the fast directions, recorded from one side

to the other, closely separated along the slow scanning axis. Some AFM experiments scan the

sample twice, starting at first with the left to right motion, and repeated the scanning from

right to left. The topography data can differ to some extend, but proper interpretation and

comparison can yield useful topographical information. The scanning ranges for commercial

X-Y actuators are between 0.4 µm and 400 µm [10].

2.6.2 Possible scanner designs

There are five different conceptual approaches of realizing an AFM scanner: ‘piezoelectric tube

scanner’, ‘tripod scanner’, ‘stacked scanner’, ‘resonating scanner’ or rigid scanner. One of the

earliest AFM scanners - the piezoelectric tube scanner is comprised of a tube with four elec-

trodes on its outer diameter [44, 45]. The two electrodes opposite to each other are shifted

in phase, so the applied voltage to those electrodes will stretch out one of them and shorten

the other. This way, the tube bends, creating a raster scan movement of the free end of the

tube. In addition, there is an inner electrode providing a uniform elongation of the tube in the

z-direction. The advantages of this solution are reported to be its simplicity, large scan ranges

between 10 and 100 µm, and small capacitances [45]. Piezoelectric tube scanners, however,

possess a number of disadvantages. Both horizontal and vertical scans have low first mechan-

ical resonances, correspondingly in the range of a few hundred hertz and of a few kilohertz

[45]. Another disadvantage is the so called scanner bow phenomenon. The raster scanning

motion generated by lateral bending of the tube causes inherently a change of the vertical

position of the probe [44, 45]. This influences the AFM measurement and has to be removed

from the AFM data by post processing [45]. The scanning bow phenomenon is discussed in

detail by Rifai and Youcef-Toumi [46, 47] and by Tien et. al. [48]. Another solution, the tri-

pod scanner, was also one of the very first designs in positioning SFM [3]. It comprises three

orthogonally glued piezoelectric stacks [45]. This technique is not appealing due to the scan-

ner bow presence, low scan range and low resonance frequency [45]. Another design, called

the stacked scanner, eliminates the scanning bow problem. The stacked actuator consists of

various scanning actuators, usually piezoelectric stacks, implemented on top of each other (e.g.

[49, 44]), which allows eliminating the scanner bow. This is called serial implementation and

it predefines the fast and slow axes of motion, which can be a disadvantage [45]. In short,

stacked design offers absence of the ‘scanner bow’ and high resonance frequencies, however is

typically quite complex system. A different concept for AFM scan is the resonant scan [50]. It

employs a resonating tuning fork for fast X-Y scanning while the vertical scan is performed

by the piezoelectric actuator [45]. Such an arrangement results in the inhomogeneous reso-

lution of the image, which is caused by the sinusoidal scanning pattern [45]. Currently, it is
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most common to use is the ‘rigid scanner’, based typically on a flexure mechanism driven by a

piezoelectric actuator [4, 51, 52, 53, 54]. The scanning directions are arranged parallel which

gives possibility for free choice of the fast scanning direction. The flexure based design suf-

fers from much lower coupling between different translational directions in comparison to its

alternatives [55]. Besides, the forces and displacements achievable with stacked piezoelectric

actuators are higher than in the case of piezoelectric tubes [53]. The non-linear effects are

more pronounced in the case of flexure piezoelectric stacks. Nevertheless, they are removed

during closed loop operation [55]. The piezoelectric stacks offer an ultimately high resolution

but somewhat limited range. This can be, however, solved by the mechanical amplification

flexures, that is flexural levers, or by combination of the flexure with a coarse positioner [4].



Chapter 3

AFM scanner design

The following chapter is organized in the following manner. Section 3.1 discusses the require-

ments of the scanner, Section 3.2 outlines the general view on the designed scanner, Section

3.3 discusses the AFM probe used in the design, and Section 3.4 presents a more detailed

description of subsequent components of the scanner and discusses aspects of their design.

3.1 System requirements

The goal of this research is to develop an AFM scanner for surface topography measurements.

The requirements of the system are as follows: the scanner is to provide the ability to track

and measure a maximum topography step of 10 µm with a measurement resolution of less

than 0.1 nm and an uncertainty of less than 10 nm (1σ) at a controllable bandwidth of at least

2 kHz. The scanner should track the vertical topography of the sample. The tracked sam-

ple is positioned in the horizontal, X-Y, plane by means of a separate positioning stage. The

primary function of the scanner is to follow the scanned sample topography along the path

predefined by the horizontal positioning system. The vertical scanner must be compatible with

a structural frame of the overall metrology system. This can be achieved by a kinematic mount

system, allowing a fine, adjustable scanner position. The mounting and adjustment system is

beyond the scope of the assignment. The final requirement of the scanner is the maximum

volume it occupies, which is a cube with an edge length of 100 mm. This is for the integra-

tion in a complete metrology system, which requires that the scanner is compact and limited

in size. The system specifications defining the required measurement range, resolution and

uncertainty are straightforward to interpret. Nevertheless, the requirement of the minimum

scanner bandwidth is somewhat less straightforward from the system specifications perspec-

tive. A bandwidth of 2 kHz means the scanner is able to follow an input signal, arising from the

topography, with a frequency of 2 kHz. It also indicates the frequency at which the interaction

force, Fts, can be measured and controlled. In dynamic AFM, vertical scanner bandwidth par-

tially determines the minimum detectable interaction force, Fts, [14] and partially determines

the maximum achievable scanning speed [49]. Nevertheless, the scanning speed is affected by

the tip convolution and sample topography, which is primarily not known. Therefore, it is typ-

ically up to a microscope operator to determine the scan speed for a particular sample. Hence,

20
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a bandwidth requirement is not determined by a measurement speed. Furthermore, the band-

width is often represented as a measure of a bounded disturbance rejection. In case of an AFM

scanner, a topography change can be seen as a disturbance entering the system. However,

the sample topography is not known, yet deterministic, hence it is not possible to determine

a bandwidth requirement based on the acceptable error caused by a disturbance. High band-

width is, however, an overall trend in contemporary AFM scanners, since they achieve higher

scanning speeds and thus higher thermal stability of the measurement. The bandwidth re-

quirement is not determined from measurement specifications but is based on a reasonable

target value for the system.

There are also other measurement technologies well established in the field of surface

metrology: optical microscopy, white light interferometer (WLI), scanning transmission mi-

croscopy (STM), scanning electron microscopy (SEM) and stylus profilometry. They are a po-

tential alternative to an AFM measurement system. There are advantages which AFM has

in contrast to its counterparts and they are discussed in the remainder of this section. Simi-

lar to TEM, SEM, or stylus profilometry, AFM enables imaging at sub-nanometre resolution.

The resolution of an optical microscope is limited by the light wavelength up to approximately

200 nm. Sub-nanometre vertical resolution is achievable with WLI, however the measurement

range is lower than with AFM. Moreover, the horizontal resolution of WLI is typically in the

range of 500 nm, which is much less than of AFM. Lastly, the optical imaging techniques do

not provide distinction between a positive and negative topography change, which requires

prior knowledge of the surface topography. TEM and SEM are limited to electrical conductive

surfaces. AFM extends their capabilities to non-conductive materials, for example polymers.

Additionally, AFM measurements are much simpler to perform than TEM or SEM measure-

ments. AFM machines are also cheaper than their TEM and SEM counterparts and their price

continuous to decrease, which makes them a wide spread scientific and industrial tool. Sty-

lus profilometers, on the other hand, suffer from the probe and sample degradation, which is

less pronounced than in AFM, since lower contact forces can be achieved. Requirements for

the measurement setup, the ability to measure topography features of up to 10 µm in with a

resolution of less than 0.1 nm limit the possible solutions. Moreover, the above discussion of

the relative merits of AFM with respect its counterparts confirms the choice of AFM to be an

adequate technological solution towards the final product specifications.

3.2 Scanner overview

3.2.1 Mode of operation

The purpose of the AFM scanner is to measure machined samples. From the discussion pre-

sented in section 2.3, the intermittent contact scanning mode was most suitable for this ap-

plication. The contact AFM was not considered the right choice primarily due to extensive

probe damage, lower imaging speed, stability issues, and more difficult realization of the sub-

nanometre resolution. Conversely, NC operational mode has worse resolution than IC mode.

In addition, there is no need for a non-contact imaging in the case of examining the machined
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structures. As for wear, the condition of the AFM tip might be a subject of concern, however it

can be limited by the proper adjustment of the tapping parameters.

3.2.2 Scanner design

The system specifications can lead to variety of possible solutions and consequently different

designs. The scanner developed in this research is an integrated mechatronic system, compris-

ing different components, interrelated to each other in their functionality. The design process

of such a device yields a system oriented thinking rather than designing components indepen-

dently. Hence, it is difficult and less descriptive to discuss the development process of such ma-

chine in a systematic way, describing the development of subsequent components separately.

This is why the following section outlines the overall design and the main components of the

scanner. Further sections treat these components independently. In this manner the main con-

cept and certain dependences between subsystem components can be observed, which allows

for more clear understanding of the design steps taken. The mechanical design of the scanner

with its protective cover removed is depicted in Figure 3.1. Figure 3.2 describes the partial

Figure 3.1: AFM scanner assembly with its protective cover removed.

assembly of the scanner without some front view components in order to show the scanner

interior part. The scanner is comprised of a flexural positioning stage driven by a piezoelectric

stack actuator in the vertical direction (z-axis). The position feedback of the stage is realized

by an integrated capacitive metrology system. The capacitive sensor is mounted to the struc-

tural frame and is placed inside the flexural stage. The stage is positioning a self-sensing and

self-actuating Akiyama probe [2]. The AFM probe taps the scanned specimen and provides a

force, Fts, feedback for the piezoelectric actuator controller. The topography measurement is

performed by the AFM probe sensing an interaction force, Fts, and the measured signal is sent
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Figure 3.2: Partial assembly of the scanner.

to the feedback controller. The feedback controller generates an output signal correcting for

the error between the setpoint value of, Fts, and the current force signal in the loop. This sig-

nal is send to the piezoelectric actuator, which actuates the flexural stage, and hence the AFM

probe, in order to achieve the set-point value,Fts, by varying the probe vertical position, z. The

stage displacement necessary to attain the set point is measured by the capacitive sensor and

is a direct measure of scanned topography. The following sections of this chapter describe the

development and design of main scanner components. The technical drawings of all designed

mechanical parts of the scanner assembly are included in Appendix A.

3.3 AFM probe

A commercially available Akiyama probe (A-probe) was selected to measure the sample to-

pography. The reasons the A-probe was selected were for its self sensing and self actuating

capabilities and excellent achievable imaging performance. Having a probe that has a self ac-

tuating characteristics eliminates the need for an external shaker which reduces the inertia of

the dynamically positioned mass and results in a compact sensor. Furthermore, the A-probe

eliminates the need of an external optical measurement system by its inherent self sensing

characteristic. By eliminating the optical measurement system commonly employed to mea-

sure the AFM tip behaviour, overall space savings can be achieved and no tedious adjustment

and re-adjustment of the laser is required. This further enhances the probe’s compact and sim-

plistic design. Another advantage of the probe is an extremely stable oscillation of the tuning

fork, due to the high stiffness it possess, providing a natural frequency of approximately 325
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kHz [2]. Concurrently, Si cantilever has low stiffness providing suitable force sensitivity. The

probe is pre-mounted on a ceramic plate with electrical connection pads which allows a direct

mount to the stage and an easy probe replacement. The next section describes the principle of

its operation. The following section discusses the design of a probe mount on the positioning

stage.

3.3.1 Working principle of the Akiyama probe

The A-probe consists of the quartz tuning fork and micro machined silicon cantilever glued

to the top face of the fork prongs , as shown in Figures 3.3(a) and 3.3(b). The quartz fork is

Si can�lever

tuning fork

ceramic plate

gold
pads

cutout 
for mount

(a) Akiyama probe pre-mounted on a ce-

ramic plate [2].

Si cantilever AFM tip

tuning
fork 
prong

(b) Akiyama probe tuning fork [2].

Figure 3.3: Akiyama probe force sensor.

excited to resonate in its lowest eigenmode by means of a voltage signal applied directly to its

electrodes. The resulting motion is the flexural vibration of the prongs in the horizontal, X-Y,

plane a 180◦ phase difference between each prong. The micro machined cantilever connecting

the prongs is asymmetrically glued onto the tuning fork. It is not lying in the horizontal plane

intersecting the centre of inertia of the fork. Such an arrangement forces the twisting motion

of the prongs while oscillating, due to the elastic reaction force arising from the cantilever.
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The twist of the prongs is followed by the glued ends of the silicon cantilever and consequently

yields a small amplitude vertical vibration of the cantilever end. This occurs due to the vertical,

z, component of the cantilever end motion. The induced vibration results in a significantly

amplified out of plane motion along the z-axis of the cantilever, where the tip is placed. The

A-probe is an oscillatory force sensor, which can be seen as a coupled oscillator. Its dynamic

characteristic, such as the resonance frequency, f0, or the quality factor, Q, depend on the

separate characteristics of the tuning fork and the cantilever. The probe is oscillated at its

first resonance frequency and taps an examined surface. The interaction force, Fts, changes

the amplitude and resonance frequency of the probe, hence it can be detected by reading the

piezoelectric output current of the tuning fork. During scanning the change of the natural

frequency, ∆ f , is tracked by a phase lock loop (PLL) circuit and used as the feedback signal for

the vertical positioning in order to keep the interaction force constant.

3.3.2 A-probe electronics

The following section treats the basics of the A-probe electronics and presents the develop-

ment of the printed circuit boards used to operate the probe. The basic layout of the A-probe

electronic functional blocks are shown in Figure 3.4 and present the overview of the A-probe

circuitry. The A-probe voltage signal is pre-amplified, adjusted in phase and amplitude and

Figure 3.4: Akiyama probe electronics layout [2].

fed to the probe to achieve a desired probe oscillation. This is referred to as the self-oscillation

block. Outside of this block there is a phase lock loop, which is detecting the change in the

A-probe oscillation frequency, i.e. the change in the tip sample, Fts, interaction force. This

detected frequency change is directly fed to the AFM feedback system to vertically reposition

the probe and reach the desired force setpoint, Fts, under closed loop operation. The printed

circuit boards for the A-probe operation were developed according to the exemplary electronic

schematics from the manufacturer [2]. The electronics were divided into two boards, the pre-

amplification board and the self oscillation board with a PLL readout circuit. Both printed
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circuit boards were designed in Eagle 6.5 package. The following section explains these two

circuits. First, the pre-amplification beard is discussed. Its electronic schematic and PCB

board design are presented in in Figures 3.5 and 3.6. The pre-amplification board provides
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the input/output wiring, JP2, to the probe electrical contacts. The input voltage of 1 Vp−p to 3

Vp−p is attenuated by the inverting AD712 opamp, IC1A, of the gain equal to 1:10. The other

inverting AD712 opamp, IC2A, with a 22 MOhm feedback resistor is acting as a current to

voltage converter and transforms the piezoelectric current from the tuning fork into voltage

which is further manipulated in the circuit. The third AD712 inverting opamp, IC1B, with the

potentiometer at its inverting input and the 1 pF capacitor, C2, at its output is used to tune

the voltage across C2 to compensate the parasitic voltage between the vibrating fork prongs,

so only the piezoelectric current is read from the tuning fork. The last AD712 opamp placed on

the board, IC2B, is a voltage follower with a gain of 1 with its output being the output of the

pre-amplification circuit. The board possesses a 5 pin header connector to the central board

for the input voltage, output voltage, ground, positive and negative supply voltage. The wires

between the prong pads and the components C3, R4, IC2A and C2 are kept as short as possible

to reduce the parasitic effects [2]. Moreover, a large ground plane is created at both sides of

the board, which additionally guards the connection between these components and effectively

reduces the noise. It is recommended by the probe supplier, to keep the wires between the pre-

amplification board are as short as possible. To accommodate this, the pre-amplification board
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was designed to fit into the stage, parallel to the metrology brackets, see Figure3.7, and hence

limit the cable length and related parasitic effects. The board dimensions were determined

by the clearance available for it inside of the stage assembly, 14 mm x 30 mm, see Figure 3.6.

The second board developed, the ‘self oscillation and PLL board’, covers the remaining modules

Figure 3.7: Pre-amplification board inserted into the stage structural frame.

presented in Figure 3.4. Its design is shown in Figures 3.8 and 3.9. First, the self oscillation

circuit is discussed. It covers the amplitude measurement block, phase shifting block, ampli-

tude adjustment and amplitude control block. The function of these blocks is to fine tune the

amplitude and phase of the A-probe oscillation, to match its piezoelectric and mechanical char-

acteristic for the best measurement sensitivity. The pre-amplified piezoelectric voltage signal

from the pre-amplification board enters the self oscillation circuit and is amplified by 8.1 in

the inverting OP467 amplifier, IC1A. The IC1A output is fed to both the multiplier AD633

and the amplitude measurement circuit. The latter is formed by a full wave rectifier and low

pass filter. The full wave rectifier is created by the OP467 opamp, IC1C, and two rectifying

diodes D1 and D2. The rectifier output is further low pass filtered by the active low pass filter

formed by the OP467 opamp. IC1D, the feedback resistor R10 and the feedback capacitor C11.

The IC1D output gives essentially the DC amplitude signal. Further on, this signal enters

the proportional integral (PI) controller, with the adjustable feedback gain resistor, R1, and

the amplitude adjustment potentiometer, R9. The adjusted and tuned amplitude DC signal is

further multiplied by the initial AC signal by the AD633 multiplier. The multiplier output is

the AC voltage of a tuned and adjusted amplitude. This signal enters the phase shifter in the

next stage. The phase shifter is created by a high pass filter, formed by the potentiometer, R13,

in an RC configuration with the capacitor C3, and an active, ‘fixed’ low pass filter formed by

the IC13A feedback branch C24 and R14. In this manner both the phase and amplitude of the

voltage signal are adjusted, as shown in Figure 3.4. The other working block of the board, the

phase locked loop, PLL, works outside of the ‘self-oscillation’ circuit, hence it does not affect

the probe oscillation. The output of the IC1A opamp is fed to the precision comparator, AD790.

The precision comparator has the LATCH pin connected to the VLOGIC pin, hence the latch is

disabled and it works as a simple comparator of voltage inputs V+ and V- with negative logic.

The positive input of AD790 is connected to the ground, hence the comparator acts as a square
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wave generator. When the input V- is negative, the comparator output is 1, and when it be-

comes positive, the comparator output is 0. The output of the comparator enters the single chip

phase lock loop, XR2212, as a square wave, which is manipulated easier than the sinusoidal

signal by the phase detection circuitry. The PLL loop chip reference signal, the frequency of

the internal voltage oscillator, can be adjusted by the R27 timing resistor, connected to the

TIM-R pin number 12 of the PLL chip. The frequency of the variable crystal oscillator, VCO is
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Figure 3.8: Self-oscillation and PLL board schematic.

linearly depending of the R27 setting. Thus the VCO frequency of the PLL chip can be closely

matched with the frequency of the probe self-oscillation. The VCO voltage source output, pin

5, is fed back to the phase detector input, 0-det I, at pin 16 of XR2122. The other input of the

phase detector is the square wave signal coming from the comparator, AD790, output, which
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Figure 3.9: Self-oscillation and PLL board.

is internally amplified in the PLL chip just before entering the phase detector. The phase

detector gives the output, DET/OUT, which is a frequency difference between its two inputs,

with the output swing, DET/OUT, being expressed relative to the internal voltage reference

value, VREF at pin 11 of XR2122. The VREF and DET/OUT are subtracted from each other by

the OP467 opamp, IC13C, so their difference is the negative or positive change of the A-probe

frequency, which is a direct output to the microscope.
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3.3.3 Probe mount

The A-probe is pre-mounted onto a ceramic plate, as indicated in Figure 3.3(a). The ceramic

pad has three rectangular cut-outs. Theses cut-outs are theoretically exact dimensions and the

centre lines of the longer edges of the cuts are placed under 120◦ with respect to each other.

These features allow the A-probe plate to be mounted to a structure by a kinematic mount

using six point contacts. The probe mounting is realized in this development by utilizing three

stainless steel spheres. The spheres rest on the sharp edges of the circular cut-outs made in

the bottom face of the stage, see Figure 3.10. Spheres are held by glue layers filling the holes.

In theory, the kinematic mount between three spheres and three cut-outs in the ceramic plate

is formed by a six point contact, which constraints six degrees of freedom of the plate. These

points are the midpoints of the longer edges of the probe plate rectangular cut-outs. In practice,

the contacts between the ceramic plate and steel spheres are made by very small contact areas

and depend on the stiffness of both components and the preload force applied to hold the plate

against the spheres. However, a six point contact is a valid approximation for discussion of the

mount. Such a mount provides a deterministic, repeatable positioning of the probe relatively to

the stage. This is favourable if the probe must be exchanged due to tip degradation. Potential

drawbacks of a kinematic mount are a low stiffness it provides and a low load capability of

the mount. These are, however, not subject of concern, since the forces exerted on the mount,

mostly the inertia force of the probe and its preload system, are low. Figure 3.10 depicts all

components forming the mount. The ceramic plate makes contact with positioning spheres

sphere 2 mm 

magnetic steel plate

sphere 1.2 mm

magnet

A-probe ceramic

plate 

zθprobe

xθprobe

soldering

pad

Figure 3.10: AFM probe mounting to the positioning stage.

from one side and is preloaded by a magnetic stainless steel (SS431) plate. The drawing of

the steel plate is included in Appendix A in draft number P90427b-100-00010d. The steel

plate has a UV glue layer substrate deposited on one face to form an electrical insulator. To

form the individual electrical contact between the plate and ceramic plate of the A-probe, two

silver pads were painted onto the glue. The silver pads connect to two solder pads, which are

soldered to an electrical cable. This way, an electrical cable does not need to be soldered to the

probe, which makes the probe exchange faster and easier. The desired preload force exerted by



31

the stainless steel plate onto the A-probe is achieved by a permanent magnet, which is glued

to the positioning stage. The magnetically preloaded kinematic mount is shown in Figure

3.11. As indicated in Figure 3.10, the AFM probe is mounted to the stage under an angle

Figure 3.11: Probe mount spheres and a preloading magnet.

Figure 3.12: Mounted probe with a preloading magnetic plate.

θprobe equal to 13◦. There are two reasons for mounting the probe under this angle. First,

the angle was chosen to avoid collision between the A-probe stainless steel preload plate and

sample surface during measurements. Secondly, the A-probe tip is creating an angle with the
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probe cantilever and hence in order to optimally tap the sample it is recommended by the probe

supplier to place the probe under an angle within 10◦ to 15◦ relatively to the sample plane. The

alignment angle of 13◦ was achieved by placing the probe on two spheres of 2 mm diameter

and one sphere of 1.2 mm diameter. The spheres are graded 100 and 48 respectively which

corresponds to the symmetric tolerances on the diameter of 12.7 µm and 2.54 µm, respectively

[56]. These tolerances and the manufacturing tolerances on the position and diameter of cut-

outs in the stage for the sphere placement, see Appendix A, introduce the achievable angle

range of 13◦ ± 2◦. The magnet is placed within the triangle formed by centres of the three

circular cut-outs in the stage to assure appropriate preloading. The magnet is in turn is glued

to the stage at a 13◦ angle to enhance the magnetic induction field it creates at the steel plate

face. The magnetic pulling force exerted by the magnet must be sufficient to hold the mounted

mass, the mass of the probe and the steel plate, under the static condition, to overcome the

gravity forces. More importantly, the magnetic pulling force should hold these masses under

the dynamic conditions, to overcome the dynamic inertia forces due to the acceleration of the

stage. The required pulling force is calculated for the static and dynamic critical situation in

which the stage is oscillating with an amplitude of Am = 5 µm at a frequency of fb = 2 kHz.

The pulled mass, mpull is equal to 0.12 g. The force exerted on the mass due to the gravity

acceleration and the acceleration of the stage is expressed as

Fmount = mpull

[

g+ Am(2π fb)2] . (3.1)

The approximated value of Fmount is equal to 0.096 N. The magnet used in the mount is a

NdFeB magnetic disc of radius Rm equal to 3 mm, length lm of 1 mm and residual flux density,

Br, between 11700-12100 Gauss [57]. The pulling force exerted by the magnet on the steel

plate, which is placed at the distance dm equal to 0.55 mm from the magnet face, is calculated

as follows. The magnetic induction at the point placed at the axis of the magnetic disc at the

distance from the magnet is approximated by [58]

B = 0.5Br

[

(lm +dm)
[

R2
m + (lm +dm)2]0.5

−
dm

(

R2
m + l2

m

)0.5

]

, (3.2)

where Br is the lowest residual flux density specified for the magnet (Br = 11700 Gauss). The

induction B at this point is calculated to be 2.29 Gauss and is related to the pulling force,

Fmagn, which is exerted on the steel plate, expressed by [58]

Fmagn = 0.577B2π(0.03937R)2, (3.3)

where B is the magnetic induction in kilogauss and Fmagn is in pounds. The Fmagn recalculated

into SI force units is equal to 0.148 N. The pulling force was additionally calculated via an on-

line magnetic pulling force calculator [59]. The returned value is equal to 0.18 N. The static and

dynamic equilibrium of the mount is considered in the xθ(probe) − zθ(probe) coordinate system,

which is the x−z coordinate system rotated by an angle θprobe clockwise, see Figure 3.10. There

is a reaction force arising from the two grooves of the plate along negative xθ(probe) forming an

equilibrium with Fmagn and Fmount. The mount would work if the magnetic pull force, Fmagn

is greater than the Fmount component along the zθ(probe) direction, where

Fpull > Fmountcos
(

θprobe

)

, (3.4)



33

Equation (3.4) is theoretically satisfied with a safety margin of 36%. In case the magnetic force

approximation was not valid within the safety factor taken, safety precausions are to attach

additional, 1 mm diameter, magnets to the stage which would enhance the magnetic induction

enetering the steel plate and hence increase the magnetic pull force.

3.4 Flexural stage design

3.4.1 Overview

The flexural stage is a key element of the developed AFM scanner. The monolithic structure is

shown in Figure 3.13. One can distinguish the movable stage part, contained in the red box in

Figure 3.13, and a stationary structural frame, contained in the green box in Figure 3.13. The

movable stage consists of a rectangular frame guided by four parallel leaf springs and is mono-

lithically integrated into the structural frame. The monolithic design was chosen to achieve a

stress free and strain free instrument. Furthermore, monolithic machining allows much more

precise alignment of the stage components than manual assembly. Additionally, a potential

interface wear of assembled components is eliminated by the monolithic design. The mono-

lithic structure was manufactured by a combination of wire electro discharge machining (wire

EDM) and milling processes. A detailed view of the part is presented in Appendix A in the

draft titled P90427b-100-0001c. The mechanical structure of the stage has several functions.

Its main purpose is to hold the AFM probe and guide it along the z-direction ensuring a con-

stant interaction force between the tip and sample surface. The AFM probe is mounted to the

bottom face of the stage, designated as face ‘d’ in Figure 3.13. Moreover, the flexural elements

are to provide the necessary preload for a piezoelectric stack actuator. In addition, the stage

has an integrated metrology system for position feedback which will be discussed in detail in

a subsequent section of this chapter. As indicated in Figure 3.2, there is a counter electrode of

the capacitive sensor attached to face ‘c’ of the stage moving frame. The movable stage position

measurement is performed by sensing of the gap between the counter electrode and a station-

ary capacitive probe mounted to the structural frame. Hence, the structural frame of the stage

provides the base for the metrology frame attachment and adjustment. The structural frame

possesses a mounting interface to an overall microscope frame via four M4 bolted connections

in the top face of the structural frame. The operational bandwidth specification of the scanner

requires that the positioning stage has a sufficiently high resonance frequency. It is desirable

to design a system having the first resonant mode of the structure, which is controllable and

observable, at frequency of at least 6 kHz to control the system at frequencies below the reso-

nance peak. It is also possible to integrate sophisticated control schemes to allow closing the

loop at even higher bandwidth, however of 6 kHz was chosen as the target resonance frequency

in order to make a simple control solution feasible. The positioning stage is based on a flexural

guidance mechanisms. There are certain advantages of this approach [5]. Flexural mecha-

nisms are practically wear free if not overactuated. Thus their performance is unaffected by

external factors through their life. A potential distortion of the flexures is only possible via

corrosion or fretting. The motion of the flexures is repeatable, continuous and smooth. More-
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Figure 3.13: Flexural stage - front view.

over, it can be precisely determined and predicted from the known actuation forces applied to

the flexures. Conversely, a precise force can be exerted by controlling the flexure displacement.

Nevertheless, these assumptions are valid for the operation of flexures in their elastic region.

There are also potential disadvantages of using flexures [5]. Flexures have somewhat limited

load capacity and restricted displacements. The hysteresis effect, caused by the dislocation

movement, is present in most materials. Flexures suffer from a relative low stiffness against

undesirable out of plane motion, which may induce unintended off-axis motion.

3.4.2 Design concept

The actuation of the stage is realized by a piezoelectric actuator, inserted in between faces

‘a’ and ‘b’, see Figure 3.13. A voltage controlled strain of the actuator exerts a force on the

face ‘b’ and is further transformed to the leaf springs, which become elastically deformed and

guide the movable frame mass. The actuation forces along the z-direction are transferred into

the stage displacement via the leaf springs while forces in all other directions are nominally

blocked and decoupled via corresponding low compliance mechanisms. This topic is covered in

detail in Section 3.4.3. The moving frame is in series with the flexural springs and hence is

also subjected to an elastic deformation prior to actuator force. This deformation, in particular

the deformation of faces ‘c and ‘d’ introduces an error in AFM measurement, since these faces

are coupled to the metrology system. Deformation of the face ‘c’ directly affects the position of

the AFM probe, consequently generating a signal from an elastic deformation of the stage due

to actuation force. The deformation of face ‘d’ is transformed to the deformation of the counter

electrode of the capacitive sensor, which introduces an erroneous position feedback of the stage.

Both of these errors contribute to an overall measurement uncertainty and should be kept as

small as possible. The actuation force is simultaneously exerted on face ‘a’, and transformed

further into the structural frame of the stage. The deformation of the structural frame is less

pronounced than the frame deflection, however it is important to see it as a potential measure-
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ment error contribution. The deformation of the stage movable frame is depending on its own

stiffness, the ratio of this stiffness to the flexures stiffness and the actuation force value. To

reduce the frame deformation, the flexures are designed to be very compliant. This approach

has a numerous benefits. First, the stage travel is accomplished with a lower actuation force.

Second, the stage frame becomes stiffer relative to its guidance. Finally, the local deforma-

tion of the stage frame caused by elastic bending moments transformed to it from flexures is

minimized. With a compliant guidance design, a limited deformation of the stage components

can be achieved. Another important design objective is a high resonance frequency of the

stage. To meet both design objectives, high resonance frequency and low stiffness leaf springs,

a stage with a low mass must be designed. The stiffness necessary to accomplish a high res-

onant frequency is obtained by using a high stiffness piezoelectric actuator. The total stage

stiffness becomes a sum of the flexure stiffness and the actuator axial stiffness if an actuator

is preloaded by flexures at all instances. This condition is valid if the sum of the maximum

inertia force of the stage and the gravity force of the stage are lower than the preload force

Fpreload > ms

(

(2π fb)2Aδzmax + g
)

, (3.5)

where g is the gravitational acceleration, ms is the overall dynamic mass of the stage, fb is the

bandwidth, Aδzmax is the maximum amplitude of stage oscillation, and Fpreload is the preload

exerted on the actuator. A high stiffness was the most important parameter while choosing an

actuator. The actuator is described in Section 3.4.6. The is a rectangular block with a rect-

angular cut-out along the y-direction in the centre. The frame is formed by four beams, as

indicated in Figure 3.14(b), two vertical beams AD and BC, and two horizontal beams AB and

CD. The cut-out is created for capacitive sensor placement and is determined by the sensor

dimensions. Such an architecture allows the position feedback measurement along the axis of

stage actuation. In addition, the AFM probe tip is placed on this axis. In this manner, the Abbé

principle is theoretically obeyed, which is important from the metrology and feedback control

perspective. There are some additional benefits for a movable frame arrangement. The frame

height along the z-direction allows for sufficient spacing between leaf springs, which yields a

high rotational stiffness KθyMy
, as discussed in Section 3.4.3. The stage height accommodates

for the flexures’ vertical separation and a necessary offset between the bottom flexures and

the stage face ‘d’, which is providing a necessary clearance for the stage cover, described in

Section 3.4.10. Further, the frame enables a significant mechanical decoupling of the stress

and the resulting deformation introduced by the actuator in the horizontal beam, AB, from

the horizontal beam, CD. A simplified sketch of the movable stage frame elastic deformation

is depicted in Figure 3.14(a). The importance of limited elastic deformation of the beam CD

was outlined in the former Section. Moreover, the elastic deformation of beam AB requires

an additional actuator stroke, to achieve the necessary stage displacement. In general, the

frame ABCD must be stiff to limit the elastic deformation of beams CD and AB. Moreover, the

high frame stiffness is important for obtaining a high second natural frequency of the stage,

in which the frame is rocking and beams AB, BC, CD and AD are resonating in their flexu-

ral modes. This topic is discussed in Section 3.4.9. Alternatively, the movable frame mass

should be low, to achieve high resonance frequencies of the stage. The movable stage frame
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was optimized for low mass and high stiffness. The mass of beams AB and CD is reduced by

triangular cut-outs, as indicated in Figure 3.14(b). The stiffness of these beams is provided

by the links AF, BF, DG and GC, marked in red in Figure 3.14(b). These links connect the

corners of the beams to their centre points. These links provide effectively most of the beam

bending stiffness. The material not effectively contributing to the beam stiffness is removed

by triangular cut-outs. The effective stiffness material is symmetrically distributed along the

links AF, BF, DG and GC. Furthermore, links EF and GH are designed to transform the forces

and the resulting stress in the beams and additionally stiffen the horizontal beam members.

Another reason for introducing the triangular cut-outs into beam CD was an optimization for

its desired deformation shape. The non-uniform material distribution along the beam length

in the x-direction induces a higher order bending of the beam, involving the local folding of the

material, which in turn, effectively reduces the net deformation of the beam. Beam deforma-

tion shaping generates effectively less elastic deformation than in the case of a uniform beam

element. This topic is treated in detail in Section 3.4.5. The mass of the vertical beams AD

and BC is reduced by circular cut-outs, as shown in Figure 3.14(b). The circular holes provide

also a uniform stress distribution and stress flow, which is important for high stiffness of the

beam and consequently of the whole frame ABCD. Chamfers in the inner part of the movable

frame are designed to additionally stiffen the frame structure. Another mass reducing cut-out

is the through hole along the x-direction, shown in Figure 3.15, which is a 3 mm sliding fit

hole. A pin is inserted and used as a stiffening and securing connection between the movable

and structural part of the stage while manufacturing and handling. The optimization for low

mass and high stiffness of the frame was performed with ANSYS software. The cut-outs in the

movable frame reduce the mass of the stage by over 21%. The elastic deformation of the stage

is discussed in detail in Section 3.4.5. The stage is manufactured from Aluminium 7075-T6

due to the low density of this material. Further benefit of using 7075-T6 alloy is its ultimately

high yield stress limit, which is important for the leaf spring design. Another advantage of this

alloy are its favourable manufacturability properties and stress relieved treatment to reduce

warping. The monolithic structure is symmetric with respect to the X-plane and Y-plane.

A B

CD

x
z

approximated  elastic 
deformation shape 

(a) Simplified shape of stage elastic de-

formation.

A B

CD

E

F

G

H

x
z

mass reduction 
triangular cutout

mass
reduction
circular 
cutout

(b) Mass reduction and deflection shap-

ing cut-outs.

Figure 3.14: Movable stage frame.
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Figure 3.15: Flexural stage - isometric view.

Symmetry in these planes diminishes the stage deformation due to the thermal expansion. As

indicated in Figure 3.15, there are contact pads designed for the stage mount to an overall

frame and contact pads for capacitive sensor mounting bracket assembly. The contact pads

define the contact area between the contact surfaces. There are two holes in the top face of

the stage meant for electrical cable connections of the electronic components, including the

piezoelectric actuator, capacitive sensor, and AFM probe. A static analysis of the system was

performed, both analytically and with finite element software, to determine the movable stage

frame stiffness, computation of flexures stiffness, and stress analysis for an optimal design.

3.4.3 Flexures stiffness

Leaf springs are thin, slender beams typically used as motion guides. Using the coordinates

of Figure 3.14(b) the designated dimensions are L f along the x-axis, H f , along the z-axis, and

Wf along y-axis. The nominal dimensions of leaf springs guiding the stage are: H f is 0.22 mm,

Wf is 10 mm and L f is 4 mm. Leaf springs used in this design are manufactured with fillets

at their ends, see Appendix A, with a radius specified between 0.1 mm and 0.2 mm to reduce

stress concentration. Fillets effectively shorten the beams, which stiffens the flexures. The

following analytical discussion neglects the presence of fillets for simplicity. Detailed struc-

tural study of the leaf springs with fillets is carried out with finite element simulation. The

four leaf springs configuration, as shown in Figure 3.13, yields a parallelogram flexural stage

guidance along the z-direction. The flexures deflect in an ‘s-shape’ when the stage is paral-

lel translating along the z-direction. While guiding, a leaf spring has a zero slope at its ends

defined by dz
dx (x=0)

= 0 and dz
dx (x=L f )

= 0. The part connected to the structural frame has zero dis-

placement z(x=0) = 0. Basic elasticity theory yields the bending equation describing leaf spring
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deformation as

Mb = EI y

d2z

dx2
, (3.6)

where Mb is the bending moment due to the force Fz, E is the modulus of elasticity and I y is

the moment of inertia about the y-axis of the beam. Applying the boundary conditions for an ‘s-

shape’ deflection, the expression for the stiffness, kFzδz, of a single leaf spring in the z-direction

due to the force Fz is [60]:

kFzδz =
12EI y

L3
f

, (3.7)

where

I y =
Wf H3

f

12
. (3.8)

Since the four leaf springs are working mechanically in parallel, the total stage stiffness is a

sum of individual leaf spring stiffnesses

KFzδz =
412EI y

L3
f

=
4EWf H3

f

L3
f

. (3.9)

Using Equation (3.9), the value of KFzδz was calculated and is equal to 0.477 N/µm. The

stiffness KFzδz was additionally calculated with FEM analysis, resulting in 0.508 N/µm. Figure

3.16 depicts a simulated travel of 10 µm due to actuation force of 5.08 N. The difference in

Figure 3.16: Flexures displacement of 10 µm due to 5.08 N force (red = 0 µm, blue = -10.3 µm).

analytical and FEM result is visible due to the flexure fillets were included in the FEM model

whereas they were not covered by the analytical approximation. The manufacturing tolerances

of the flexures, see Appendix A, span the possible KFzδz(FEM) range from 0.424 N/µm to 0.61

N/µm. Similar to Equation (3.9), the stage stiffness, KFyδy, in the y-direction due to the force

Fy applied to it is approximated by [60]

KFyδy =
412EIz

L3
f

=
4EW3

f
H f

L3
f

. (3.10)
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The calculated value of KFyδy is equal to 986 N/µm and is considerably higher than KFzδz,

since Wf is significantly higher than H f and, consequently, Iz is much larger than I y. The

stiffness of a leaf spring in its longitudinal, x-direction is also considerably higher than in the

z- direction. This is expressed by

kFxδx =
Wf H f E

L f

. (3.11)

The resulting stage stiffness, KFxδx, is approximated by

KFxδx =
4Wf H f E

L f

, (3.12)

and equals 150 N/µm. The flexure axial stiffness is important for the rotation of the stage about

the y-axis due to a moment My. In this case, the flexures work in tension and compression to

generate a counter moment −My. Assuming that, the movable stage frame rotation, θy, yields

an elastic axial deformation of a flexure by

δxθy
= 0.5dzsin(θy)≈ 0.5dzθy, (3.13)

where dz is the vertical distance between flexures. The static equilibrium for a moment My

and the axial reaction, Fx, in each of the flexures is

My = 2Fxdz. (3.14)

Using the Hook’s relation for the axial deformation, the moment is

My =
Wf H f Ed2

zθy

L f

, (3.15)

which yields the approximate rotation stiffness,

KθyMy(Fx) =
My

θy

=
Wf H f Ed2

z

L f

. (3.16)

The calculated value of KθyMy(Fx) is 7.18 ·103 Nm/rad. The stiffness KθyMy
should not be, how-

ever, limited to the flexure axial stiffness contributions. In addition to displacement δxθy
, a

rotation θ implies a vertical displacement of the flexure δzθy
. Due to δzθy

, flexures create

bending reaction forces and hence the counter moment to the My input. Similar to derivation

of Equation (3.16), one can formulate the stiffness contribution of flexure bending deformation

KθyMy(Fz) to the rotational stiffness KθyMy
. The rotation θy yields the vertical deformation of

the flexure

δzθy
= 0.5θzdx, (3.17)

where dx is the horizontal distance between the flexure bending reaction forces. The static

equilibrium may be written as

My = 4δzθy
kFxδx0.5dy, (3.18)

and the resulting stiffness

KθyMy(Fz) =
EWf H3

f
d2

x

L3
f

. (3.19)
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The value of KθyMy(Fz) is 79 Nm/rad and is significantly lower than KθyMy(Fx). The value of

the stage stiffness KθyMy
depends on the actual contributions of KθyMy(Fx) and KθyMy(Fz) to the

rotation resistance. It is difficult to qualitatively evaluate the total stiffness KθyMy
, since the

actual bending and axial contributions are not known. The KθyMy
stiffness was calculated with

a FEM analysis and is estimated to be 1.35 ·103 Nm/rad. The stiffness KθyMy(Fx) is contribut-

ing to the stage resistance against rotation θy, however, the influence of KθyMy(Fz) is visible

by a somewhat reduced value of KθyMy
than directly predicted from KθyMy(Fx). A leaf spring

possesses a low torsional stiffness, which is given by [60]

kMxθx
=

k1Wf H3
f
G

3L f

, (3.20)

where k1 is expressed by

k1 = 1−
192H f

π5Wf

∞
∑

n=1,3,5...

1

n5
tanh

(

nπd

2H f

)

, (3.21)

and G is the shear modulus. The torsional stiffness of the stage about the x-axis, KMyθy
, is

then

KMxθx(T) =
4k1L f H3

f
G

3L f

. (3.22)

The calculated value of KMxθx(T) is 0.13 Nm/rad. A stage rotation, θx, additionally invokes

flexure displacements in the y-and z-directions. The associated elastic reaction forces along

the y-and z-directions create reaction moments and hence rotational stiffness contributions

to KMxθx(Fy) and KMxθx(Fz). Similar to the case of KMyθy
, the total stiffness, KMxθx

, is a result

of all three stiffness contributions, KMxθx(T), KMxθx(Fy) and KMxθx(Fz). The value of KMxθx
was

calculated by FEM analysis and is estimated to be 2.54·103 Nm/rad. To summarize, the flexure

stage possesses a relatively low stiffness in the z-direction whereas the remaining degrees of

freedom are considered significantly stiffer. This emphasises the guidance functionality of the

stage. A measure of stage guidance along the z-direction can be expressed as a ratio of the

off-axis stiffness and the compliant guiding stiffness as

Rx−z =
KFxδx

KFzδz

≈ 320, (3.23)

Ry−z =
KFyδy

KFzδz

≈ 2000. (3.24)

The maximum expected stage rotations, θx and θy, were approximated. The maximum force

(5.08 N) required for a full stroke stage translation with an offset from the stage axis with

maximum possible offsets in y and x, both equal to 0.1 mm, would result in stage rotations, θx,

equal to 0.37 µrad and θy equal to 0.2 µrad.

3.4.4 Mobility analysis

The concept of mobility was used in the design of the positioning stage [60]. Mobility analysis

represents flexural elements as links, connected to rigid bodies via joints, providing certain
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Table 3.1: Stage stiffness summary.

Symbol Value

kFxδx 150 N/µm

kFyδy 986 N/µm

kFzδz 0.508 N/µm

KMxθx
2.54 ·103 Nm/rad

KθyMy
1.35 ·103 Nm/rad

kinematic constraints to the bodies. A simplified representation of a system indicates number

of degrees of freedom it possesses. For analysing in-plane motion, the planar mobility, M3 is

used. For a system consisting of n links and j joints the planar mobility is expressed as [60]

M3 = 3(n− j−1)+
j

∑

i=1
f i, (3.25)

where f is the number of degrees of freedom provided by the ith joint. The flexural stage can

be modelled as two links, the moving frame and the structural frame, connected to each other

via four hinges (leaf springs). Each of the hinges provides two degrees of freedom, that is the

translation in the z-direction and the rotation about the y-axis. Hence the mobility, M3 of the

system is equal to -1. This value indicates that the system is over constrained. The three

dimensional mobility of a system is

M6 = 6(n− j−1)+
j

∑

i=1
f i. (3.26)

In this case, a leaf spring is to be treated as a hinge providing three degrees of freedom, trans-

lation along z, rotation about y, and twist about x. The M6 mobility is then equal to -6. In this

case the system is six times over constrained. The desired stage motion is the pure translation

along the z-axis. For such motion, the stage should ideally posses mobility of 1, indicating

one degree of freedom. Mobility should not be however associated with identifying a wrong

design but rather as a design strategy confirmation. The over constrained design may be an

issue, if the kinematic system is assembled, since the assembly may induce strain and stress

in flexures. In case of the flexural system discussed, the structure is monolithic and produces

a virtually strain-free mechanism. The achieved parallel guidance must be over constrained in

order to attain its functionality, yet the amount of over constraint is kept to a minimum level.

A slightly over constrained system assures lack of unpredictable mobilities and benefits from

the ‘elastic averaging’ effect which enhances the guidance straightness [60].

3.4.5 Stage elastic deformation

3.4.5.1 Movable frame deformation

The following section covers the actuation induced elastic deformation of the movable stage

frame. During actuation, the stage frame deforms in the following fashion. The horizontal
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beams bend towards the frame centre, while the vertical beams deflect symmetrically out-

wards from the stage centre, as indicated in Figure 3.14(a). The deformation of the bottom

horizontal beam is particularly important as explained in Section 3.4.2. There are two prob-

lems related to the bottom plate deformation. First, the inherent elastic deformation of the

target electrode glued to the top face of the plate. Another issue is the vertical translation of

the probe mounting spheres as a consequence of plate bending. The probe position is linearly

translated and simultaneously rotated with respect to a non-deformed plate situation. These

deformations were approximated by FEM analysis. A stage guided by the stiffest flexures al-

lowed by manufacturing tolerances was modelled to represent the most critical and largest

deformation scenario. The simulation investigated the elastic deformation due to a 6.1 N in-

put force, which is required to displace the flexures by 10 µm. As mentioned in Section 3.4.2,

the movable stage frame was designed for low mass and high stiffness. The influence of mass

reduction on the stage elastic deformation was investigated. The FEM analysis of the stage

without mass reduction cut-outs is shown in Figure 3.17(a). The nodal displacements along

the middle line of the bottom face, ‘d’ of the stage movable frame were calculated with ANSYS

software. The results are plotted in Figure 3.17(c) and show the nodal displacements across

the beam length. A typical second order bending deflection of the beam created by the curve

fit approximating the bending shape of the structure in Figure 3.17(c). The difference between

the largest and the smallest nodal displacement is 30 nm. The relative difference between the

mounting spheres position is 11 nm. The stage deformation with mass reduction was modelled

and solved as well. The FEM analysis of the stage with mass reduction is shown in Figure

3.17(b). The calculated nodal displacement are shown in Figure 3.17(d). The approximated

bending shape is much more complex and there are concave and convex regions visible in the

approximated bending curve. This phenomenon can be explained by a non-uniform stiffness

distribution along the beam length in the x-direction. There are local regions of low and high

stiffness distinguishable in the geometry and corresponding material folding and bending in

the bending curve. The simulated value of a difference between the lowest and the highest

nodal displacement is 8.5 nm. The difference between the probe mount spheres displacement

is 2.5 nm. This concludes the extensive and complex material deformation after mass reduc-

tion results in less stage deformation. Even though the structure without the mass reduction

is stiffer, the different deflection curve of the beam results in a lower deformation. The elastic

deformation analysis also includes the target electrode glued to the top face, ‘c’, of the bottom

horizontal stage beam and its stiffening effect on the frame. The FEM analysis also yielded the

following results. The difference between the maximum and the minimum nodal displacement

of the face ‘d’ of the horizontal beam was 3 nm. The difference between nodal displacements at

the 2 mm and at the 1.2 mm sphere mounts was 1 nm. The difference between the largest and

the smallest nodal displacement at the top face of the target electrode is equal to 5 nm. The

deformation of the plate was treated as a beam element, since its deflection is much more pro-

nounced in the X-Z plane than in the Y-Z plane. Treating the plate as deflecting as a function

of x-and y-position, the largest deflection along the y-direction was calculated with the FEM

analysis and was 1 nm. All the elastic deformation effects mentioned above must be calibrated

by means of a static calibration experiment, yet the FEM results indicated the scale of the
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(a) FEA of the movable frame without

mass reduction cut-outs (red = 0 µm,

blue = - 10.3 µm).

(b) FEA of the movable frame with mass

reduction cut-outs (red = 0 µm, blue = -

10.3 µm).
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(c) Beam CD deformation shape - stage

without mass reduction.
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(d) Beam CD deformation shape - stage

with mass reduction.

Figure 3.17: Deflection shaping of the CD beam.

anticipated deformation. Using proper design, the elastic deformation of the stage is held to a

minimum. The shape and position of the stage frame triangular cut-outs were optimized with

FEM software to reduce the effective elastic deformation while keeping the frame stiff enough

for sufficiently heigh flexural eigenmodes. This is discussed more in Section 3.4.9.2. Table 3.3

summarizes the advantages of deflection shaping cut-outs and the stiffening effect of the tar-

get electrode. The effective deformations of both the probe and capacitance gauge electrode are

reduced by over 70% by deflection shaping. The target electrode stiffness contribution reduces

these deformations by another 50%. The dynamic mass reduction achieved with these cut-

outs was 21%. Even though the triangular and circular cut-outs in the movable stage frame

were introduced for two distinct purposes, measurement error reduction and dynamic mass

reduction, their presence is more pronounced and important in the first one.

3.4.5.2 Structural frame deformation

The actuator exerts a force on the structural stage frame at face ‘a’. The elastic deformation

of the frame caused by this force was investigated while designing the scanner. The reactions

caused by the actuator force input, FPZT , are shown in Figure 3.18(a). There are two vertical

force reactions, R1 and R2, and two reaction moments M1 and M2 at the points where the stage
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Table 3.2: Deflection shaping summary.

Stage design Electrode inherent Probe inherent

deformation displacement

No deflection shaping 30 nm 10 nm

(no electrode)

Deflection shaping 8.5 nm 2.5 nm

(no electrode)

Deflection shaping 3 nm 1 nm

(with electrode)

is fixed to the external metrology frame. The reaction forces, F3 and F4, are compression forces

by the metrology brackets, on the vertical structural frame beams, ensuring they do not bend

towards each other. Essentially, these forces are creating counter moments for M1 and M2.

The stage stiffness against M1 and M2 is determined by the bending stiffness of the vertical

structural frame beams with considerable stiffening chamfers and the axial stiffness of the

metrology brackets. The latter one is significantly high, contributing a negligible deformation

of the structure due to the actuation force FPZT . The FEM model was used to investigate the

deformation of the structure in more detail and the results are presented in Figures 3.18(c)

and 3.18(e). There is a local stress region in the centre of the stage where the actuation force

is exerted on the top segment of the structural frame. Additionally, the middle section of

the stage, which is rigidly attached to the metrology brackets, is not affected by the stress.

However, the sections of the structural frame vertical beams, which are not rigidly attached

to the metrology brackets, deform somewhat more due to the induced stress, as shown in

Figure 3.18(e). In other words, part of the stage is locally deformed to accommodate for the

locally induced stresses. This leads to the movement of the entire stage assembly upwards,

which introduces a force measurement error due to the probe vertical displacement. This

deformation can be reduced by spacing the bolting interfaces closer to each other which results

in a smaller arm, 0.5D, of the force FPZT and, consequently, smaller reaction moments M1

and M2. This relation has been confirmed with the FEM analysis. The above mentioned

spacing, D, is influencing the stage assembly dynamics, as explained in Section 3.4.9, and it is

desired to keep it as large as possible. This conflict yielded a careful optimization of the bolted

interface separation, D, so that both design objectives, a low structural frame deformation

and a sufficiently high natural frequencies, are met. Other methods to reduce the structural

frame deformation can be performed by transferring the actuation force to the global metrology

frame, as shown in Figures 3.18(b) and 3.18(d). Practically this can be realized by an additional

bolt touching the stage top face and directly transforming the actuator force to the microscope

frame. FEM analysis shows the stress transfer reduces the stage deformation by a factor of

2. The dynamic force transmitted to the frame by the actuator is of special importance, since

it can not be calibrated out from the measurement data. The reason for this is the frequency

dependence of the actuation force. The maximum dynamic force of the actuator is equal 5.2 N.

The stage deformation along the z-axis returned by FEM analysis was 1.1 nm. Additionally,
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R1 R2

FPZT

D

M1 M2

F3 F4

(a) Structural frame deformation - reac-

tion forces in the stage assembly.

F
PZT

Fmainframe

(b) Structural frame deformation - with

an additional transferring bolt.

(c) FEA of the structural frame defor-

mation (dark blue = 0.75 nm, light blue

= 6.7 nm).

(d) FEA of the structural frame defor-

mation with an additional transferring

bolt (dark blue = 0.2 nm, light blue = 2.6

nm).

(e) FEA of the structural frame defor-

mation - front view (dark blue = 0.75

nm, light blue = 6.7 nm).

Figure 3.18: Analysis of the structural frame deformation due to actuator force input.

the critical buckling load of the flexures was calculated and flexure buckling should not occur

due to the forces transformed to the flexures axially through the frame. A low dynamic mass is

advantageous in the context of structural frame deformation. Low actuated mass reduces the

stage inertia force which in turn limits the dynamic actuation force exerted on the structural

frame, thus reducing the elastic deformation of the frame.
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3.4.6 Piezoelectric actuator

A piezoelectric stack was chosen as the actuator for the stage. Piezoelectric actuators present

favourable advantages to be used in positioning stages [5]. Namely, they are commercially

available in a wide range of sizes, attainable displacements, are cost effective, and occupy little

volume. Moreover, a piezoelectric stacks provide high stiffness and the actuator achieves a

very high response performance. The actuator used is the PSt 150/2x3/20 piezoelectric stack

from Piezomechanik GmbH. This actuator has the highest stiffness in comparison with other

commercial alternatives, while providing sufficient stroke for the scanner operation. The actu-

ator provides a maximum nominal stroke, δzpzt(max), of 20 µm and a maximum blocking force

of 300 N. The nominal stiffness of the actuator is 12 N/µm. The actuator must be preloaded

with a force, Fpreload, of 30 N, thus it can effectively actuate with a maximum fore equal to 270

N. This force must be sufficient to accommodate for a maximum elastic force arising from flex-

ures, a maximum inertia force and a maximum damping force. Mathematically the maximum

force generated by the actuator is

Fmax > δzmax

[

2msπ
2 f 2

b +
(

KδzFz
+Kpzt

)

+π fbcs

]

, (3.27)

where ms is the movable mass of the stage, δzmax is the stage travel range and cs is the gen-

eralized stage damping coefficient. The damping present in the system is the internal Zener

damping [5] of aluminium, air damping, and squeeze film damping which all have negligible

effects (in the scale of forces considered), hence are not treated in Equation (3.27). The max-

imum actuating force approximated with Equation (3.27) is 120 N, which is less than 50% of

the actuator blocking force. Operation with a fraction of the actuator blocking force or corre-

spondingly with a fraction of maximum stroke yields a benefit of lower ohmic heat generation

if one compares it with an alternative actuator performing at its full nominal displacemt. The

stroke of a piezoelectric actuator is limited, when it acts against an elastic load, like a preload

spring. The reduction of the nominal stroke, δpzt(max), is depending on the ratio of the stiffness

of the actuator, kpzt, and the stiffness of the preload, kpreload by [61]

δpzt = δpzt(max)
kpzt

kpzt +kpreload

, (3.28)

where δpzt is the reduced maximum stroke by the piezoelectric actuator. In the designed stage,

the flexures are preloading the actuator and they are significantly more compliant than the

actuator, hence the nominal stroke is reduced by approximately 4%. This is another advantage

of applying low stiffness guidance flexures. It is important to ensure the actuator is preloaded

by a minimum preload, Fpreload, at all instances while operating. The preload is achieved by

inserting the piezoelectric actuator into the gap ‘a-b’, see Figure 3.13, so the flexures deform

in the z-direction and exert elastic reaction force on the actuator. This is accomplished by

a clearence for the actuator being smaller than its length, Lpzt. The difference between the

actuator length and the clearance for the actuator is equal to the displacement of the flexures

necessary to insert the actuator into the stage. This displacement should provide at least a

preload force, Fpreload. Care must be taken to make ensure this is accomplished, since an

insufficiently preloaded actuator may perform worse than originally specified or even become
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damaged. The length of the piezoelectric stack, Lpzt, is defined by manufacturer with a 30

µm tolerance. The actuator was measured with a micrometer and its length is known up to

10 µm, which is the uncertainty of the micrometer measurement. Also the clearance gap, in

the stage, La−b, is manufactured with a tolerance of 10 µm, see Appendix A. This means the

flexures will be deflected by a value up to the sum of these tolerances, ∆δzpreload = 20 µm. In

addition, the manufacturing of the flexures is possible within certain tolerances, see Appendix

1. These tolerances span the possible range of stage stiffness. The lowest possible stiffness of

the flexures, KδzFz(min) was determined via FEM simulation. The minimum travel range of the

flexures to accommodate force Fpreload is determined by

δpreload =
Fpreload

KδzFzmin

. (3.29)

The clearance for the actuator should force at least this displacement of the flexures. Thus,

the manufacturing gap tolerances and the actuator length tolerances are included in the final

formula for the clearance

La−b = Lpzt −δzpreload −∆δzpreload. (3.30)

The actuator was inserted into the stage after deflecting the stage by the desired clearance.

This was achieved by hanging a known mass on the movable frame. Another important as-

pect is an accurate placement of the actuator along the centre axis of the movable stage. An

off-axis placed actuator produces a moment about the x-and y-axes when driving the flexures,

which implies an out of plane stage displacement and a related measurement error. Central

alignment of the piezoelectric stack minimizes the moment force arm, hence the undesired

moments and their effects on the measurement are reduced. To archive this, a reference part,

shown in Appendix A in draft number P90427b-100-0008a, was designed. This element deter-

mines the actuator position with respect to the movable frame faces within 50 µm. The design

of the stage relies on the high stiffness of the piezoelectric actuator. Depending on whether the

shunts of the actuator are open or closed, the stiffness of the actuator changes by [62, 63]

kshort = kopen(1−k33), (3.31)

where kshort, kopen are the mechanical stiffness of the piezoelectric actuator with correspond-

ingly closed and open leads and k33 is the electromechanical coupling factor. The electrome-

chanical factor, k33, is defined as [62]

k33 =

√

d33
2

sE
33ǫT

33
, (3.32)

where d33 is the induced polarization in the direction along actuator length per unit stress

applied in this direction, sE
33 is the elastic compliance of the actuator for stress in the direction

along its length and accompanying strain in this direction under constant electric field (short

circuited leads) and ǫT
33 is the permittivity for dielectric displacement and electric field in

the direction along the actuator length under constant stress. From Equations (3.32) and

(3.31) the potential stiffness reduction of the actuator with closed leads was calculated to be
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53.7% of the stiffness measured with the open leads. This is a significant loss of additional

electromechanical stiffness and a special driving should be applied. The actuator should be

driven by a charge amplifier rather than a power voltage amplifier, to deliver the highest

possible stiffness to the stage. A charge amplifier was not available for this research , thus a

power amplifiers was chosen, which is discussed in the following section. The stage design is

relying on the charge amplifier for optimal driving conditions, which should be implemented

in the future.

3.4.7 Piezoelectric actuator amplifier

The piezoelectric actuator performance depends on both the actuator its driving power supply.

The power supply should provide enough voltage to achieve the desired actuator stroke. Driv-

ing a piezoelectric actuator is similar to driving a large capacitor. Apart from the required volt-

age, a sufficient current level must be delivered. Another important aspect of the power supply

is its cut-off frequency up to which a certain capacitive load can be driven. This characteris-

tic is specified in the voltage attenuation curves plotted for different capacitive loads versus

frequency of operation. The following section describes the calculations performed to ensure

that the power supply ratings are sufficient to drive the flexural stage with the PSt150/2x3/20

piezoelectric actuator. The PSt 150/2x3/20 actuator has the following characteristics, which are

important from the power supply point of view. The nominal capacitance, Cn is 340 nF, and the

maximum voltage range, Vmin to Vmax, is - 30 V to + 150 V. The maximum stroke available for

unipolar operation, δzpzt(max) is 20 µm, and corresponds to a voltage change from 0 V to Vmax

of 150V. The nominal capacitance, Cn, is specified by the actuator supplier with a tolerance of

± 15%. Furthermore, piezoelectric actuators are not ideal capacitors and the capacitance value

is affected e.g. by the applied voltage or load conditions [64]. Therefore, it is a common practice

to multiply the nominal capacitance by a safety factor of 1.5 when evaluating the current re-

quirements for the power supply [64]. This modified capacitance value, Cm, is 510 nF for this

research. Let us assume the piezoelectric actuator is to position the stage sinusoidally with

an amplitude, A, of 5 µm at a frequency, fb, of 2 kHz. The necessary actuator displacement

is then equal to the half of the maximum stroke possible (0.5 ·20 µm = 10 µm),Vmax (+75 V).

Hence, the power supply must provide a voltage from, Umin = 0 V to Umax = +75 V to generate

the necessary actuator displacement. The actuator’s equation of motion is

z(t)= 0.5A (1− cos (2π fbt)) , (3.33)

which corresponds to the voltage signal, U(t), sent by the power supply to the actuator

U(t)= 0.5Umax (1− cos (2π f t)) . (3.34)

For a capacitor, the following relation holds [64]

I(t)= C
dU(t)

dt
. (3.35)

Using Equations (3.34) and (3.35), the current provided by the supply voltage is [64]

I(t)=UmaxCπ f sin (2π f t)) . (3.36)
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The power supply must deliver the average current, Ia, defined by [64]

Ia =UmaxCm f , (3.37)

which is equal to 76.5 mA, and the peak current, Ip, defined by [64]:

Ia =πUmaxCm f , (3.38)

which is equal to 240 mA. The analogue power amplifier LE 150/025, shown in Figure 3.19(a),

was selected to drive the piezoelectric actuator. This amplifier can provide a voltage from -

(a) Power amplifier used [64].

Amplifier OUT

R

PZT

GND

OUT

(b) Series resistor connection to the PZT

in an RC network.

Figure 3.19: Power amplifier used and a series resistor connected to the piezoelectric actuator.

30 V to +150 V, an average current of 350 µA, and a peak current of 2000 µA. The variable

voltage attenuation curve is specified for a 0.47 µF load and the cut-off frequency is 4 kHz.

The maximum voltage attenuation down to a voltage level of +75 V occurs at approximately

8 kHz, which is four times higher than the maximum frequency of operation. The amplifier

performance of the amplifier is clearly sufficient. A 20 Vp−p, 20 Hz sinusoidal voltage signal

across the piezoelectric actuator connected to the LE 150/025 amplifier, which was acquired

via an Agilent DSO3062A oscilloscope and an Agilent 3000 series data acquisition software,

is presented in Figures 3.20(a), 3.21(a) and 3.22(a). Additionally, the Fast Fourier Transforms

(FFT) of the recorded signals are shown in Figures 3.20(b) and 3.21(b). Figure 3.20(a) repre-

sents the case of the piezoelectric actuator being connected directly to the amplifier output.

This has a considerable noise level in this signal which must be eliminated. The time scale of

the measurement shown in Figure 3.20(a) is not covering properly the frequencies of the noise

signal, hence the FFT of the signal is showing only a clear 20 Hz peak. A close up at the higher

frequencies present in the voltage signal was achieved by changing the horizontal scale of the

oscilloscope into the higher frequencies regime and the acquired signal is presented in Figure

3.21(a). The FFT analysis of this signal indicates the frequencies present at 14.6 kHz, 19 kHz,

26.8 kHz, 39 kHz, and 114 kHz. To overcome this problem, a resistor, R, was added in series

with the piezoelectric actuator, as shown in Figure 3.19(b), forming a passive low-pass filter

ωRC =
1

RCpzt

, (3.39)
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(a) Actuator voltage (20 ms/div).
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(b) FFT of the actuator voltage (20

ms/div).

Figure 3.20: Noise signal on the amplifier output and its FFT.
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(b) FFT of the actuator voltage (50

µs/div).

Figure 3.21: Noise signal on the amplifier output and its FFT (close up).

where ω is the cut-off frequency, R is the resistance of the resistor, and Cpzt is the piezoelectric

actuator capacitance. The series resistor, R, is limiting the current delivered by the amplifier

and the RC network is attenuating the higher frequency components of the voltage signal. The

different values of resistance, R, were used in order to eliminate the noise component of the

signal and it appeared the noise reduction is not dependent on the cut-off frequency of the low

pass filter, as expected. The conclusion is the noise signal visible in Figures 3.20(a) and 3.21(a)

is resulting from an insufficient load across the amplifier output and the internal electronics

have problems related to this phenomenon. A series resistor increases the load at the am-

plifier output and therefore limits the current supplied by the amplifier. Moreover, the above

mentioned reasoning was confirmed by driving smaller capacitors, on the order of 0.5Cpzt and

less, by the amplifier, where the amplifier output became unstable. Increasing the capacitance

value of the driven capacitive load, by an additional parallel capacitor, or adding a series resis-

tor to the capacitor stabilised the amplifier. Of these two solutions, the additional resistor is

preferable, since the increasing of the capacitive load would limit the cut-off frequency of the

amplifier and negatively affect the system performance. A 10 Ohm resistor, was used to limit

the current output of the amplifier and stabilize the voltage signal across the piezoelectric ac-
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(a) Actuator voltage with a 10 Ohm se-

ries resistor (20 ms/div).
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(b) Comparison of voltage signals across

PZT for the cases with and without a se-

ries resistor.

Figure 3.22: Stabilized signal on the amplifier output.

tuator. The resulting voltage signal with the series resistor, R, is shown in Figure 3.22(a) and

the high frequency noise in no longer present. A comparison of the voltage signals across the

piezoelectric actuator with and without the additional series resistor, R, is shown in Figure

3.22(b).

3.4.8 Stress analysis

As outlined in Section 3.4.6, flexures theoretically deflect by δzpreload +∆δzpreload when the

actuator is inserted into the stage. However, the manufacturing tolerances of the actuator

length, Lpzt, and the gap clearance, La−b, introduce an additional uncertainty, ∆δzpreload, in

the flexures deflection. Additionally, while operating, flexures displace by a maximum value

equal to scanner travel range, δzmax. The maximum deflection of flexures is

δz f (t)= δzpreload +2∆δzpreload +0.5δzmax +0.5δzmaxsin (ωt) , (3.40)

which indicates a cyclic motion of flexures with a mean, non-zero offset deflection. In Equation

(3.40) the mean deflection is

δzmean = δzpreload +2∆δzpreload +0.5δzmax, (3.41)

and the cyclic deflection amplitude is

δzA = 0.5δzmax. (3.42)

The deflection δz f (t), is related to a cyclic stress occurring in the flexures. The stress charac-

teristic is comprised of a means stress, σmean, related to the mean deflection, δzmean, and a

cyclic stress of amplitude σA, related to the cyclic displacement, δzA. The bending stress in

flexures is approximated by

σb =
3EH f δz f

L2
f

. (3.43)



52

From Equation (3.43), the bending stress in the flexure depends on its, L f , and thickness,

H f . The manufacturing tolerances of these dimensions were included in the stress approxi-

mation and FEM analysis, assuming the shortest and the thickest possible flexures. Thus, the

maximum mean stress can be approximated by

σb =
3E(H f +∆H f )δzmean

(

L f −∆L f

)2
. (3.44)

The value of the static bending stress, σmean, was calculated using Equation (3.44) and is equal

to 396 MPa. In addition to the bending stress, there is an axial stress occurring in the flexures.

It is from the axial elongation of the flexures necessary for parallel translation of the stage.

The elongation of the leaf springs is approximated by [60]

δx =
3(δz f )2

5L f

. (3.45)

The corresponding tensile stress is expressed as

σt =
3E(δz f )2

5L2
f

. (3.46)

The maximum mean tensile stress was calculated with

σt =
3E(δzmean)2

5
(

L f −∆L f

)2
. (3.47)

This highest expected tensile stress is 44 MPa. The tensile and bending stresses act in the

same direction, hence they can be added. The total mean flexure stress is 440 MPa. The

analytical solution was supported with a FEM analysis of the von Misses stress which was 445

MPa. Additionally, the FEM analysis covered the additional fillets modelled with the largest

radius, R f , allowable by the manufacturing tolerances. Similarly as in the case of the stiffness

calculation, the FEM results were used as the base for the design, since they cover a more

comprehensive estimation. The cyclic stress amplitude, σA, was calculated as 17.3 MPa. The

maximum stress in the flexures under static condition corresponding to the case of potentially

largest deflection, δz f (max), is

δz f (max) = δzpreload +2∆δzpreload +δzmax, (3.48)

which was 470 MPa. This value corresponds to 93% of the material material yield limit [65].

The FEM simulation result indicates the maximum van Misses stress is shown in Figure 3.23.

As for the cycling stress analysis, the maximum allowable amplitude, σall , is predicted from

the value of maximum stress, σ0, corresponding to N cycles to failure for reverse compressive

and tensile loading, using the Goodman [60] formula by

σall =σ0

(

1−
σmean

σu

)

, (3.49)

where σu is the ultimate strength of material. The calculated σall for N = 5 ·108 cycles was 51.3

MPa, thus the maximum cyclic stress amplitude, σA, amounts for 33% of an allowable stress
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Figure 3.23: Von Misses stress simulation (dark blue = 0.0035 MPa, red = 468 MPa).

amplitude for N cycles, σall . The stress can be treated as static, prone to the very little cyclic

stress with respect to the mean stress value. One should also consider the maximum static

stress value predicted represents the scenario of all the manufacturing tolerances contributing

to the highest possible stress value. The maximum stress value for the nominal model is equal

to 325 MPa, which corresponds to 64% of material yield limit.

3.4.9 Dynamic analysis

The following Section covers the main aspects of the stage dynamics. As mentioned in Section

3.4.1, the controllable and observable eigenmode of the positioning stage, should occur at 6

kHz or higher. Another important issue is to keep all other eigenmodes higher than 6 kHz,

preferably at the frequencies at least 500 Hz higher than the first flexural mode.

3.4.9.1 Analytical model

The natural frequency of the flexural mode is approximated by assuming the mass of the stage,

together with the mass of the isolation glass, sensor target electrode, and AFM probe with

its mount all, fully contribute to the kinetic energy of the eigenmode and are equal to ms.

However, the piezoelectric actuator and leaf springs are effectively not moving their entire

mass in this mode and only a fraction of their mass is lumped into an effective mass, which

participates in the mode. The effective mass of the piezoelectric actuator, mpzt(e f f ), in the case

of an axial vibration is taken as [61]

mpzt(e f f ) = 0.33mpzt. (3.50)

The effective mass of the leaf springs, m f (e f f ), in case of a flexural mode (bending about the

y-axis) is [60]

m f (e f f ) = 0.743m f . (3.51)
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The flexural stage frequency, fs, is approximated by

fs =
1

2π

√

kpzt +KFzδz

ms +m f (e f f )+mpzt(e f f )
, (3.52)

where kpzt is the piezoelectric actuator axial stiffness. The frequency was calculated according

to Equation (3.52), with ks value determined via FEA, was 6.97 kHz. A 5% safety margin is as-

sumed for the analytical approximation in Equation (3.52). In case of the least favorable model

validity, the target frequency is predicted at 6.6 kHz, which satisfies the design objectives. As

mentioned in the Section 3.4.6, the stiffness of the piezoelectric actuator driven by a voltage

amplifier is reduced with respect to the stiffness measured with the open leads of the actuator.

Thus hence the Equation (3.52) should be updated by a stiffness reduction factor, bred

fs(red) =
1

2π

√

bredkpzt +KFzδz

ms +m f (e f f )+mpzt(e f f )
. (3.53)

After including the reduced stiffness factor bred of 53 %, calculated in Section 3.4.6, the first

resonant frequency should occur at 5.13 kHz. This resonance is lower than initially designed

for, yet it is possible to reach the higher first resonance, fs, when driving the piezoelectric ac-

tuator with the charge amplifier. Additionally, the stiffness reduction factor, bred is a coarse

approximation of the stiffness reduction and represents the case of no electromechanical stiff-

ness contribution from the piezoelectric actuator. It depends also on the driving signals and

voltage amplitudes applied to the actuator. Due to the large uncertainty of an actual bred, the

stiffness reduction anticipated is between 0 and 53%, which corresponds to the first natural

frequencies of the stage between 5.13 kHz and 6.8 kHz.

3.4.9.2 FEM modal analysis

Modal analysis of the scanner assembly was performed with FEM software and is presented

in the following section. The assembly includes the scanner without the piezoelectric actuator,

AFM probe, and magnetic mounting plate. The boundary condition of the modal solution is

a fixed support of elements highlighted in Figure 3.24(b), which represent bolts fixing the

stage. The first eigenmode, see Figures 3.24(c) and 3.24(d), is the flexural vibration of the

stage flexures. The eigenshape is the guidance motion, which is controllable and observable.

The frequency returned by the system for this mode is not including the coupled stiffness of

the actuator, hence is much lower, than analytically predicted by Equation (3.52). However,

the approximation from Equation (3.52) with the neglected masses uncovered by the FEM

model and neglecting the stiffness contribution of the actuator, the result match FEM result

within 3%. The second vibrational mode is presented in Figures 3.24(e) and 3.24(f) and is

predicted at 7.82 kHz. The eigenshape is created by a rocking motion of the movable frame

about the y-axis, which is accompanied by a flexural, in phase, vibration about the y-axis of

the structural frame vertical beams. Leaf springs are folding into ‘s’ shapes about the y-axis

due to the rocking motion of the stage. The frequency of the mode is influenced by the stiffness

of the movable frame. It can be seen in Figure 3.24(e) that the stage frame beams deform. The

distance between the flexures along the z-axis is enhancing the modal stiffness of the stage,
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hence the flexures are spaced as far as possible from each other. The structural frame stiffness

against flexural motion in the x-direction was enhanced by introducing large chamfers in the

frame and adding more material along the x-direction in vertical beams of the stage. Lastly,

the resonance frequency of the second mode is influenced by the x separation of mounting

pads. On one hand, a larger spacing, generates a higher the resonance frequency of the mode.

On the other hand, a smaller spacing between the pads reduces the elastic deformation, as

explained in Section 3.4.5. The distance between the mounting pads is optimized for meeting

both design objectives. The third mode is shown in Figures 3.24(g) and 3.24(h) and is predicted

at 7.99 kHz. The mode shape is a combination of a torsional vibration of flexures about the

x-axis and a flexural vibration of the structural frame about the x-direction. The frequency of

vibration is affected by the structural frame stiffness in the y- direction, hence the structural

frame was designed to significantly protrude out of the X-Z-plane. Such a material distribution

provides a high moment of inertia about the x-axis of the structure. The clamps are spaced as

far as possible along the y-direction in order to enhance the structural frame stiffness in the

x-direction. On one hand, the structural frame material along the x-direction significantly

increases the modal mass of the frame in the second eigenmode, without contributing to its

modal stiffness. On the other hand, stiffening of the frame in the x-direction contributes to

the modal mass of the third mode without significant contribution to its modal stiffness. This

yielded a careful optimization of the structure to have both second and third mode occurring

at sufficiently high frequencies. Similarly as in the second mode, the mounting connection

separation along the y-axis is also increasing the eigenfrequency, hence the mounts are placed

as far as possible from each other in the y-direction.

3.4.10 Stage cover

An aluminium cover was designed to protect the positioning stage from dust. A detailed view

of the part is presented in Appendix A in draft number P90427b-100-0007b. The cover is bolted

to the stage by M3 bolts. A 0.25 mm part of a movable stage frame protrudes from the cover,

to allow the attachment of a reflective surface to the movable frame when the calibration, by

means of a laser interferometer, is performed. There are two holes in the bottom face of the

cover, through which electrical connections from the AFM probe run. The four contact pads

on the top face of the structural stage frame protrude from the cover, so that the contact pads

define the contact area with the microscope frame. The cover was designed for high resonance

frequency. Figure 3.25(d) shows the simulated first resonance frequency obtained via FEM

modal analysis. The holes used for the bolt connection to the stage are fixed. The first resonant

mode of the cover is a vibration of its bottom side and occurs at approximately 9 kHz. Further-

more, a modal analysis of the stage assembly including assembled cover was performed. The

FEM analysis showed the sliding fit between the stage structural frame and stage cover results

in much higher eigenfrequencies of the assembly than with a loose fit between the two. In loose

fit case, the stage-cover contact was modelled only in the close area of bolted connection. In

case of a sliding fit, the stage assembly is stiffened by the cover in much larger extend, due to

the larger contact between components faces, which results in the higher natural frequencies
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of the assembly. The maximum possible clearance between the stage and the cover is 50 µm,

see Appendix A, to achieve a sliding fit assembly. The results of the modal analysis of the stage

assembly with cover attached returned an unchanged first resonance frequency, however the

second and the third mode of vibration are similar to the second vibration mode with the cover

removed, described in Section 3.4.9. The natural frequencies of these modes are subsequently

equal to 8042 Hz and 8623 Hz. This can be explained by the stiffening effect of the cover.

Table 3.3: Summary of FEM modal analysis.

Mode without cover with cover

1 1.4 kHz 1.44 kHz

2 7.85 kHz 8.6 kHz

3 8 kHz 10.4 kHz
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(a) Mesh of a model. (b) Clamped surfaces.

(c) The first eigenmode at 1.4 kHz. (d) The first eigenmode - isometric view.

(e) The second eigenmode at 7.85 kHz. (f) The second eigenmode - isometric view.

(g) The third eigenmode at 8 kHz. (h) The third eigenmode - isometric view.

Figure 3.24: Modal analysis of the structure.
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(a) The first eigenmode at 1.44 kHz. (b) The second eigenmode at 8.62 kHz.

(c) The third eigenmode at 10.4 kHz. (d) The first eigenmode of the cover itself at 9 kHz.

Figure 3.25: Modal analysis of the structure with the cover on.
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3.5 Capacitive sensor

3.5.1 Working principle

The following Section describes the capacitive sensor used for stage position feedback. The

capacitive sensing system comprises a capacitive probe and commercial electronics. This mea-

surement system provides a low cost, simple metrology tool which attains sub-nanometre reso-

lution. Another advantage is the design freedom of the capacitive probe, which does not impose

any limitation on the positioning stage design and vice versa. The measurement system de-

tects the capacitance change between the stationary sensing electrode and the target electrode

attached to the movable stage. The capacitance of a system of two electrodes of area Ac, spaced

by a gap h, in air is expressed by

C =
ǫAc

h
, (3.54)

where ǫ is the electric permittivity of the medium between the electrodes. Capacitance is in-

versely proportional to the electrodes spacing, h, hence the capacitance change indicates a rel-

ative displacement, provided that area of overlap between electrodes, A, remains unchanged.

The sensitivity of a capacitive measurement is

Sc =
−ǫAc

h2
, (3.55)

which shows a quadratic dependence of the measurement sensitivity, Sc. The noise of the

capacitive sensor can be expressed by [66]

Ec =
4d0

Vs

√

fb

[

Vn
2 +

4kBT

3C0 fc

+
(

2In

3C0 fc

)2

+On
2
]

, (3.56)

where kB is the Boltzmann constant, T is a temperature in Kelvins, fc is the carrier frequency

in Hertz, In is the current noise, Vn is the voltage noise, C0 is the sensor capacitance at the

nominal offset gap, Vs is the supply voltage, On is the oscilloscope noise. From Equation (3.56)

the sensor noise level is inversely proportional to the electrodes capacitance. To reduce the

sensor noise, the sensor electrodes should have large area, A, and low offset gap, d.

3.5.2 Sensor design

3.5.2.1 Capacitive probe

The capacitive probe assembly comprises of an aluminium mount element, copper electrode

guard connected to electrical ground, and a copper sensing electrode, as shown in Figure

3.26(b). The detailed drawings of the parts are presented in Appendix A in drafts number

P90427b-100-0004a, P90427b-100-0006b, and P90427b-100-0005a, respectively. These ele-

ments are separated by glass pieces and glue layers, assuring the electrical insulation of the

parts from each other and their relative alignment. The electrode guard is to focus the electric

field from the sensor electrode onto the target electrode area. The electrically grounded target

electrode is glued to the movable stage, as shown in Figure 3.2, via a 0.15 mm thick glass

plate which electrically isolates the electrode from the bulk material of the stage, reducing
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the ground loop and noise. To increase the accuracy of the capacitive measurement, the area

of the target electrode is 35% larger than the sensing electrode [67]. The aluminum mount

element posseses two horizontal pockets at each side, see Figures 3.26(a) and 3.27, to allow

for the probe electrode and guard electrode wires running out from the sensor assembly. They

run along these pockets, which are filled with glue for stability. If a large force is applied to

the sensor cable, the layer of glue will take the force and in the worst case scenario, the cable

will brake outside of the pocket, yet not inside of the sensor assembly, which would require a

tedious dissasembly, re-soldering, and re-assembly of the entire sensor.

3.5.2.2 Sensor mount

The capacitive sensor is integrated in the positioning stage as indicated in Figure 3.2 and 3.27.

The capacitive probe is bolted in between two sensor mount brackets by four M2 screws, as

shown in Figure 3.1 and 3.27. The M2 bolts run through clearance holes in the middle sec-

tion of the brackets and are fixed into threaded holes in the sensor assembly mount element.

The detailed drawings of the metrology brackets are included in Appendix A in drafts number

P90427b-100-0002b and P90427b-100-0003b. The brackets are also bolted to the structural

frame by four M3 bolts, forming a metrology frame. One of the brackets has four M3 clear-

ance holes, while the other has four M3 holes threaded. The M3 bolts run through the clear-

ance holes of the first bracket, clearance holes in the structural stage frame, and finally, the

threaded holes in the second bracket, as shown in Figure 3.1. The assembly of the brackets in

the stage is accomplished by a preload force they exert on the stage structural frame, which

yields a friction force providing connection. The clearance holes in the structural stage frame

are designed to accommodate for precise adjustment of the sensing gap. The adjustment gap is

determined with a filler gauge of a well defined thickness, which is inserted between the target

electrode and a sensing electrode in order to provide a distance reference. When the desired

sensing gap is achieved, the metrology mounting brackets are bolted to the structural frame.

The hand adjustment with the filler gage allows for adjusting of the nominal gap, h0, with an

error of 10 µm which is more precise than the stack of achievable manufacturing tolerances of

all elements influencing the gap. The nominal gap h0 is equal to 50 µm. The sensor noise level

was estimated using Equation (3.56) while designing the nominal gap h0. The sensing gap

h′
0 = h0+∆h0 was assumed in order to estimate the highest possible noise level, which is equal

to 0.164 nm. When assembling the sensor and the metrology brackets into the stage, it may oc-

cur that the clearance between the brackets is much larger than the size of the sensor assembly

which would result in a reduced contact interface between the metrology frame components.

Applying a layer of glue would improve the contact interface between the sensor assembly and

the holding metrology brackets, however this brings up a potential problem with disassem-

bling of the metrology frame due to the glue layer present between the parts and no virtual

access to this interface. Therefore, an additional M2 threaded hole in the centre of each of the

metrology brackets is provided and can be used to twist M2 bolts into the metrology bracket

and hence push on the sensor assembly while pulling the metrology brackets away from the

sensor, so the glue layer can be broken and the parts separate. The metrology frame is rigidly
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(a) Capacitive sensor probe and target electrode.
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(b) Capacitive probe assembly - sectional view.

Figure 3.26: Capacitive sensor.

connected to the structural force frame. The static forces transmitted from the piezoelectric

actuator into the force frame are small (5 N). These forces cause negligible deformation of the
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Figure 3.27: Metrology frame.

force frame and do not influence the metrology frame. In addition, the static frame deforma-

tion may be corrected by a static stage calibration. The piezoelectric actuator must additionally

provide forces necessary to achieve certain acceleration profiles of the stage. These forces are

frequency dependent and can not be calibrated out from the measurement. The maximum dy-

namic force, Fdmax, (5.2 N) exerted on the structural frame results in a reaction moment of the

structural frame which is transferred onto metrology frame brackets. The deformation of the

brackets due to their bending was analytically approximated and is negligible. Lastly, a stiff

connection between the metrology frame and the structural frame of the stage provides a high

stiffness against squeeze film damping forces, described later.

3.5.2.3 Sensor electronics

The demodulation circuit for the capacitive sensor used in the setup is shown in Figure 3.28

and is formed by the commercial modules from Sens Tech [1]. The following passage describes

the demodulation principle and its realisation in the positioning system described in this re-

search.

The capacitive sensing demodulation circuit is based on a transformer bridge capacitive

readout circuit, shown in Figure 3.28(a). It comprises a variable capacitance, Cv, formed by

the sensor probe and the target electrode, and the reference capacitor, Cre f , of a capacitance

value closely matched to the nominal capacitance, Cv. The reference capacitor, Cre f , is realised

by a fine adjusted ultra precision variable capacitor with a 0.02 pF resolution. An AC voltage,

generated by the internal oscillator, is fed to the capacitors Cv and Cre f via a transformer, so

that the voltage across Cv is 180◦ out of phase with respect to the voltage across Cre f . The
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Figure 3.28: Capacitive sensor demodulation electronics.

voltage outputs at Cv and Cre f are tied together at a T-BNC split and transferred to a pre-

amplifier. If the capacitances Cv and Cre f are equal, their output voltage amplitudes are equal

and the output of the bridge is null, which means that the reference capacitor, Cv, balances the

bridge. If Cv varies, the phase of the sinusoidal voltage across Cv varies accordingly, hence the

tied bridge output signal changes its peak to peak amplitude, as the voltages across Cv and

Cre f are summed. The measure of the variable capacitance change is reflected by a change

in the amplitude of the bridge output signal. This signal is further amplified and passed to

the synchronous detector, depicted schematically in Figure 3.28(b). The amplitude modulated

signal from the bridge output and the pre-amplifier is multiplied by a square wave reference

signal, with -1 and 1 peak values, which is derived from the same oscillator as the sine wave.

The multiplier output is a rectified sine wave which, after low pass filtering, is transformed

into a DC sensor output [1]. The digital phase shifter module, see Figure 3.28(b), can be used



64

to adjust the reference signal phase, so that the maximum DC component output is obtained

[1]. The largest DC output is achieved when the amplitude modulated voltage signal is 0◦ or

180◦ with respect to the reference signal. When these signals are 90◦ or 270◦ out of phase the

ideal output is zero [1]. There are several important remarks on how the capacitance measure-

ment setup was implemented in practice. As one can see in Figure 3.28(a), there is a number

of elements, that need to be connected to the electrical ground. Since the transformer primary

winding is internally connected to the transformer central ground, all the ground connections

were connected to the transformer central ground instead of at the capacitance meter central

ground. In this way, the grounding loops are eliminated. Moreover, the complete stage as-

sembly was connected to the central transformer ground, which improved the signal to noise

ratio of the sensor. In addition, the coaxial cable pairs: ‘coax 1’, ‘coax 2’ and ‘coax4’, ‘coax5’,

see Figure 3.28(a), were chosen as short as possible and of equal lengths. The capacitance

measurement system was successfully implemented into the positioning stage. The noise floor

of the sensor was measured and corresponds to the 0.7 nm error. The picture of demodulation

setup connected to the stage is shown in Figure 3.29.

Figure 3.29: Capacitive sensor demodulation electronics setup.

3.5.3 Squeeze film damping

There is a damping force acting on the movable, closely spaced electrodes of the sensor, caused

by a squeeze film damping effect. The damping forces deform the sensor electrodes and in-

troduce a measurement error. The following Section describes the squeeze film air damping

phenomenon and its importance in context of the capacitive sensor used. Squeeze film air
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damping effect can be explained on an example of a pair of identical rectangular parallel plates

of dimensions a and b. The plates are overlapping each other and are separated by a thin air

layer of thickness, h. The plates are moving relative to each other along the direction perpen-

dicular to their faces, so that the air gap, h varies harmonically about the nominal value, h0,

with an amplitude, δh, and radial frequency, ω. As the plates approach each other, the gap is

decreased and the damping pressure builds between them [68]. This pressure has two compo-

nents of different physical origins. The first pressure component, pdv
, causes the viscous flow

of medium, when the air is squeezed out of the plate area [68]. The second pressure compo-

nent, pde
, causes the compression of the air trapped in between the plates [68]. The pressure

yields the resistance force, which opposes the plates movement. The local pressure p(x, y, t)

within the gap between two plates is characterized by Reynold’s equation by [69]

∇
(

h3

12µ
p

1
η∇p

)

=
∂

∂t

(

hp
1
η

)

, (3.57)

where µ is the fluid viscosity. In case of two thermally conductive plates, an isothermal pro-

cess is assumed and η in Equation (3.57) is 1. For a small perturbation, δp, of local (atmo-

spheric) pressure, Pa, (p = Pa +δp) and a small perturbation, δh, of the nominal gap spacing,

(h = h0+δh), Equation (3.57) can be linearised into [69]

∇2−α2
∂
(

δp

Pa

)

∂t
=α2ρ

∂
(

δh
h0

)

∂t
, (3.58)

where

α2 =
12µ

ηh2
0Pa

, (3.59)

and α is a constant. Solving Equation (3.58) yields the pressure profile. Integrating this result

over the plate area gives the damping force, Fd which, analogous to the pressure causing it,

comprises a viscous, Fdv
, and an elastic, Fde

, force component

Fd = Fdv
+Fde

. (3.60)

Darling [69] describes a solution to Equation (3.58) for rectangular rigid plates, having the

aspect ratio β= a/b, harmonically oscillating about a nominal air gap, h0, with an amplitude,

δh, and radial frequency, ω. The method described there utilizes Green’s function approach

and treats different venting conditions along the rectangle edges. For the case of four edges

vented, the acoustic pressure, p, is assumed to vanish (p = 0). The resulting viscous and elastic

force components are [69]

Fd4v
(t)= Re

[

∑

m,n=odd

64

π4m2n2

− jση

jσ+m2π2 +β2n2π2

δh

h0
abPae jωt

]

, (3.61)

Fd4e
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, (3.62)
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where kmn are the eigenvalues of the two-dimensional scalar Helmholtz equation [69]

k2
mn =

m2π2

a2
+

n2π2

b2
, (3.63)

and σ is the squeeze number [69]

σ=
12µa2ω

ηh2
0Pa

. (3.64)

In the case of two opposite closed edges along the length b, the boundary condition of ∂p

∂t
= 0

leads to the solution of one dimensional problem, where pressure varies only along one direc-

tion parallel to edge b. Resulting expressions for damping forces, Fdv
(t) and Fde

(t), are [69]

F2dv
(t)= Re
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Fd2e
(t)= Im





∑

n=odd

8

π2n2

− jωηδh
h0

jω+ k2
n

α2

e jωt



 , (3.66)

where

kn =
n2π2

b2
. (3.67)

The squeeze film air damping forces can be seen as additional damping and stiffness contribu-

tions in the the dynamic system. The stiffness introduced by the squeeze film air damping is

expressed by [68]

kd =
Fde

δh
. (3.68)

The damping factor introduced by the squeeze film air damping phenomenon is defined as

follows [68]

cd =
Fdvisc

δhω
. (3.69)

It has been shown, that these additional stiffness and damping components may significantly

change the system dynamic behavior [68]. Squeeze film air damping is very often characterized

by means of the dimensionless squeeze number, σ, described in Equation (3.64). The squeeze

number of the plate determines the character of the damping forces. The so called critical

squeeze number, σcr is the value of the squeeze number when the damping viscous force, Fdv

and Fde
, are equal. For squeeze numbers much lower than σcr, the squeeze film air damping

is predominantly caused by viscous force, whereas for squeeze numbers much higher than σcr

the squeeze film air damping is caused by elastic forces [68]. Figure 3.30 shows the variation

of the damping forces normalized with respect to the plate area and atmospheric pressure, as

a function of squeeze number for different venting conditions. The phenomenon of squeeze

film air damping was investigated when designing the capacitive sensor. Since the nominal
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Figure 3.30: Normalized damping forces for different venting conditions versus the squeeze

number.

gap between the electrodes, h0, is approximately 55 µm and the position signals measured by

the capacitor are at frequencies up to 2 kHz, the damping forces arise between the electrode

plates and cause their elastic deformation, which in turn introduces a measurement error of

the capacitive gage. The longer edges of electrodes are vented. However the shorter edges are

blocked by the faces of the movable stage frame. This is the motivation to calculate the damp-

ing forces for both four vented edges and two vented edges conditions. The investigated plate

is 14.8 mm by 6.6 mm, the amplitude of oscillation is 5 µm and the oscillation radial frequency

is 1.2566 ·104 rad/s. The nominal gap between plates, including the adjustment tolerance, is

assumed between 50 µm and 60 µm due to a relatively large uncertainty in the sensing gap

adjustment. Plates are made of copper and hence are assumed thermally conductive, which

approximates the solution of air pressure to an isothermal condition and consequently, η is 1.

The models used are developed for the two plated of the same dimensions. In this research,

the probe electrode assembly is of considerably larger cross section (17 mm and 11 mm) than

the target electrode. It is difficult to model the scenario of different plate areas, hence the

calculations which follow include two idealized cases. First one assumes two plates of target

electrode. The second assumes the plates to be the size of the probe electrode assembly. It is

therefore assumed that the relevant model lies within the bounds specified by these two sce-

narios. Using Equation (3.64), the squeeze number of the system was calculated and is equal

to 0.1132. Table 3.4 list the results of the squeeze film damping analysis. The table shows

calculations for two and four vented edges boundary conditions. Each result is given in an

interval spanned by the cases of different areas of plates assumed. It follows from the results

that the calculated values are much larger for the 2 vented edges case with large plates area

assumed. The thin squeeze film damping was also modelled and solved in FEM software. The

simulated total damping force values, damping and stiffness coefficients for two different vent-

ing conditions agreed within 2% with the analitical solution presented earlier in this section.

Figures 3.31(a) and 3.31(b) present the pressure distribution obtained via the finite element
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Table 3.4: Summary of the squeeze film damping.

Characteristic Unit 2 edges vented 4 edges vented

Dimensional damping constant [Ns/m] 0.63 - 3.2 0.45 - 1.9

Dimensional stiffness [N/m] 290 - 387 103 - 162

Maximal damping force [N] 0.0297 - 0.1486 0.0214 - 0.0903

Maximal elastic force [N] 0.0009 - 0.0121 0.0005 - 0.0050

Maximal dimensional force [N] 0.0306 - 0.1607 0 0.022 - 0.0953

Maximal sensor deformation [nm] 0.05 - 0.4 0.07 - 0.2

simulation. The model assumes a rigid connection between sensor mounting brackets and the

(a) Four edges vented (dark blue = maximal pressure,

red = zero pressure).

(b) Two edges vented (dark blue = maximal pressure,

red = zero pressure).

Figure 3.31: Pressure distribution for different boundary conditions.

stage. The deformation resulting from damping forces consists of electrode bending and the

sensor mount brackets torsion. The stiffness of the metrology system against a squeeze damp-

ing force, Kmetrology, can be expressed as the ratio of maximum electrode deformation and the

squeeze damping force. It was assumed that the effective displacement of the electrode is equal

to the half of the maximal deformation of the electrode plate. The calculated stiffness is thus

twice the value calculated with FEM, which is 4.26 ·108 N/m. This stiffness value indicates po-

tential deformation of the sensor due to a certain damping force. The maximum deformation

of the sensor due to the damping force corresponds to the model of 2 vented edges with the

large plate areas assumed and is 0.4 nm. It is important that the damping frequency forces

are frequency dependent, which eliminates the possibility of calibrating their effects on the

measurement system. Moreover, the objectives of low capacitive sensor noise and low level of

squeeze damping force are conflicting. The sensor dimensions and offset gap were designed for

an optimized value of acceptable damping force and noise level. The MATLAB optimization

toolbox was used to find an optimized design.

3.5.4 Sensor calibration

The capacitive sensor gives a voltage output depending on the target displacement. This volt-

age is difficult to be transformed into the actual displacement because the limited knowledge
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(a) Isometric view (dark blue = 0 nm, red = 0.03 nm). (b) Bottom view (dark blue = 0 nm, red = 0.03 nm).

Figure 3.32: Metrology structure stiffness FEM simulation.

of the capacitive probe parameters and the demodulation circuit gains. This was the motiva-

tion to calibrate the sensor by an external reference instrument. This has been performed by

a laser interferometer, capable of measuring displacements with the resolution better than 0.2

nm and the uncertainty below 1 nm for this setup. The experimental setup is shown in Figure

3.33. A thin silicon reflective wafer was glued to the stage bottom face ‘d‘ as visible in Figure

3.33. This was necessary to obtain a high quality laser beam coming back to the interferom-

eter. An open loop sawtooth signal of 0.1 Hz frequency was generated and sent via dSPACE

to the piezoelectric amplifier and the laser interferometer was measuring the resulting stage

displacement. The readings of the capacitive sensor and the laser interferometer are plotted

versus each other in Figure 3.34. It shows an approximately 5 µm motion amplitude. The an-

ticipated sensor output non-linearity is visible. A second order polynomial fit was determined

to express the stage displacement, δz, in nm as the function of sensor voltage, Vc, in V. The

polynomial with the truncated offset term (1776.5) is

δz = 27.3Vc
2 +1433Vc. (3.70)

The polynomial fit is also plotted in Figure 3.34. The non-linearity of the second order polyno-

mial fit is 0.83%. Additionally, the voltage signal sent to the actuator is plotted in Figure 3.35.

A linear fit was developed and is shown in the figure. The hysteresis and non-linearity present

in the actuator is clearly seen in the figure. This phenomenon has been reported and studied

extensively in literature [70]. They can be reduced for instance by the closed loop feedback

operation or application of a charge amplifier rather than a voltage amplifier. The consider-

able hysteresis and non-linearity can be mitigated by applying an integrator in the feedback

controller, described later.
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Figure 3.33: Calibration setup.
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Figure 3.34: Capacitive sensor voltage versus interferometer measured displacement.
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Figure 3.35: Applied voltage versus interferometer measured stage displacement.



Chapter 4

System identification and feedback

controller design

The scanner dynamics needs to be identified to validate the design steps and provide the trans-

fer functions for the feedback controller design. The scanner frequency response to the piezo-

electric actuator input was experimentally measured using two different techniques. First, a

laser vibrometer was used. Second, the scanner capacitive position feedback sensor was used.

4.1 Laser vibrometer experiment

A laser vibrometer was used to identify the stage frequency response at different points of

stage face ‘d’, which yielded an information on the excited mode shapes. The reflectivity of

the stage face was high enough to obtain a necessary intensity of the reflected signal, thus

no additional reflective surface was used. This presents a significant advantage against an

accelerometer based measurement, which introduces an additional mass to the identified sys-

tem. The laser vibrometer experimental setup is shown in Figure 4.1. The scanner was rigidly

attached to the T-table as shown in Figure 4.1(a). The piezoelectric actuator was stimulated

by the white noise signal, provided by the SIGLAB generator, see Figure 4.1(b), and amplified

by the voltage amplifier. The vibrometer laser beam was focused on the different locations

of the stage bottom face ‘d’, see Figure 4.1(a), and both the stage displacement and velocity

were measured. The experiment was performed for 9 points symmetrically distributed on the

stage face ‘d’. The locations of these points are described in Table 4.1. Using the nomenclature

listed in Table 4.1, the measurement point shown in Figure 4.1(a) has an index 8 (bottom cen-

tre). The measurement input noise signals and displacement/velocity output signals were fed

back to the SIGLAB box, see Figure 4.1(b). Based on the input output relation, the frequency

responses were generated by the VNA MATLAB toolbox. The measurement data was sam-

pled at 25.6 kHz, which limited the measurement frequency range to 10 kHz obey the Nyquist

sampling criterion. Additionally, the SIGLAB excitation signal and the acquired signal were

linked to each other, which synchronised the input and output channels. This means the signal

generation and acquisition start and terminate at the same time instant. The input and out-

put coherence was checked to determine the minimal excitation voltage level required for the

72
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(a) Laser beam focused at the stage bottom face. (b) Laser vibrometer.

(c) ’Siglab’ signal generator and vibrometer signal

acquisition box.

(d) Experimental setup.

Figure 4.1: Frequency response experiment using the laser vibrometer and ’Siglab’ signal gen-

erator.

experiment. Special care was taken to excite the piezoelectric actuator on the lowest possible

voltage level, which was a safety measure to avoid mechanical damage of the stage when excit-

Table 4.1: Laser vibrometer measurement points.

Point number Location

1 top left

2 top centre

3 top right

4 centre left

5 stage centre

6 centre right

7 bottom left

8 bottom centre

9 bottom right
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ing its natural frequencies. The SIGLAB generator was not providing a sufficiently good signal

below 1 V level output, thus the amplifier gain was decreased from 15 to approximately 3. The

measurements were taken over the frequency range from 1 Hz to 10 kHz and the results were

averaged 200 times. The measurements were taken for both the stage assembly with the pro-

tective cover on and off. The frequency resolution of the measurement was 3.125 Hz. Figures

4.2 and 4.3 show the Bode plot of the transfer functions obtained at all 9 measurement points

for the displacement and velocity output, respectively. The protective cover was assembled on

the stage. The plots in Figures 4.2 and 4.3 are placed so that their relative positions in the

figure correspond to the measurement points on the stage face ‘d’. This means that, for in-

stance, the central Bode plot in the figures corresponds to the measurement taken at the stage

central point (5). The velocity output is related to the displacement output by the differentia-
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Figure 4.2: Displacement output plots with the cover attached. Black plot - amplitude plot.

Grey plot - phase plot.

tion. This is visible in Figure 4.3, by an extra -10 dB/decade contribution in the amplitude plot

and an extra 90◦ contribution in the phase plot relatively to Figure 4.2. The first natural fre-
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Figure 4.3: Velocity output plots with the cover attached. Black plot - amplitude plot. Grey

plot - phase plot.

quency is at approximately 5.15 kHz. All 9 points show the 5.15 kHz frequency peak and this

is indicating the stage rigid body mode accomplished by the leaf springs bending deformation.

This eigenshape corresponds to the first eigenmode modelled in Section 3.4.9. The measured

natural frequency matches the frequency predicted by Equation (3.53) (5.13 kHz) within 0.5%.

This implies that the additional electromechanical stiffness of the piezoactuator is negligible

for the present driving conditions. Additionally, the decrease in the actuator stiffness can be

explained by the low voltage applied to the piezo and a reduced amplifier gain (10% of the

nominal value). The second resonance peak is visible at approximately 8 kHz. It is observ-

able at all measurement points except for these placed at the vertical line passing through the

stage centre (points 2, 5 and 8). This motion is unobservable at these points. Additionally, a

closely spaced pole zero pair at 8 kHz is indicating an out of plane, rocking motion. These two

arguments imply that the mode shape excited at this frequency is the second mode described

in Section 3.4.9, which is the stage rocking motion about the y-axis. The measured resonance
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frequency is higher than the one predicted in Section 3.4.9 for the stage cover off (7.85 kHz).

However, the modal analysis with the cover on predicted this mode shape at frequencies higher

than 10 kHz. There is also a small resonant peak at 9.675 Hz. This is the third mode calculated

by the FEM analysis for the cover off. The predicted mode shape was a stage rotation about

the x-axis together with the torsional flexures vibrations. The measured frequency of the peak

is much higher than predicted by the FEM model (8 kHz). However, the FEM model did not

include the stiffening effect of the actuator for such motion, which could significantly increase

the resonance frequency, similary to the increase of the first resonance frequency.
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Figure 4.4: Displacement output plots without cover attached. Black plot - amplitude plot.

Grey plot - phase plot.

Figure 4.4 shows the Bode plots of transfer functions obtained from the displacement out-

put with stage cover off for all 9 measurement points. The resonances have mode shapes simi-

lar to the previous case. The first resonance frequency occurs at 5 kHz. The second resonance

peak is at 7.7 kHz and matches the predicted frequency (8.85 kHz) within 2%. The third mode

occures at 9.678 Hz, which is very close to the case of cover attached. Additionally, Figure 4.5
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Figure 4.5: Comparison of amplitude plots for the cover attached and no cover case. Grey plot

- cover attached. Red plot - no cover.

presents a comparison between the measurement results taken with the cover on and off for

three different measurement points. The resonant frequencies are higher for the case with the

protective cover attached. Table 4.2 shows the comparison of the two experiments.

Table 4.2: Comparison of natural frequencies with the protective cover on and off.

Resonance Cover on [kHz] Cover off [kHz] FEM no cover [kHz]

1 5.18 5 5.13-6.8

2 8.1 7.7 7.85

3 9.675 9.678 8

It is clear the cover has a stiffening effect for the second resonance, where there was 5%

resonance frequency increase. Similar for the first resonance where the frequency increased

by 3.5%. However, there is no natural frequency increase for the third resonance visible in

the frequency responce. The eigenmodes predicted by the FEM analysis showed the change

in the resonant mode shapes, however the freqeuncy response experiment did not show this.

In conclusion, the protective cover has a stiffening effect on the stage. Nevertherless, it is not

so pronounced as modelled by FEM simulations, which were an idealised representation of

sliding fit between the stage and the cover.

Figure 4.6 shows the measurements taken at three different points (point 2, point 4, and

point 5), with the cover on, to compare another two cases. First, the four M4 bolts attaching

the stage assembly to the T-table mechanical interface block (see Figure 4.1(a)) were bolted

tight. The other experiment was performed with the M4 screws loose. The results showed

that with the loose screws some of the small peaks in the area of the 5 kHz main resonant

peak disappeared. This indicates, that these peaks are most probably related to the vibration

of the mechanical interface between the stage and the T-table. The vibration of the cover

and the block were also measured, however, no clear response could be registered due to the

low excitation signal, which was not to excite these bulky structures sufficiently high for the
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vibrometer sensitivity. The important conclusion from the laser vibrometer experiment is that
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Figure 4.6: Influence of M4 bolts tightening. Plotted: point 2 tight, point 4 tight, point 5 tight,

point 2 loose, point 4 loose, point 5 loose. Black plot - amplitude plot. Grey plot - phase plot.

the protective cover does not vibrate and can be used in the scanner operation. The following

discussion treats the measurement data based on experiments with the cover on. The Bode plot

of the stage centre point (point 5) represents a typical mass, spring, damper system transfer

function. Based on the transfer functions obtained from the displacement measurement at this

point, the dynamics of the scanner was identified. The damping ratio, ξ, was calculated as

ξ=
MDC

2 ·10Gres/20
, (4.1)

where MDC is the DC gain of the transfer function and Mres is the resonant peak value of the

Bode magnitude plot. The calculated value is 0.014. Since the dynamic mass of the stage is

well known, one can estimate the stiffness of the stage following from the experiment as

km = md ynωLV
2, (4.2)

where ωLV is the measured natural frequency in rad/s and md yn is the total stage dynamic

mass in its first resonant mode (6.6 g). The calculated value of stiffness is 6.57 N/µm and

corresponds to 53% of the expected stiffness (12.5 N/µm). From the above, the damping con-

stant, cd, was determined and is 5.5 Ns/m. This value is larger than the maximal squeeze

film damping constant predicted in Section 3.5.3 which was 3.2 Ns/m and corresponds to 55%

of the measured value. The predicted and mesured damping values are in the same order of

magnitude. Additionally, are other sources of damping visible in the measurement, of which
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the most significant is probably the interface between the glued piezo stacks. Using the values

of md yn, km and ξ the transfer function of the mass, spring, damper system approximation

was determined and is compared with the measurement data in Figure 4.7. The model suits

well the measurement data. There is also a measurement system time delay visible in the

phase plot, however it is not important for this experiment. The analysis of the stage dynam-
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Figure 4.7: Approximation of the frequency response data by a mass, spring, damper system

without phase delay.

ics with the laser vibrometer allowed identifying the main eigenmodes visible in the frequency

response. The results provided a valuable knowledge on the designed system, because some of

the measured resonances are not observable by the capacitive feedback sensor. The measure-

ments showed, that the structural FEM analysis of the microscope were precise within 2% for

the second resonance mode, which is not affected by the piezo stiffness and its considerable

uncertainty. Moreover, it confirmed the correct design for a high second resonance mode of

the structure. Lastly, the results confirmed to certain extend the stiffening properties of the

sliding fit protective cover.

4.2 Multisine and sine sweep feed

Another frequency response experiment was performed by using the capacitive position feed-

back sensor as the stage response measurement. Two different signals were generated by

the dSPACE system and sent to the stage via the voltage amplifier, a multisine signal and

a sine sweep signal. The capacitive sensor output was read in the dSPACE system and the

input/output data sets yielded the transfer functions. First, the multisine signal experiment
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is discussed. A MATLAB custom toolbox [71] was used in this analysis. The multisine signal

containing frequencies from 200 Hz to 16 kHz of 250 mV peak to peak value was sent to the

stage, with the amplifier gain setting of 15. It is shown in Figure 4.8(a) and the transition be-

tween the minimum (200 Hz) and maximum (16 kHz) frequencies is visible. The output signal

read by the capacitive sensor is presented in Figure 4.8(c), and the amplification of the output

sweep changing in time is clearly visible. The measurement was ran for 1000 signal periods

which, after averaging, improved the quality of the resulting transfer functions. The coherence

of the input and output signals is presented in Figures 4.8(b) and 4.8(d), respectively. The in-

put coherence is 1 over the whole measurement frequency range. The output spectrum drops

down at discrete frequencies of approximately 5 kHz, 9 kHz, 11 kHz and 14 kHz. This coher-

ence drop implies practically, that the output signal is not following the input signal at these

particular frequency points. These frequencies are potentially the system zeros. Additionally,
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Figure 4.8: Time signals and their coherence.

the frequency spectra of the input and output signals are presented in Figure 4.9. The in-

put spectrum is homogeneous throughout the measurement range, while the output frequency

spectrum shows a peak value at approximately 6 kHz, which is the measured resonance fre-

quency of the system. It is visible in the Bode plot of the transfer function obtained, shown

in Figure 4.10. Another experiment was performed by sweeping a sine voltage between 200

Hz and 16 kHz of 250 mV peak to peak amplitude and reading the capacitive system position



81

−2 0 2

x 10
4

0

50

100

Frequency [Hz]

A
m

p
li

tu
d

e
 [

−
]

(a) Amplitude of input frequency spec-

trum.

−2 0 2

x 10
4

0

500

1000

1500

Frequency [Hz]

A
m

p
li

tu
d

e
 [

−
]

(b) Amplitude of output frequency spec-

trum.

−2 0 2

x 10
4

−4

−2

0

2

4

Frequency [Hz]

P
h

a
se

 [
ra

d
/s

]

(c) Phase of input frequency spectrum.

−2 0 2

x 10
4

−4

−2

0

2

4

Frequency [Hz]

P
h

a
se

 [
ra

d
/s

]

(d) Phase of output frequency spectrum.

Figure 4.9: Input and output frequency spectra.

feedback. The data was sampled at 100 kHz frequency. This method relies on the system ex-

citation by the sine wave of the specified discrete frequency, which increases after a specified

number of periods. The MATLAB code used [72] for signal generation adjusts the swept fre-

quencies to ensure an integer number of sine waves taken, which improves the measurement

accuracy [72]. The resulting transfer function is a set of averaged input output relations for

each measured frequency. This type of excitation requires a considerable amount of time to run

the experiment. The frequencies at which the response was measured were given in a vector

of frequencies increasing logarithmically to limit the experiment time. The resulting transfer

function is shown in Figure 4.10. Clearly, the results obtained by the sine sweep and the mul-

tisine input are close to each other. However, the sine sweep transfer function was based on

more frequency data points and is considered to be slightly more accurate. Thus, the transfer

function obtained via a sine sweep was chosen for the further discussion and modelling. Simi-

lar as before, the Bode plot from the sine sweep experiment was used to estimate the dynamic

system parameters. The resonance frequency of the stage is 6.17 kHz, which is 1 kHz higher

than the one obtained via laser vibrometer experiment. The stage stiffness based on this value,

evaluated with Equation (4.2), is 9.9 N/µm. The estimated damping ratio, ξ, calculated using

Equation (4.1) is 0.0128. The evaluated parameters lead to a mass, spring, damper system

approximation shown in Figure 4.11. The figure compares this model with the measured re-

sponse data and with the previously developed approximation based on the laser vibrometer
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Figure 4.10: Bode plots obtained from the sine sweep and multisine inputs.

experiment. The difference between the first resonance frequencies must be caused by the vari-

ation of the actuator stiffness, since the stage mass was unchanged and is easily predictable.

On the contrary, the actuator stiffness is depending on the driving conditions and the voltage

levels as described in Sections 3.4.6 and 3.4.7. During the laser vibrometer experiment, the

piezoelectric actuator was driven by a constant, low amplitude white noise signal. As explained

above, there is most probably no additional electromechanical stiffness present for such driv-

ing condition. The dynamic stimulation signals, used in the identification by capacitive sensor,

were harmonically exciting the piezoelectric actuator and there was a variable voltage built in

it, even though the piezoelectric actuator has closed leads. Also the amplifier gain was higher

for the latter experiment, which might influence the electromechanical piezo stiffness. From

Figure 4.11 follows that the transfer function obtained via the sine sweep differs from the one

fit to the one based on the laser vibrometer experiment. The magnitude plot is slightly more

concave in the vicinity of the main resonant peak. Moreover, the system presents a significant

time delay, approximated as

θ =
ω90 −ωm

ωm

, (4.3)

where ω90 is the anticipated frequency of the mass-spring system at -90◦ phase crossing with-

out a time delay and ωm is the measured frequency at -90◦ phase. The estimated time delay, θ,
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is 66 µs and was included in the model by the first order Padé approximation [73]

e−θs =
−θ
2 s+1
θ
2 s+1

. (4.4)

The derived models neglecting and including time delay approximation are shown in Figure
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Figure 4.11: Comparison of laser vibrometer results with sine sweep results and their analyt-

ical approximations.

4.11. The phase plot of the developed model including time delay reasonably represents the

measurement data. Nevertheless, the slight difference in the amplitude of the identified sys-

tem was the motivation for using more complex models.

4.3 Model fit using MATLAB system identification toolbox

The MATLAB system identification toolbox was used to determine the system dynamic model.

The ARX(p,z,td) function was used and it calculated different transfer functions, depending on

the requested model order, which included the specified number of poles (p), zeros (z) and time

delays (td). The models reasonably matching the measurement data were of significantly high

orders. The retrieved models’ Bode plots are summarized in Figures 4.12 and 4.13. The ARX

fits presented in Figure 4.12 were obtained from the complete sets of measurement frequency
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Figure 4.12: Comparison of different ARX model fits based on entire frequency data.

data, 200 Hz to 16 kHz. Models shown in Figure 4.13 are based on the truncated frequency

range, 500 Hz - 10 kHz, to enhance the model at the resonant peak region. However, the

truncated data models did not comprehensively represent the higher frequency roll-off regions.

The ARX[10,10,3] model was found as the most suitable for the system transfer function and

is plotted in Figure 4.14 together with the measurement based transfer function. The discrete

transfer function of the model is

G =
−0.01z9 +0.1z8 −0.4z7 +0.9z6 −1.4z5 +1.4z4 −1z3 +0.5z2 −0.13z+0.02

z12 −7.8z11 +28z10 −63z9 +96z8 −104z7 +81z6 −44z5 +17z4 −4z3 +0.4z2
, (4.5)

at 100 kHz sampling. This model was used to design and tune the feedback controller for

the scanner closed loop operation described in the next section. To summarize, it has been

shown that the capacitive sensor does not observe the second and third resonances visible in

the laser vibrometer experiment. The unobservability and uncontrollability of these modes

may not necessarily be an issue for the controller stability, however, when approaching the

higher resonance regions in may degradate the AFM measurement performance if the modes

excite the stage. Yet, for the bandwidth of 2 kHz the higher resonances of the system should

not impose limitations. The scanner dynamics based on the capacitive sensor position feedback

is slightly different from the anticipated mass, spring, damper system characteristic. Thus, a

more accurate model was developed for system modelling in the context of a feedback controller

design.
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Figure 4.13: Comparison of different ARX model fits based on limited frequency data.
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Figure 4.14: Bode plots of the measured transfer function and the ARX model chosen.
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4.4 Feedback controller design

The following section describes the design of a feedback controller for the closed loop stage

operation. First, the modelling of the controller is presented. Second, the controller imple-

mentation and tuning in the positioning stage are discussed. The investigated system has a

limited low frequency gain due to the dominant high stiffness at the low frequencies. Applying

the integrator minimizes the steady state error and increases the loop gain at lower frequen-

cies for enhanced disturbance rejection. The designed controller is a proportional-integral (PI)

controller

PI(s)= K
s/ωi +1

s/ωi

, (4.6)

with K equal to 1 and ωi equal to 1257 rad/s. The corner frequency of the PI controller was

tuned to place it as far as possible to the right, so the higher gain at low frequency is achieved

without interfering with the gain in the cross over region. In addition, a notch filter was

designed to attenuate the system main resonant peak. The obtained notch filter has the con-

tinuous form of

N(s)=
ωn

2s−2 +2β1ωn
−1+1

ωn
2s−2 +2β2ωn

−1+1
, (4.7)

where β1 is 0.1 and β2 is 20. The ω value was adjusted so the notch filter had a notch centre

at 6.1 kHz after the zero order hold discretization. The digital controller obtained via the zero

order hold transformation is

Cd(z)=
0.7z3 −1.897z2 +1.811z−0.6016

z3 −1.939z2 +1.019z−0.07979
, (4.8)

and is sampled at 100 kHz. Additionally, the digital controller Bode plot is shown in Figure

4.15. Figure 4.16 presents the open loop gain Bode plot used for the frequency tuning. The

gain margin of 4 dB, phase margin of 48◦ and the closed loop bandwidth of 2.57 kHz follow

from the figure. The proposed controller is quite aggressive, however by decreasing the gain,

stability margins can be easily improved. For instance, changing the gain for 0.9 results in

the gain margin of 5 dB, phase margin of 58◦ and the bandwidth of 2 kHz, which would still

meet the design requirements. The fine adjustment was, however, performed by on-line tuning.

Figure 4.17 shows the simulated closed loop Bode plot, which is the complimentary sensitivity

of the system. The achieved bandwidth of approximately 2.5 kHz can be read from the plot.

The complimentary sensitivity gives the measure of the scanner tracking performance, which

is the given displacement input. For the AFM scanner, the tracking performance is given by

the frequency modulated probe signal, maintained on the constant level. In addition to the

tracking performance, AFM scanner must present sufficient disturbance rejection capabilities.

In control engineering terms, the AFM topography measurement relies on rejecting the distur-

bance input originating from the topography inputs. In this research, such a disturbance is the

change in the A-probe resonance frequency, which must be reduced to zero. The measure of the

disturbance rejection is the sensitivity function, shown in Figure 4.18. Even though the design

requirements specify the desired tracking bandwidth as a requirement rather than the sensi-

tivity function bandwidth, these two values are closely related [74]. Finally, the step response

of the close loop system was evaluated and is shown in Figure 4.19. There is also the system
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Figure 4.15: Designed digital controller Bode plot.

open loop step response plotted in order to illustrate the feedback action in the response. It

is clear that the steady state error visible in the open loop response is minimized by the con-

troller integrator. Moreover, the stage is settling much faster on the given displacement level.

The designed digital controller was implemented via the SIMULINK/dSPACE interface. The

controller was loaded from the MATLAB workspace into the SIMULINK block. The actuator

output was limited via the termination block in SIMULINK, which is a safety measure against

instabilities while tuning. Controller described by Equation 4.8 was on-line tuned via stepwise

increasing of the proportional gain from 0.01 to 1. The closed loop responses to the 7 µm and

13 µm steps are shown in Figures 4.20 and 4.21, correspondingly. The plots show the input re-

sponses to a inputs together with the actuation signals. Experiments showed the non-linearity

of the piezoelectric actuator in the stage responses. The system gains were increasing for the

increasing step values, which yielded the limited controller gains for the larger displacement

ranges. This is originating from the system stiffness increasing with the larger actuator volt-

age applied. When increasing the controller gains for the larger amplitudes of motion, the

measured signal contained more of the 6 kHz ripple in the response than at the lower motion

amplitudes. The step response in Figure 4.21 proves that the stage can displace by the 10 µm

distance in a controllable fashion. Moreover, the actuator signal shows, that the step of 13 µm

with approximately 10% overshoot uses only 70% of the maximum input voltage, thus the actu-

ator saturation does not limit the stage performance. Additionally, the stage inverse response
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Figure 4.16: Open loop Bode plot.

is visible in the step responses. This means that the stage moves slightly in the opposite di-

rection at the very start of the step. Such behaviour is tipical for the overconstrained systems

and the generic non-phase minimum systems. A closed loop frequency response was evalu-

ated with the multisine signal [71], similar as the open loop system identification described in

Section 4.2. The multisine transfer functions obtained from the multisine peak to peak ampli-

tudes of 350 nm, 7 µm, and 10.1 µm are shown in Figures 4.22, 4.23, and 4.24, respectively.

It was observed, that the driving amplitude considerably affects the stage dynamics. For the

350 nm motion amplitude with the controller of gain 1, the frequency response did not show

any noticeable signal ripple. On the contrary, for the higher voltage amplitudes, there were

oscillations present in the bandwidth crossover region and the controller gain was decreased.

In other words, it is more difficult for feedback to control the motion of higher amplitudes. The

variation of the system’s stiffness with the motion amplitude implies the selection of the ro-

bust controller settings. The controller should have the gain, which is high enough to achieve

the desired bandwidth at lower amplitudes. Yet, it should have a sufficiently limited gain for

stability and vibration in the higher motion amplitudes. The value of 0.7 was chosen as the

reasonable compromise between these two objectives. The bandwidth at lower amplitudes is

still over the 2kHz level for this gain. As for the stability of the 10 µm peak to peak motion,

the phase margin was evaluated from the complimentary sensitivity as

PM = 2asin

(

1

2Mr

)

, (4.9)
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Figure 4.17: Closed loop Bode plot.
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Figure 4.18: Sensitivity function Bode plot.

where Mr is the maximal closed loop amplification (1.1458). The calculated phase margin is

51◦, which is an acceptable value.
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(b) Actuator signal.

Figure 4.20: Scanner’s response to a 7 µm step.
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(b) Actuator signal.

Figure 4.21: Scanner’s response to a 13 µm step.
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Figure 4.22: Closed loop frequency response for 350 nm peak to peak sine input.
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Figure 4.23: Closed loop frequency response for 7µm peak to peak sine input.
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Figure 4.24: Closed loop frequency response for 10.1 µm peak to peak sine input.
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4.5 Closed loop resolution

One of the system requirements was the resolution level below 0.1 nm. The dSPACE data

acquisition system used has 16 bits resolution on input and output channels used. In practice

it is difficult to make use of all 16 bits, and a 14 bits is assumed as the dSPACE system

capability. If the stage travel range is δmax, and the data acquisition has n bits, the achievable

resolution is

r =
δmax

2n
. (4.10)

This implies, that if the scanner travels 13 µm, the theoretically maximum attainable resolu-

tion is 0.7935 nm. However, this value can be improved. The minimum sampling frequency

is limited by the Nyquist criterion and should be at least NN yquist = 2.5 times higher than

the system bandwidth. Typical a higher minimum sampling frequency of Nmin=4.5 times the

bandwidth is assumed. If the data is sampled Nmax times faster than the required minimal

value, Nmin, one obtains more data points and these data can be averaged, so the final resolu-

tion is improved by
√

Nmax. In case of the 13µm stage travel at 2kHz bandwidth and sampled

at 100 kHz, the achievable resolution is 0.2509 nm which is 3.1623 times improved due to over-

sampling. Nevertheless to achieve a required resolution better than 0.1 nm, the stage travel

would need to be reduced to 5 µm. This is an idealized and theoretical case, which does not in-

clude the noise level additionally limiting the resolution. The noise and resolution achievable

by the stage in closed loop operation were determined experimentally. The measured square

wave signals of different stage motion amplitudes are shown in Figures 4.25 and 4.26. Figure

4.26 shows a 3.8 µm square wave motion at 1 Hz frequency. The motion amplitude was grad-
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Figure 4.25: 3µm square wave stage motion.

ually decreased to determine the minimal amplitude which is distinguishable from the noise

signal. This is illustrated by Figure 4.26. It is clear that the amplitudes of less than 25 nm

(blue line) are buried in noise. The blue line represents the critical scenario, where the noise

bands of the signal are not overlapping each other, hence the square wave can be recognized. A

six pole Butterworth low pass filter of 2.3 kHz cut-off was applied at the sensor output outside

the feedback loop to demonstrate the noise reduction of the sensor output. Figure 4.27 shows
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Figure 4.26: Square wave stage motion of different amplitudes.

three square wave signals of different amplitudes sent to the stage. The plots were offset from

each other for illustrative purposes. It is clear that the stage can make distinguishable steps

of 2.86 nm, which improved the resolution over 8 times. The noise level is equal 0.7 nm. The

filter will filter the higher frequency data, however it was intended to show the improvement

in the sensor signal quality. The noise can be also removed by the averaging. Averaging over

10 data points should reduce the noise level by the factor of 3.3.
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Figure 4.27: Square wave stage motion of different amplitudes with filtering applied.



Chapter 5

Measurement uncertainty calculation

5.1 Introduction

The concept of measurement uncertainty is related and originates from the incomplete knowl-

edge of the quantity measured. The concept has been developed into a standardized and trans-

ferable characteristic of the measurement, as is extensively covered by the internationally

recognized standards [75, 76]. There are different definitions of the measurement uncertainty,

for instance: "a parameter, associated with the result of a measurement, that characterizes the

dispersion of the values that could reasonably be attributed to the measurand" [76]. Uncer-

tainty formulated for a specific measurement may have many components. These components

can be evaluated, for instance, from the statistical distribution of the experimental data, as-

sumed probability distributions, level of experience etc. However they are typically defined

and based on the probability distribution [76]. It is important that the measurement uncer-

tainty also includes the uncertainties of correction factors, the uncertainties of the measure-

ment standards, and all the other factors limiting one’s knowledge on the measurand [76]. The

uncertainty analysis described in this work are based on the ‘Guide to the expression of uncer-

tainty in measurement’ (GUM) [77, 76] and largely encompass the measurement uncertainty

due to stage thermal expansion of the stage and the Abbé and cosine errors. These examples

illustrate the concept in more detailed view, whereas the remaining measurement uncertainty

components are treated less analytically. The formulation of the uncertainty and its final value

is expressed at 1σ with 68.3% confidence interval of the normal probability distribution.

5.2 Thermal expansion

The positioning scanner has the thermal expansion due to temperature variations, ∆T, of its

environment. The thermal expansion of an element having length, L, and a coefficient of

thermal expansion (CTE), α, which is subjected to the temperature change, ∆T, is expressed

as

∆LCTE =∆TαL. (5.1)

The scanner thermal expansion directly induces a measurement error. The thermal expan-

sion was investigated in this context. Since the stage is symmetric in the X-Y and Y-Z planes,
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the thermal expansion in these planes is negligible and the analysis cover only the thermal

expansion in the z-direction, which is the sensitive direction of motion. The scanner thermal

expansion in the z-direction has two origins. First, the probe displaces. Second, the sens-

ing gap of the capacitive gauge changes. The stage thermal expansion can be included in the

measurement data if the current temperature is measured and registered. If the stage de-

formation due to the registered temperature change, ∆T, can be predicted, the measurement

error introduced by thermal expansion can be compensated in the measurement output. The

thermal expansion deformation can be determined up to the level of its uncertainty. The AFM

scanner is designed to operate in a temperature controlled environment, which has a global

temperature control, ∆T, better than 0.05◦C. The temperature can be measured by a temper-

ature sensor with an uncertainty, uT, of 0.001 ◦C. The uncertainty, uECTE, of the thermal

expansion, ∆LCTE, described by Equation (5.1), is

uECTE =

√

(

∂ECTE

∂∆T
uT

)2

+
(

∂ECTE

∂Lz

uLz

)2

+
(

∂ECTE

∂α
uα

)2

, (5.2)

which after differentiation yields:

u(TαLz)=
√

(αLzuT)2 + (α∆TuLz)2+ (Lz∆Tuα)2. (5.3)

The thermal deformation of the probe is caused by a thermal deformation of the stage and

resulting displacement of face ‘d’ where the probe is mounted, thermal deformation of the

mounting spheres, and thermal deformation of the ceramic plate of the A-probe. The thermal

deformation of the stage is depicted in Figure 5.1. The vertical arrows indicate the segments of

the material subjected to the thermal deformation, which affects the probe displacement. The

signs of the arrows show in which direction the expansion occurs, assuming the temperature

in increasing. For simplicity, the positive displacement direction, z, is pointing downwards, as

shown in Figure 5.1 and the considered temperature change, ∆T, is an increase of the steady

state temperature. The top, face ‘a’ of the stage, is treated as a rigid base which is a thermal

datum. The segment L1, which is the distance between face ‘a’ and the bottom flexure, expands

downwards from the base in the positive z-direction by

∆L1 =α∆TL1, (5.4)

where α is the aluminium CTE and ∆T is the temperature change. This displacement causes a

downward translation of the movable frame stage by the same amount ∆L1, since the segment

L1 is rigidly attached to the movable stage frame via leaf springs. The thermal deformation of

the aluminium segment, L2, and piezoelectric actuator segment, L3 is

∆L2+∆L3 =∆T(αL2+αpztL3), (5.5)

where αpzt is the piezoelectric actuator CTE. Since, L1 > L2 +L3 and αpzt < α, it is assumed

|∆L1| > |∆L2+∆L3|. Consequently, the thermal expansion creates a gap between the bottom

face of the piezoelectric actuator segment and the movable stage frame, equal to ∆L1 − (∆L2 +
∆L3). The flexures are preloaded and they move upwards by the distance equal to the change
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in gap. This situation is valid assuming the preload displacement, discussed in Section 3.4.6,

is larger than the gap ∆L1 − (∆L2 +∆L3). Additionally, the aluminium segment, L4, expands

downwards from the piezoelectric actuator bottom face by

∆L4 =α∆TL4. (5.6)

Finally, one can describe the displacement of the stage bottom face ‘d’ as follows

∆L2+∆L3+∆L4 =∆T
[

α(L2+L4)+αpztL3
]

. (5.7)

The thermal expansion induced displacement of the AFM probe is additionally related to the

L1
L3

L2

L4

x

z

Figure 5.1: Thermal expansion of the flexural stage affecting the probe displacement.

thermal deformation of the mounting spheres forming the probe mount and the expansion of

the AFM probe ceramic plate. Thermal expansion of the spheres increases their radii which

changes the contact points between the spheres and the probe plate. In addition, the expanding

spheres move the ceramic plate downwards and because the spheres are of different sizes,

the probe plate inherits a rotational displacement affecting the probe position. The thermal

expansion increases the diameters of circular holes on which the positioning spheres rest. This

deformation may change the contact line between the mounting spheres and the circular cut-

outs edges. It is however depending on the pulling force of the glue and its thermal expansion.

Further, the thickness of the AFM probe plate increases due to thermal expansion, which

is moving the probe downwards. In addition, the rectangular cut-outs in the ceramic plate

expand, which is contributing to the change of contact points between the AFM probe plate and

the mounting spheres. The maximum net probe displacement due to the mounting elements

thermal expansion was evaluated and is approximately 1.5 nm. The error of this value was

estimated as less than 0.15 nm. As explained above, the thermal expansion of the probe mount

elements is quite complex. At the same time, its influence on the probe displacement is much
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smaller than the thermal deformation of the other segments of the scanner. Thus it is not

included in the net thermal expansion error nor in the formulation of its uncertainty. The

thermal expansion induced displacement of the AFM probe is then equal to the displacement

of the bottom stage face ‘d’ by

Eprobe =∆T
[

α(L2+L4)+αpztL3
]

, (5.8)

which can be rewritten in a simplified form:

Eprobe =∆T
[

α(Lp(al))+αpztL3
]

. (5.9)

The value of Eprobe due to a temperature change, ∆T (0.05◦C), was calculated using Equation

(5.8) and is equal to 68 nm. The uncertainty of Equation (5.8) can be expressed as:

uEprobe =

√

√

√

√

(

∂Eprobe

∂∆T
uT

)2

+
(

∂Eprobe

∂Lp(al)
uLp(al)

)2

+
(

∂Eprobe

∂L3
uL3

)2

+
(

∂Eprobe

∂α
uα

)2

+
(

∂Eprobe

∂αpzt

uαpzt

)2

, (5.10)

where uL3 and uLp(al) are length uncertainties of segments L3 and Lp(al), respectively and

uαpzt is the uncertainty of piezoelectric actuator thermal expansion coefficient. The evaluated

expression for Equation (5.10) has the expanded form

uEprobe =
√

(

αLp(al)uT
)2 +

(

αpztL3uT
)2 + (TL5uα)2+

(

TL3uαpzt

)2

+ (Tα)2
(

uL2
p(al)+uL2

3

)

. (5.11)

The calculated value of this uncertainty is equal to 0.73 nm. The summary of the main contri-

butions of uEprobe is presented in Table 5.1. This comparison indicates the two main contribut-

ing elements are
(

αLp(al)uT
)2

and (TL5uα)2. The displacement of the face ‘c’ of the movable

Table 5.1: Summary of uEprobe.

Component Variance [nm2] Standard deviation [nm]
(

αLp(al)uT
)2

0.42 0.65
(

αpztL3uT
)2

0.0013 0.036

(TL5uα)2 0.104 0.32
(

TL3uαpzt

)2
0.0324 0.018

(

TαuLp(al)
)2

0.034 0.059

(TαuL3)2 0.034 0.059

stage frame, depicted in Figure 5.2, can be expressed by

∆L2+∆L3+∆L5 =∆T(α(L2+L5)+αpztL3), (5.12)

where L5 is the length of the aluminium segment between face ‘b’ and ‘c’ of the stage movable

frame. From the face ‘b’ of the stage, the glass piece segment, L7, and copper segment L8

expand upwards by

∆L7+∆L8 =−∆T(αglL7+αcopL8). (5.13)
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Figure 5.2: Stage thermal expansion affecting the sensing gap length.

Hence, one can express the displacement of the target sensor electrode top face, which creates

the sensing gap

Egap(t) =∆L2+∆L3+∆L5+∆L7+∆L8, (5.14)

which can be written as

Egap(t) =∆T
[

α(L2+L5)+αpztL3 −αglL7−αcopL8
]

. (5.15)

This displacement occurs in the downward direction with the increasing temperature and the

evaluated displacement Egap(t) is 28 nm. Further, the displacement of the sensing electrode

face, which also affects the gap length is evaluated. The aluminium segment, L6, described

in Figures 5.2 and 5.3 is representing the segment of the stage frame starting from the base,

passing through the sensor mounting bracket and finally ending up at the aluminium sensor

assembly part. Even though there are three parts which create the length L6, it is treated as

a single segment, since the three parts are made of the same material. The thermal expansion

of segment, L6 is

∆L6 =α∆TL6. (5.16)

The other elements of capacitive sensor assembly, are shown in Figure 5.3. There are two glass

insulation layers, designated as segments L9 and L10, which expand downwards by

∆L9+∆L10 =αgl∆T(L9+L10). (5.17)

The copper elements of the assembly, the electrode guard and the sensing electrode represented

by segments L11 and L12 respectively, expand downwards by

∆L11+∆L12 =αcop∆T(L11+L12). (5.18)
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Combining Equations (5.16), (5.16), (5.18) the net displacement of the target sensing electrode

face gap is

Egap(s) =∆L6+∆L9+∆L10+∆L11+∆L12, (5.19)

which can be rewritten as

Egap(s) =∆T
[

αL6+αgl(L9 +L10)+αcop(L11 +L12)
]

. (5.20)

The overall displacement of the sensing electrode occurs in downwards direction with the in-

creasing temperature and is 45 nm, which is larger than the thermal displacement of the

target electrode, Egap(s). This implies, that for the increasing temperature, the sensing gap

will become smaller by the difference between Egap(s) and Egap(t), which corresponds to the

stage being moved upwards. It has been shown, that the increasing temperature yields a ther-

mal expansion of the stage and hence the probe downwards. Thus the thermally induced gap

change error should be added to the error Eprobe. The change of the gap length is equal to the

difference between displacement of the target electrode face, Egap(t) and the displacement of

the sensing electrode face Egap(s), by

Egap = Egap(t)−Egap(s), (5.21)

which, after further evaluation, is

Egap = ∆T[α(L2+L5−L6)+αpztL3−αgl(L7 +L9+L10)

−αcop(L8 +L11+L12)], (5.22)

and may be rewritten in a simplified form

Egap =∆T
[

αLg(al)+αpztL3 −αglLg(gl)−αcopLg(cop)
]

, (5.23)

The value of the gap change due to the temperature change is 16.8 nm. The uncertainty of

Equation (5.23) is expressed as follows

uE2
gap = uT2

[

(

αLg(al)
)2 +

(

αpztL3
)2 + (αg(gl)Lg(gl))

2 + (αcLg(c))
2
]

+∆T2
[

(

αuLg(a)
)2 +

(

αpztuL3
)2 +

(

αgluLg(gl)
)2 +

(

αcuLg(c)
)2

+
(

Lg(al)uα
)2 +

(

L3uαpzt

)2 +
(

Lg(gl)uαgl

)2 +
(

Lg(c)uαc

)2
]

. (5.24)

(5.25)

The calculated value of this uncertainty is 0.35 nm. The detailed summary of the contributions

of uEgap is shown in Table 5.2. The major contributors of the net value of this uncertainty

are the terms
(

uTαLg(al)
)2

,
(

∆T2αuLg(a)
)2

and
(

∆T2Lg(al)uα
)2

. This expressions contain the

terms of the aluminium thermal expansion, α and Lal , which has a high CTE.

The thermal expansion induced measurement uncertainties can be treated separately. It is

assumed that they are not correlated in order to represent the most critical case scenario. The

estimated measurement uncertainty due to the thermal expansion is

UCTE =
√

uE2
gap +uE2

probe
, (5.26)

and is equal to 0.81 nm.
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L9

L11

L10L12

L6

Figure 5.3: Thermal expansion of the capacitive sensor probe - section view of the assembly.

Table 5.2: Summary of uEgap.

Component Variance [nm2] Standard deviation [nm]
(

uTαLg(al)
)2

0.09 0.3
(

uTαpztL3
)2

0.0013 0.036
(

uTαg(gl)Lg(gl)
)2

0.000018 0.0042
(

uTαcLg(c)
)2

0.0044 0.066
(

∆T2αuLg(a)
)2

0.0009 0.029
(

∆T2αpztuL3
)2

0.000001 0.001
(

∆T2αgluLg(gl)
)2

0.000004 0.002
(

∆T2αcuLg(c)
)2

0.000256 0.016
(

∆T2Lg(al)uα
)2

0.023 0.15
(

∆T2L3uαpzt

)2
0.000324 0.018

(

∆T2Lg(gl)uαgl

)2
0.000004 0.0021

(

∆T2Lg(c)uαc

)2
0.0001076 0.033

Table 5.3: Summary of the thermal lengths.

Symbol Length [mm] Symbol Length [mm]

L1 41.9 L2 10

L3 18 L4 17.5

L5 13.5 L6 36.4

L7 0.15 L8 1

L9 0.45 L10 0.45

L11 1 L12 2
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5.3 Abbé error and cosine error

The Abbé error and cosine error are two commonly encountered measurement errors [5]. The-

ses errors occur if the stage motion straightness is not ideal and an angle, θ, is created between

the axis of stage motion and the axis along which the displacement measurement is taken. The

angle θ is indicated in Figure 5.4 and is formed by the lines OM and OM’, where the line OM

indicates the measurement axis and the line OM’ represents the maximal straightness error of

the stage movement relative to the measurement axis. The angle θ can be formed both in the

X-Z and Y-Z plane, hence there are θx and θy error contributions. An Abbé error is related to a

O

M

P

P’

M’

θ

Figure 5.4: Abbé and cosine error illustration.

non-zero misalignment angle between the current axis of stage motion and the axis of capaci-

tive measurement registering the motion, θx and θy. The error is created if there is a non-zero

distance between the force measurement point (the point of AFM probe tip placement) and the

axis of stage motion, also called the Abbé offset, δAbbe. The Abbé offset is shown in Figure 5.4

is line MP. The Abbé error is caused by a rotation, θ, of the Abbé arm MP, which in turn causes

the vertical displacement of the probing point P

EAbbe = MPsin(θ). (5.27)

The position measurement system, the capacitive sensor, would not register this rotation, thus

the probing point displacement from P to P’ becomes indistinguishable and the error EAbbe is

fed to the topography measurement. The Abbé error in X-Z plane originates from the mea-

surement being taken at a point off-set from the measurement axis by a distance, δxAbbe. The

angle between measurement and motion axis about y, θy, is

EAbbe(x) = δxAbbesin
(

θy

)

, (5.28)

By analogy, the Abbé error in Y-Z plane, EAbbe(y), is represented by

EAbbe(y) = δyAbbesin (θx) , (5.29)
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The Abbé offset can be measured by means of an optical measurement microscope with an

uncertainty, uAAbbe, of approximately 20 µm. The maximum expected Abbé offsets, δxAbbe

and δyAbbe, can be evaluated based on the manufacturing tolerances, 0.25 mm and 0.08 mm,

respectively. The straightness error angle, θ can be determined experimentally via recording

of the stage rotation during full stroke. This can be achieved by measuring of the displacement

at two points at stage bottom face. The achievable uncertainty of such measurement, uθx, uθy

can be better than 0.1 µrad. The maximum expected straightness error, θx, θy is 10 µrad. The

maximum Abbé errors EAbbe(x), EAbbe(y) were calculated using (5.28) and (5.29) and are 2.5

nm and 0.8 nm, respectively. The Abbé error can be compensated up to the uncertainty level

defined by

uEAbbe =

√

(

∂EAbbe

∂θ
uθ

)2

+
(

∂EAbbe

∂δAbbe

uδAbbe

)2

, (5.30)

which yields the uncertainties of the X-Z plane and Y-Z plane Abbe error

uEAbbe(x) =
√

(

δxAbbecos
(

θy

)

uθy

)2 +
(

sin
(

θy

)

uδxAbbe

)2
, (5.31)

and

uEAbbe(y) =
√

(δyAbbecos (θx)uθx)2 + (sin (θx)uδyAbbe)
2. (5.32)

Using Equations (5.31) and (5.32) the maximum expected uncertainties uEAbbe(x) and uEAbbe(y)

were evaluated and both account for 0.2 nm. While the difference between Abbé offsets δAbbe(x)

and δAbbe(y) significantly affects the corresponding Abbé errors values, it is much less visible

if one compares the related uncertainties uEAbbe(x) and uEAbbe(y). The second measurement

Table 5.4: Summary of uEAbbe(x) and uEAbbe(y).

Component Variance [nm2] Standard deviation [nm]
(

δxAbbecos
(

θy

)

uθy

)2
0.000064 0.008

(

sin
(

θy

)

uδxAbbe

)2
0.25 0.5

(δyAbbecos (θx)uθx)2 0.000225 0.015

(sin (θx)uδyAbbe)
2 0.25 0.5

artefact is related to the misalignment angle, θ, the cosine error. Cosine error occurs due to a

measurement taken along an axis not parallel to the motion axis. Physically it means that the

displacement is measured under a non-zero angle, θ, thus the measured value differs from the

true displacement. In Figure 5.4, the cosine error can be seen as a length difference between

the lines OM and OM’ by

Ecos =OM−OM′ =OM(1− cos(θ)). (5.33)

The cosine error is a fraction of the true measured distance. Thus, its maximum value is

typically evaluated for the case of full stroke measurement. Similar to the Abbé error, the

cosine error is formed in the X-Z and Y-Z planes, and is expressed as

Ecos(x) = δzreal

[

1

cos
(

θy

) −1

]

and (5.34)
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Ecos(y) = δzreal

[

1

cos (θx)
−1

]

, (5.35)

where δzreal is the ‘real’ measured distance. The maximum cosine errors Ecos(x), Ecos(x) are

0.005 pm, which is a negligible value.

5.4 Other uncertainty sources

There are other measurement uncertainty sources evaluated in this research. The capacitive

sensor noise and the amplifier noise were measured and contribute together 0.7 nm uncer-

tainty. The capacitive sensor is deformed due to the actuation, as described in Section 3.4.5

and the predicted model accommodates 1 nm of related error. This value is however accounted

in the stage static calibration uncertainty of 1.2 nm. Similar, the actuation induced probe

displacement is calibrated within the calibration uncertainty. The sensor is expected to be

deformed due to the squeeze film damping forces, introduces 0.5 nm error of the sensor mea-

surement. Additionally, the dynamic reaction forces exerted on the structural frame introduce

the error of 1.2 nm. The AFM probe also introduces uncertainty, which comprises the force

measurement uncertainty and the uncertainty introduced by the probe electronics. Moreover,

its dynamic characteristic is affected by the temperature and humidity changes, which in-

crease the probe measurement uncertainty. There was, however, no research published which

could be used as a reference in estimating the A-probe sensing uncertainty, yet investigating

it would be a valuable continuation of the present research. Hence, the probe measurement

uncertainty is not treated in this research.

5.5 Overall uncertainty calculation

The summary of all contributions to the overall scanner topography measurement uncertainty

are listed in Table 5.5. The total uncertainty of the measurement system is a resultant of all

uncertainty contributions. It was calculated according to the normal probability distribution

(1σ and is equal to 2 nm.

Table 5.5: Uncertainty contributions and their values.

Component Variance [nm2] Standard deviation [nm]

Thermal expansion 0.64 0.8

Scanner elastic deformation 1.44 1.2

Static calibration uncertainty 1 1

Abbé and cosine errors 0.504 0.71

Capacitive sensor/amplifier noise 0.49 0.7

Capacitive sensor elastic deformation 0.16 0.4

Total 4.25 2



Chapter 6

Conclusions and future work

6.1 Conclusions

The Atomic Force Microscope vertical scanner was developed according to the design speci-

fications. The research began with a literature survey on AFM technology in the context of

a vertical scanner design. The initial analysis treated the specifications of the required sys-

tem. The conceptual design included the choice of the scanner as a monolithic flexure guidance

mechanism integrated with the piezoelectric actuator, the capacitive position feedback sys-

tem, and a self sensing - self oscillating AFM probe. During the research the initial concepts

were readjusted relatively to the initial strategies due to the constraints and limitations im-

posed by the respective modules on each other or, for instance, the complicated manufacturing

process. However, the initial assumptions held up to the finalisation of the design. The concep-

tual phase was followed by the modelling and detail design of stage components which finally

lead to the manufacturing, assembling and testing of the developed scanner. The built system

achieved the required bandwidth of over 2 kHz and the travel range of over 10 µm. The mea-

surement system uncertainty was evaluated and is 2 nm. Yet, to reach the quoted uncertainty

some additional steps must be made. They are briefly discussed in the later section. Neverthe-

less, the measurement uncertainty requirement is theoretically met at the current state of the

research. It has been shown that the measurement error of 77 nm, introduced by the scanner

thermal growth due to the environment temperature variation, can be minimized to the 1 nm

uncertainty. Additionally, the analysis showed that the Abbé error can be reduced to the 0.8

nm uncertainty. The required resolution was difficult to achieve and the range to resolution

issue was addressed. The current system was capable of making the 1.4 nm steps, which is

defining its resolution.

As for designing for objectives of high resonance frequency and relatively large stroke, the

design strategy for low mass coupled with the high stiffness and long stroke actuator was

shown as valid. Additionally, the concept of compliant guidance coupled with the stiff actu-

ator showed that the objectives for a low elastic stage deformation and yet reasonably high

natural frequency are not necessarily mutually exclusive. Moreover, the deflection shaping of

the stage frame decreased the actuation induced deformation. This reduced the inherent stage

deformation induced measurement error by four times. Moreover, the structural optimization

109
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of the scanner frame and the stiffening of the metrology brackets reduced the actuation in-

duced deformation and the related error to a 1 nm level. The low deformation of the structural

frame was also a result of low actuation forces used due to drive a small dynamic mass and low

stiffness flexures. Extensive FEM modelling and optimization lead to a system with a mini-

mum elastic deformation induced error, which without any compensation is below 6 nm. For

comparison, the temperature variation of the temperature controlled environment contributes

over 70 nm error.

The simultaneous optimization for the high resonance of both first and second resonance

frequency yielded high resonances of 6 kHz and 8 kHz respectively. The first resonance was

predicted by a coupled stage actuator model which spans a considerably large interval of pre-

dicted frequencies due to the variable characteristic of the piezoelectric actuator and its elec-

tromechanical coupling related stiffness. Both the models and the frequency response exper-

iments confirmed the relationship of the piezoelectric actuator stiffness versus the amplitude

of the voltage applied or the amplifier used. The measured first natural frequencies were in

the anticipated range. The second mode was predicted within 2%, and it confirmed the design

steps made to optimize for it to occur at sufficiently high frequencies. These were, for instance,

the high movable frame box stiffness, large spacing between the bolting interfaces, stiffening

effect of the metrology brackets and large chamfers designed, and stiffening efect of the pro-

tective cover. The last factor was proved by FEM analysis and validated experimentally. It

follows from them, that a sliding fit cover which is sufficiently stiff adds more stiffness than

mass to the stage assembly and thus inccreases the assembly’s natural frequency.

Also, the squeeze film damping was predicted reasonably close (55%). The value of the

damping measured implied, that the part of probe electrode area not overlaping with the target

electrode plate contributed to the damping forces and hence should be taken into account when

analyzing them. In addition, the adjustable sensing gap provided a useful and relatively simple

way of adjusting the squeeze film damping forces and/or capacitive sensor sensitivity and noise

if necessary.

The actuator placement in the stage by a flexure preload held it sufficiently and resulted in

a compact solution. The design for high stress was robust enough to accommodate for manu-

facturing and actuator’s dimensional tolerances when inserting it into the stage. The relatively

large stroke actuator (20 µm) was not reduced due to the high flexures compliance relatively

to the actuator stiffness. Moreover, the extra available stroke capability enabled faster closed

loop operation, due to high overshoots possible and no actuator saturation. Additionally, op-

eration at a fraction of the full actuator stoke shows lower ohmic heat generation, which was

important for the stage temperature stability.

The capacitive sensor probe was designed and built. The sensor probe assembly fit the

cut-out in the stage, so that the Abbé principle was obeyed. Additionally, the independent

design capacitive probe did not impose any constraints on the flexural stage design, and vice

versa. The commercial electronic demodulation circuit was used with the probe. Practical

implementation issues of the sensor involved elimination of the grounding loops and sensor

calibration by a laser interferometer.

The A-probe was chosen as the force sensor. The PCB boards for the ‘pre-amplification’
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of the probe signal and the ‘self-oscillation and PLL’ circuit with a phase locked loop were

developed. The ‘pre-amplification board’ is specially integrated into the structural stage frame

to make the electrical connections to the probe shorter and reduce the related parasitic effects.

The quasi kinematic mount with a magnetic preload was designed and implemented. The pre-

loading plate serves both as a mechanical probe preload and its electrical interface. The mount

was tested with the A-probes for static conditions and provides a very simple and inexpensive

solution.

The stage dynamics was identified by the frequency response experiments using the laser

vibrometer and the position feedback sensor. The transfer function obtained via the laser

vibrometer provided valuable knowledge about the system dynamics. The transfer function

measured by the capacitive sensors showed that the modes other than the dominant resonant

peak are unobservable. Based on this data a dynamic ARX model fit was developed. ARX model

was further used to design the feedback controller. The controller was a PI control with a notch

filter at 6 kHz resonant peak. It has been experimentally shown, that the stage can follow a

sine input of over 10 µm peak to peak with a closed loop bandwidth higher than 2 kHz. As for

the resolution, a clearly distinguishable 2.8 nm step can be made. The highest steps made by

the stage were 13 µm. The controller is robust to accommodate the changing loop gain of the

system depending on the distance travelled. An initially designed controller has a gain reduced

by almost 30% for a sufficiently high phase margin (50◦) at higher displacements (for 10 µm

peak to peak sine input). This gain is also high enough to achieve the 2 kHz bandwidth at

smaller displacement steps (order of 50 nm). The main limitation on the controlled bandwidth

in the system was the time delay, affecting the achievebale stability margins.

6.2 Future work

Some future work must be done to meet the design requirements. As explained in Chapter 5,

the temperature controlled environment and the temperature sensor should be implemented

in the setup. In addition, the thermal expansion compensation described in Chapter 5 must be

developed to reduce the stage thermal growth related error. Similarly, the straightness of the

stage should be measured over a considerable amount of motion cycles to evaluate and com-

pensate the Abbé and cosine errors, as explained in Chapter 5. As for the capacitive sensor, the

noise floor present in the current research state must be reduced by, for example, an analogue

low-pass post filter and/or by data averaging. The current research developed a working posi-

tioning stage which a kinematic mount for the selected Akiyama AFM probe. The PCB boards

have been developed, however the first generation must still be tested. This will involve tun-

ing of the potentiometer R7 on the ‘pre-amplification’ board which should balance the parasitic

capacitance around the probe. Also the ‘self-oscillating and PLL’ board needs to be tuned for

both the vibration amplitude adjustment, phase adjustment and the PLL oscillator tuning. If

the probe is working, a new feedback loop should be built, so that the stage follows the probe’s

natural frequency setpoint. The setup needs to be calibrated statically (for instance by a refer-

ence vertical stage) to eliminate the probe inherent displacement and the related probe-sample

force measurement error due to the stage elastic deformation.
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6.3 Possible redesign

Any first generation of a designed instrument could be redesigned [17]. The future generations

are developed to enhance the performance and/or to reduce machine overall cost [17]. The

following section discusses possible improvements in the current setup, which should lead it.

The feedback controller present in the current research was based on the identified transfer

function model and was further tuned on-line. Experiments provided the knowledge of the

system gain variation with the displacement travel and the controller gain was decreased to

achieve the suitable stability and performance for the complete operation range of the stage.

A more sophisticated control tools can be used to achieve better closed loop performance. The

gain parameter variation could be obtained in a structural form and the H-infinity tools could

be be used to design a synthesised controller of specified robust stability and performance [74].

Additionally, the quasi kinematic probe mount could be redesigned to achieve a higher stiffness

mount. This involves both the positioning spheres on the stage, and the probe ceramic plate

on the spheres interfaces. The first contact interface could be improved by making the cut-

outs in the stage bottom face conical rather than a shaft shape. This would add more stiffness

to the interface, since the spheres would rest tangently on the conical face. This provides

more contact area than the line contact present in the current design. The A-probe magnetic

mount design should additionally be improved to be hold the probe at higher frequencies and to

provide better mounting stiffness. Even though a considerable amount of work was dedicated

to this design, any better solution was not identified. Lastly, the capacitive demodulation

system currently used could be replaced by a compact AC demodulation bridge which is placed

on a single PCB [78]. This would significantly reduce the volume of the setup, which currently

is mostly the size of large demodulation electronics box [1] and the reference capacitor system.

The PCB board could be attached to the stage protective cover, which would result in an even

more compact overall design.
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