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Abstract

Over the past five years, deep learning techniques have led to astounding break-
throughs in many areas, like speech recognition and computer vision applications.
The application of deep learning in the radar domain has however been rather lim-
ited. The merit of using deep learning techniques for the purpose of human gait
classification in radar is investigated. Several models based on three deep neural
network architectures, the multi-layer perceptron, the autoencoder and the convo-
lutional neural network, are used to distinguish human walking and running gaits
from non-gait signatures in radar micro-Doppler spectrograms. The effects of model
architecture, size and depth are analyzed and convolutional models are proven to
be the most effective. A deep convolutional neural network (DCNN) is designed to
distinguish the number of human gaits in a multi-target classification scenario. Ex-
perimental data includes synthetic data at several radar frequencies and SNR levels,
as well as X-band CW radar measurements taken at various ranges. The effects
on the performance of the DCNN are investigated by varying with regularization
methods, the amount of training data, training algorithms, parameter initialization,
and transfer learning. Deep learning techniques, and convolutional neural networks
in particular, are proven to be an effective approach for human gait classification in
radar.
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1

Introduction

Deep Learning is a subfield of machine learning based on computational models com-
prised of multiple abstraction levels, and it has brought many breakthroughs, greatly
improving on the state-of-the-art in computer vision and speech recognition applications
[1]. The application of Deep Learning in the radar domain has been however rather lim-
ited and it is interesting to investigate whether the Deep Learning paradigm can bring
advances in the radar domain as well.

The goal of this project is to assess the merit of using Deep Learning techniques
in the radar domain, more specifically for the purpose of radar target classification.
Different approaches are possible, depending on the classification problem, the type
of radar as well as the type of radar data that can be used for the classifier’s input.
For this research an a-priori trade-off was made between the different possibilities that
would allow a useful evaluation of Deep Learning techniques, compared to older, say
conventional, classification methods.

The chosen problem domain is that of human gait classification, based on radar
micro-Doppler signatures as function of time, obtained by an X-band radar (∼10 GHz).
The human gait classification problem is of interest because of its importance in security
& surveillance applications. This particular topic has also a few practical advantages
with respect to other interesting targets: human gait can be easily measured with radar,
and also models of human gait are available. Hence, acquiring either synthetic or exper-
imental datasets of considerable size is feasible.

The main classification problem considered in this research project is to detect the
presence of human gait(s) and to distinguish the number of human gait(s) using micro-
Doppler signatures. This scenario has not been described in literature and due to the
presence of possibly multiple targets, it forms a new and challenging test case that is
well-suited for assessing the merit of Deep Learning based target classification in the
radar domain.

In this thesis, a deep feedforward neural network is designed for the classification of
human gaits. This is done using an incremental approach: first, a few possible network
architectures are considered and the most suitable type of architecture is determined
by small-scale experiments in which a walking human is distinguished from a running

1
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1. Introduction

human and a non-gait class. Next, a new model based on the selected architecture is
designed and applied to the number of human gaits classification problem using model
data to analyze it capabilities and properties, and the effects of various parts on the
model’s performance. This experience is used to improve the network model and finally,
the updated model is applied to experimental data of human gaits for validation and
analysis of the model’s performance. A 3-NN classifier is used to compare the Deep
Learning approach with a more conventional classifier.

This thesis is organized as follows: in chapter 2 an introduction to the field of Deep
Learning and neural networks is provided, followed by a discussion of the basics of
radar. The background chapter concludes with a discussion of human gait modeling
and classification in radar, including a review of the state of the art. In chapter 3 the
research questions to achieve the above described goal have been formulated, and the
approach and materials used in this project are described. The results are presented
in chapter 4, and in chapter 5 the findings and limitations of this study are discussed.
Final conclusions and recommendations for future work are given in chapter 6.

2
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2

Background

This chapter will provide introductory background material. An introduction to the field
of deep learning is provided in section 2.1. Section 2.2 will discuss some fundamentals
of radar including the Doppler and micro-Doppler effect. In section 2.3 human gait
classification in radar will be discussed, including a description of human motion model
and a review on the state of the art.

2.1 Deep Learning Fundamentals

2.1.1 Introduction

Machine learning is the field of study that gives computers the ability to learn from
data without being explicitly programmed; a definition by Arthur Samuel in 1959. Deep
Learning is a much more recent and broad term covering a set of techniques and al-
gorithms in the field of machine learning that aim to construct multiple levels of rep-
resentation or learning a hierarchy of features automatically from data, as defined in
the forthcoming handbook of Goodfellow et al. [2]. Having multiple representations
is valuable because some representations are more suitable for performing a task (e.g.
classification, facial recognition etc.) than others and perhaps offer more insight in the
problem at hand. In many applications, much effort is put into designing suitable rep-
resentations in order to solve a particular problem. With Deep Learning, this stage of
feature engineering is unnecessary as the model learns features on its own and hopefully
develops an effective feature representation for the particular task at hand. In the fields
of computer vision and speech recognition many astounding results have been achieved
by models employing Deep Learning techniques, vastly improving on the state-of-the-art
as LeCun, Bengio and Hinton point out in [1].

This section will discuss a number of machine learning basics and Deep Learning
in particular. As the literature about machine learning and Deep Learning is vast and
rapidly expanding, only a few main concepts can be treated. There are dozens of different
types of models which can be considered as Deep Learning techniques. In this thesis,
attention is restricted to the class of feedforward neural networks. This section will

3



c ©
T

H
A

L
E

S
N

E
D

E
R

L
A

N
D

an
d
/
o
r

it
s

su
p
p
li
er

s
S
u
b

je
ct

to
re

st
ri

ct
iv

e
le

ge
n
d

on
ti

tl
e

p
a
g
e

2. Background

introduce the main concepts of machine learning and Deep Learning and give an overview
of techniques and building blocks that can be used to construct a deep neural network
classifier. This section is organized as follows: first, in section 2.1.2 general machine
learning and deep learning concepts will be discussed using the early and general type
of artificial neural network called Multi-Layer Perceptron as a guiding example. Next,
in section 2.1.3 two types of feedforward neural network models are discussed in more
detail: the AutoEncoder (AE) and Convolutional Neural Network (CNN).

2.1.2 Basics of Deep Learning

Artificial neural networks

Deep Learning networks all have their roots in the many decades old artificial neural
network which is loosely inspired by neuroscience. The artificial neural network (ANN)
is composed of single units called nodes or neurons which are organized in layers and
interconnected. A general feedforward ANN or Multi-Layer Perceptron (MLP) consists
of an input layer, one or multiple so-called hidden layers and an output layer. Each layer
has a number of neurons (or nodes) where each neuron is connected to all neurons of
the previous layer and to all the neurons of the next layer, but there are no connections
between neurons of the same layer (see figure 2.1). The output of a neuron is fed as input
to all neurons of the next layer, and so on until the output layer is reached. Information
travels only in the forward direction from the input layer towards the output layer, hence
the name feedforward.

Figure 2.1: General Multi-Layer Perceptron (MLP) architecture.

Each neuron implements a mathematical function which is referred to as the activa-
tion function to provide a single output or activation based on its inputs.

f(x) = σ(

n∑
i=1

xiwi + b) (2.1)

Here, xi is the input i, wi is the weight associated with input i, b is a bias term. It is
by adapting these weights and biases of all the neurons that a neural network learns to
provide the correct output for all kinds of inputs. The activation function σ can take

4
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2.1. Deep Learning Fundamentals

many forms and is generally non-linear. For a long time, the sigmoid function

σ(x) =
1

1 + e−x
(2.2)

and hyperbolic tangent function

tanh(x) =
ex − e−x

ex + e−x
(2.3)

were the default choices. Jarret et al. introduced the rectified linear unit or ReLU [3]
and nowadays it has become the most popular activation function.

ReLU(x) = max(0, x) (2.4)

It exhibits much better performance than the former sigmoid and hyperbolic tangent
functions, especially in the sense that the network learns or converges faster as shown
by Krizhevsky et al. [4].

Learning methods

Learning can be done in various ways and generally, three main different types of learning
are recognized: supervised, unsupervised and reinforcement learning. In supervised
learning, for each training example the machine learning system is provided with the
correct output, e.g. a specific class label in the classification setting. The system can
then adjust itself to better approximate the correct output. The machine must thus infer
a function from the data to map the inputs to a desired output value and hopefully, it
will learn a function that performs well on unseen inputs too. The unsupervised learning
setting is about finding patterns in the data without receiving an error or reward signal to
evaluate the solutions the machine finds. Important examples of unsupervised learning
include density estimation techniques which try to find a statistical model underlying
the input, and feature extraction which tries to extract statistical regularities directly
from the inputs. In reinforcement learning, the machine interacts with its environment
and it can influence which experience (training data) it will receive. There is no explicit
correction for sub-optimal actions and usually there is a trade-off between exploration
(trying new experiences) and exploitation (using known good experiences). In general,
it is possible to combine different learning methods. Especially in the Deep Learning
setting hybrid systems can be encountered. Usually this involves training a network or
first stages of a network unsupervised and then only use supervised learning to fine-
tune. The possibility of such a hybrid system is useful because acquiring unlabeled
data is usually easy, whereas acquiring labeled data is often costly. In [5, 6] this hybrid
approach was used to great effect. However, using unsupervised learning as pretraining
seems to be only worthwhile when little labeled data is available. When large amounts
of labeled data are available it has little benefit and it has generally fallen out of use in
these cases [7].

5
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2. Background

Training of neural networks

Whether supervised or unsupervised, a neural network needs to be trained. Training
a model means adjusting its parameters such that its performance on a task increases
(e.g. achieving a lower classification error). In practice, training a model consists of
minimizing a cost function which can be the ultimate goal of the network but often
takes a different form which is easier to express and minimize, yet is (hopefully) strongly
related to the ultimate goal. The two most common cost functions are the mean squared
error and the categorical cross-entropy. The mean squared error is defined as

MSE =
1

n

n∑
i=1

(ŷi − yi)2 (2.5)

The sum is taken over the n data examples, ŷi and yi are the computed output and
desired output respectively for a particular data point. The categorical cross-entropy
loss is defined as

CE = −
∑
i

∑
j

ti,j log(pi,j) (2.6)

where the sum is taken over the i classes and j output neurons (corresponding to the
number of classes), ti,j is the target probability density and pi,j the computed proba-
bility density for class i at neuron j. Generally, the MSE is used mostly in regression
and reconstruction problems, whereas the categorical cross-entropy is used mostly in
classification problems in combination with the softmax function. The softmax function
is defined as

aj =
eZj∑
k eZk

(2.7)

Here, aj is the activation of the jth output neuron,Zj the weighted input of the neuron
and the denominator sums up over all k output neurons. The softmax function effectively
squashes a k-dimensional vector containing real values into a k-dimensional vector whose
values range from 0 to 1 and sum up to 1. Hence, the outputs of the softmax function
can be considered as posterior class probabilities in a classification setting.

Regardless of the particular cost function used, a method is needed to relate changes
of the cost function to the parameters of the network. This is provided by the backprop-
agation algorithm (BP) which is at the core of training neural networks as it provides the
partial derivative of the cost function with respect to any parameter (weights or biases)
∂C
∂w , which can subsequently be used to update the network parameters. The following
discussion is based on [8]. The BP algorithm can be explained using four equations. The
first equation expresses the error of each neuron in the output layer as

δLj =
∂C

∂aLj
σ′(zLj ) (2.8)

where aLj is the activation of the jth output neuron and σ′(zLj ) is the derivative of the

activation function at the weighted input zLj . (Note that this error is used only as an

6
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2.1. Deep Learning Fundamentals

intermediate quantity and is not of importance on its own.) This equation can be put
in matrix form as in

δL = ∇aC � σ′(zL) (2.9)

where � denotes the Hadamard product (element-wise multiplication). The second
equation expresses the error of a layer as function of the error of the next layer:

δl = ((wl+1)T δl+1)� σ′(zl) (2.10)

where (wl+1)T is the transpose of the weight matrix connecting the l+ 1textth layer with
the lth layer. Combining (2.9) and (2.10) enables computing the error for any layer in
the network. The third equation expresses the rate of change of the cost with respect to
any bias in the network:

∂C

∂blj
= δLj (2.11)

Thus, the error δLj is exactly equal to the rate of change of the cost function with respect
to the bias and it can be readily obtained as shown above. The fourth and final equation
expresses the relation between the rate of change of the cost with respect to any weight
in the network:

∂C

∂wljk
= al−1

k δlj (2.12)

The partial derivatives for a given weight are computed using the incoming activations
and the output errors which are readily available by now. The backpropagation algorithm
thus traverses the network backwards by computing the errors layer by layer and provides
the gradient which can then be used to update the parameters to minimize the cost
function. The above discussion assumes a single training example has been presented
to the network to compute the gradient but the same principle holds for using multiple
training examples and using the mean of the computed gradients for the updates.

With the gradient available, the cost function can thus be minimized and the network
can start learning. In practice, there are three general ways of learning: online, batch or
stochastic learning. The online learning setting means updating the network parameters
after each training example and assumes a dynamic environment with a continuous
stream of inputs. In batch learning all examples of the fixed training set are propagated
forward through the network before computing the gradient of the cost function and
updating the parameters. Lastly, there is the stochastic setting, in which the network is
updated each time after each example, but again there is a fixed training set. In batch
mode, the estimation of the gradient of the cost function is very accurate, whereas in the
stochastic mode the estimate is rather noisy. This stochastic behavior can however be
very beneficial in avoiding or escaping from local minima, saddle points and plateaus of
the cost function. A compromise between computing the true gradient and a very noise
estimate can be made by computing the gradient using more than one example, but not
using the whole set, a so-called mini-batch. This often results in smoother convergence
and can significantly accelerate the training compared with the pure stochastic setting
due to a more efficient computation by making use of vectorization. Gradient based

7
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2. Background

optimization using single examples or mini-batches are both known as stochastic gradient
descent (SGD) and combined with backpropagation it is the de facto standard of training
in neural networks. The standard SGD method updates the parameters according to

θk = θk−1 + vk (2.13)

where the parameter values at time step k are denoted by θk, vk is the velocity at time
step k with which to update the parameters. This velocity is obtained as

v = λ∇θ (2.14)

where λ is the learning rate and ∇θ is the gradient of the cost function w.r.t. the
parameters θ.

Many improvements on the basic SGD algorithm have been proposed, which include
using a learning rate schedule where the learning rate decreases over time with the
number of training iterations. The learning rate can also be adjusted based on the
gradients as used in RMSprop [9], Adam [10], AdaDelta [11] and AdaGrad [12]. These
adaptive gradient algorithms allow a different learning rate for each parameter. It is
also common to apply momentum methods which smooth over previous update steps
and can strongly accelerate the convergence. The velocity or update step is obtained as

vk = vk−1m− λ∇θ (2.15)

where m is the momentum factor which determines the amount of smoothing (0.9 is a
typical value) and vk−1 is the velocity at the previous time step. Nesterov accelerated
gradient or Nesterov momentum is an effective and popular momentum method [13].
Other methods of minimizing the cost function are employed as well, which are generally
variants of (quasi-)Newton methods of which L-BFGS is the most popular. However,
with growing network and dataset sizes and hence an increase in the number of variables
on which the cost function depends, methods based on second order partial derivatives
often become infeasible due to the computational complexity involved [2].

Capacity, Generalization & Regularization

Minimizing the cost function can be considered as training the network to approximate a
desired function; this function maps the inputs of the network to the correct outputs. The
capability of a network to approximate such a function, which might be very complex, is
referred to as its capacity. A high capacity means that the network is able to fit a wide
variety of functions. The capacity of a network should be chosen such that it is large
enough to fit the complexity of the problem, but not much larger. If the capacity is too
low, underfitting occurs: the network will fail to approximate the wanted function and
this will present itself in failing to obtain a sufficiently low training error. If the capacity
is too high, the network will adapt itself to noise or peculiarities of the training data and
it will fail to generalize, to succeed on new, unseen examples. This is called overfitting.
One of the central challenges in machine learning is to find the right balance between
underfitting and overfitting.
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2.1. Deep Learning Fundamentals

To prevent overfitting, regularization methods are applied. Regularization is any
modification applied to a learning algorithm that is intended to reduce its generalization
error but not its training error. Actually, regularization can hurt training performance.
Many regularization strategies exist. There can be hard restrictions on the parameter
values, or extra terms added to the cost function that correspond to soft restrictions on
the parameter values. The constraints and penalties that are applied can be used to
encode prior knowledge or express a generic preference for simpler models in order to
promote generalization. In deep learning, the network usually has a very large number of
parameters and a high capacity. This also means that deep learning algorithms require
a large training set or strong regularization to either reduce the effective capacity of the
model or guide the model toward a specific solution using prior information, or both.
In practical deep learning scenarios, it is often found that the best model (in terms of
generalization error) is a complex model having a large number of parameters that are
not entirely free to span their domain [2]. A number of the most common regularization
methods will now be discussed briefly.

L2 Parameter regularization
Penalizing the L2-norm of the parameters, commonly known as weight decay forces the
network to have weights with small values. This is usually implemented by adding the
sum of the L2-norms of the weights to the cost function multiplied by a constant which
determines the relative importance of the weight decay to the entire cost function. This
form of regularization has the effect that the network preferably shrinks weights associ-
ated with features that do not contribute significantly to the output.

L1 Parameter regularization
Penalizing the L1-norm of the parameters or the sum of the absolute value of the pa-
rameters promotes sparseness of the weights, that is, the optimal value of some of the
parameters are zero. This can also be considered as a form of feature selection as unim-
portant features are filtered out by multiplying them with zero-valued weights.

Early stopping
One of the simplest ways to prevent overfitting is to stop training before reaching the
minimum training error. The decision to stop training can instead be based on the per-
formance of the network on a validation set. When no longer significant improvements
are obtained in an acceptable time, the training is halted.

Data augmentation
The best way for a network to generalize better is to train on more data. Data aug-
mentation is the artificial increase in training data by creating fake data similar to real
data. By artificially enlarging the amount of available data the network can capture
more relevant information that might lead to better generalization. This strategy can
be very useful in applications such as image recognition as new samples can be generated
easily by operations such as scaling and rotating the original training data. In other ap-

9
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2. Background

plications data augmentation might not be possible.

Noise injection
A network that generalizes well will be robust against noise. A natural way of improving
a network is then to make it more robust to noise, by adding noise to any of the data,
the inputs or activations of the network, the parameters or to the gradient that is used
to update the parameters, during training.

Model averaging: bagging & dropout
The combination of information captured by multiple networks can be very effective
as well. A bagging approach can be used where different networks are trained using
different training sets which are sampled with replacement from the original training
set and then combined. However, training many large models from scratch is often
impractical or unfeasible.

A very effective alternative yet related method is Dropout introduced by Hinton et
al. [14] and treated in more detail by Srivastava et al. [15]. With Dropout a number
of randomly selected neurons are disabled during the training of a neural network, so
that in effect a smaller subnetwork is trained. See figure 2.2 for an illustration. A

(a) Standard MLP. (b) After applying Dropout.

Figure 2.2: Dropout applied to a MLP.

subnetwork is trained for a single step and then a next randomly selected subnetwork
is trained. Each subnetwork inherits a different subset of parameters from the parent
neural network. Through this parameter sharing the subnetworks converge together to
a solution and it is possible to represent an enormous number of models using only
slightly more resources than needed for the parent model. In the testing phase all these
subnetworks are combined as the parent neural network operates normally.

Dropout has proven in many cases to be a simple and computationally cheap yet dra-
matically effective regularization method. However the effective capacity of the parent
network is reduced so it might be necessary to increase the network size, and training
the network typically takes two or three times longer [15]. In some cases Dropout seems
to offer little benefit or actually hurt performance [16].

10
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2.1. Deep Learning Fundamentals

2.1.3 Two example neural network architectures

Autoencoder

An autoencoder (AE) is a special form of a MLP with one hidden layer. Instead of
predicting some target value (e.g. a class label) it aims to reconstruct its input. To this
end it has the same number of output nodes as input nodes. The hidden layer encodes
the information from the input and this is decoded at the output layer. When the
number of nodes in the hidden layer is smaller than the number of input nodes, the AE
is forced to compress or encode the information in order to deliver a good reconstruction
of its input. With a larger number of hidden nodes than input nodes, the AE could
learn an identity function for each input and effectively just copy the input instead of
learning properties about the input. However, the network can be forced to have sparse
codes, for instance by penalizing the L1 norm, so that only a limited number of hidden
nodes have a significant activation for a particular input.

Autoencoders can be stacked on top of each other to form deep networks and produce
more compressed and abstract representations. It is common to train a deep autoencoder
by greedily pretraining the network layer by layer. First, the first layer is trained to
reconstruct the input (e.g. an image). Then, the second layer is trained on the activations
of the first layer and it is these activations that this layer is trying to reconstruct. The
third layer is trained on the activations of the second layer and so on. Any number of
layers can be stacked upon one another to construct very deep networks.

Another variant of the original AE was devised by Vincent et al. [17] who propose
a denoising autoencoder (DAE). The DAE has the same objective as a regular AE, but
instead of directly working on the input data, it works on partially corrupted input data.
The DAE corrupts the input data itself with a known corruption process (e.g. additive
Gaussian noise, salt-and-pepper noise, masking noise). To obtain a good reconstruction
of the uncorrupted input, the DAE has to clean or denoise the corrupted input. To
be able to do that, it must learn a feature representation that is robust to noise. This
corresponds with the underlying idea that a higher level representation should be robust
against noise corruptions of the input. The features that the DAE extracts to denoise
its input, are expected to be useful for other tasks as well (e.g. classification). The goal
of the DAE is not to be able to denoise input, but to learn better features by using a
harder training scheme.

Autoencoders in its many varieties can be used effectively for obtaining compact rep-
resentations or dimensionality reduction. In [18] feature representations of autoencoders
lead to a lower reconstruction error than features representations of equal size obtained
by PCA. Autoencoders can also be used to pretrain other networks such as regular
MLPs, where the pretraining seems to have both optimization effects, leading to lower
training error in the supervised stage, and regularization effects leading to lower gener-
alization error as Erhan et al. show [19]. Paine et al. provide an analysis of the benefits
of pretraining [7]. These benefits seem to be absent when large quantities of labeled data
are available, however in cases where little labeled data is available pretraining remains
a fruitful approach.
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Convolutional neural network

The convolutional neural network (CNN) is a neural network model inspired by the
mammalian visual system, widely used for image and video recognition. It is designed
to take advantage of topological structure of its input. A typical CNN consists of three
distinct parts: a convolutional layer, an optional pooling layer, and a final fully con-
nected layer (a typical hidden layer as in a regular MLP).

The convolutional layer
A convolutional layer consists of a set of trainable filters that have a small spatial extent
in the width and height dimensions but extends through the full depth of the input
volume (3 in case of a RGB image, only 1 for a spectrogram). The input is convolved
with these filters, hence the name. Each filter is represented by a neuron that is connected
only to a small region of the input image, the local receptive field of the neuron. Applying
a filter to the entire image is then equal to having a number of identical neurons which
are connected to different parts of the image. The number of neurons needed depends
on the size of the filter or equivalently the receptive field size, the stride which is the
number of pixels between the centers of neighboring receptive fields in the image and thus
determines the amount of overlap between the receptive fields of neighboring neurons,
and the use of zero-padding the input around the borders. Generally, ‘valid’ convolution
or ‘same’ convolution are used. In valid convolution the filter is only applied when it
fully overlaps with the image, resulting in a smaller output of N−k+1 with N the image
size and k the filter size. The disadvantage of this is the relatively rapid shrinking of
the image, especially with larger kernels, severely limiting the architectural possibilities.
When ‘same’ convolution is applied, the image is zero-padded such that the output of
the convolution is equal to the original image size. Full convolutions, resulting in outputs
larger than the original image, are seldomly used in practical CNNs. Optimal padding
in terms of classification performance seems to be somewhere in between valid and same
convolution [2]. The activation of a single neuron is obtained identical to a neuron in a

Figure 2.3: Basic convolutional and pooling layer architecture.

MLP (2.1). The output or activation of one filter, which might consist of hundreds or
thousands of neurons for the entire image, is called a feature map. A single convolutional
layer can have many feature maps. In case when multiple convolutional layers are used
in a network, this number of feature maps is considered as the number of channels for
the next layer. The receptive field of a neuron in the next convolutional layer is spatially
limited in the original image dimensions, but it extends across all the feature maps. This
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2.2. Radar Fundamentals

way, features in higher layers can be very powerful as they combine all the features of
the previous layer. See figure 2.3 for a graphical illustration.

The number of trainable parameters of a convolutional layer is equal to the receptive
field size times the number of filters plus the biases. This number is often vastly less
than the number of neurons which scales proportionally with the size of the input image.
These savings in numbers of parameters through the sharing of the parameters is crucial
in making large and deep convolutional neural networks feasible.

Pooling layer
CNNs often also contain a pooling layer to condense the information and provide spatial
invariance. Each unit in the pooling layer summarizes a P ×P (often 2×2) region in the
previous layer by a single output. The most common procedure known as max-pooling
lets each neuron from the pooling layer output the maximum activation in its input
region. Other procedures exists as well, including average pooling, L2 norm pooling,
weighted average. See chapter 9 of [2] for an overview. Pooling is mostly used to combat
overfitting for small datasets. The dimension reduction can also be obtained by using
larger strides in the convolutional layer. Since pooling is very aggressive in reducing the
size of the representation and is only really helpful in case of smaller data, the trend is
to make less use of pooling in modern CNN-architectures.

A CNN can be comprised of many convolutional and pooling layers, but at some
point the representation is transformed into vector-form by a regular fully connected
layer. Here all the information is integrated and fed to the final part of the network,
often a softmax-classifier.

2.2 Radar Fundamentals

Radar (radio detection and ranging) is a measuring principle in which electromagnetic
waves with wavelengths ranging from millimeters up to 100 meters are transmitted to
generate echoes on distant objects. The transmitted signal can be compared to the
received echo signal to establish the object’s presence i.e. detection, and to obtain the
object’s location in terms of e.g. range, azimuth and elevation, as well as the object’s
radial velocity, by exploiting the Doppler effect. Depending on the radar, a subset of
these properties, and sometimes additional properties, can be measured with specific
values for sensitivity, resolution and accuracy, all tailored to the application in question.
In the radar world, objects of interest are usually referred to as ’targets’. Other objects
that generate echoes as well are referred to as clutter. Remaining phenomena that can
be found in the received signal are called interference, of which (thermal) noise is always
present. The latter provides a ceiling for the radar’s performance.

The power received by a radar can be expressed as

Pr =
PtGTGRλ

2σ

(4π)3R4
(2.16)
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2. Background

where Pt is the transmitted power, GT is the transmitter antenna gain, GR is the receiver
antenna gain, λ is the wavelength of the radar signal, σ is the radar cross section and
R is the range of the reflecting object. The radar cross section is the hypothetical area
required to intercept the transmitted radar power at the target such that if this inter-
cepted power was re-radiated isotropically, the actually observed power at the receiver
is produced. From (2.16) it can be observed that the received power is dependent on R4

which makes clear that the received power of targets can vary strongly.

The returned signal of a moving target will experience a frequency shift with respect
to the transmitted signal which is known as the Doppler effect. The Doppler frequency
shift is determined as

fD = −2fc
vr
c

= −2vr
λ

(2.17)

where vr is the radial velocity of the object with respect to the radar and defined as
positive when the object is moving away from the radar, λ is the wavelength of the radar
signal and fc the corresponding radar carrier frequency. The Doppler frequency shift
can be extracted from the received radar signal by a quadrature detector which provides
a complex representation of the signal with an in-phase (I) component and a quadrature
phase (Q) component. The detector mixes the received radar signal with the reference
transmitted signal (the I-component) and with a 90◦ shift of the transmitted signal (the
Q-component) in two separate synchronous detectors. After low-pass filtering, the I and
Q outputs are combined to form a complex Doppler signal

sD(t) = I(t) + jQ(t) =
a

2
exp[−j2πfDt] (2.18)

where a is the amplitude of the received signal. Thus, the Doppler frequency shift fD
can be estimated from the complex Doppler signal sD(t) by using a frequency measure-
ment tool, such as FFT-based methods or other spectral analysis methods such as AR
modeling.

The Micro-Doppler effect

If a target has any part that moves with respect to the bulk motion of the object,
then this movement will induce additional frequency modulation of the returned signal.
This additional Doppler modulation is called the micro-Doppler effect. The object’s
size, geometry, configuration and possibly various types of movement (such as rotation,
vibration or coning movement) by the body’s parts all contribute to the modulation
of the signal. Thus, this modulation can be very complex but very distinctive and
descriptive as well for any particular object. Hence, the total received modulation is
often referred to as the micro-Doppler signature of an object and it can be used for
identification and classification purposes.

As the micro-Doppler modulation is caused by parts of the object, the power of the
micro-Doppler modulated part of the return signal can be weak and much less than the
total returned power which itself can already be weak. In order to obtain a clear view
of the micro-Doppler signature, a sufficient signal-to-noise ratio (SNR) is required. It
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2.2. Radar Fundamentals

is possible for a radar to detect an object but the micro-Doppler signature cannot be
determined accurately due to a low SNR.

As the modulation due to the micro-Doppler effect can be varying very rapidly in
time, to obtain a good characterization of the micro-Doppler signature, it is necessary to
have a time-frequency representation. This way, the joint time and frequency information
can be better visualized and analyzed. A common time-frequency representation is the
spectrogram. This can be provided by the Short-Time Fourier Transform (STFT)

S(t, f) =

∞∑
τ=−∞

s(t)h(t− τ) exp(−j2πfτ) (2.19)

where s(t) is the time signal to be transformed and h(t) is a window function. The
spectrogram is obtained by taking the squared magnitude of the STFT.

Spectrogram(t, f) = |S(t, f)|2 (2.20)

In practice, the STFT is formed by concatenating the regular Fast Fourier transform
(FFT) of small, partially overlapping portions of the signal. These signal portions are
referred to as time windows or integration intervals. The STFT is faced with a trade-off,
as using longer time windows results in higher frequency resolution but reduced time
resolution. Vice versa, using shorter time windows provides high temporal resolution but
low frequency resolution. Furthermore, the amount of overlap between successive time
windows or integration intervals is also an important parameter that must be carefully
chosen to obtain a good characterization of the signal with the STFT or spectrogram.

Different kinds of targets can require different processing to obtain an optimal char-
acterization of the micro-Doppler signature. This depends on among others whether
the radar echo of a target varies fast with time, frequency or both. The observation
or integration interval must be appropriately set for the application, to make sure the
variable of interest does not change much during one interval. As an example, the micro-
Doppler signature of fast moving objects such as helicopter rotor blades requires short
integration intervals. Slower movements allow the use of larger observation intervals for
the FFT while providing a clear view of the micro-Doppler signature, as is the case with
the human gait movement.

All radar systems that can measure the phase shift of the return signal are in prin-
ciple suitable for detecting micro-Doppler signatures. These systems include continuous
wave (CW), frequency modulated continuous wave (FMCW) and coherent pulse Doppler
radars. For FMCW and pulse Doppler radars, the maximum Doppler shift that can be
unambiguously resolved depends on a number of radar system parameters. Specifically,
the maximum unambiguous Doppler shift can be expressed as

fD,max = ±fs
2

(2.21)

and the maximum unambiguous radial velocity then is

vu,max = ± fsλ
2 · 2

= ±fsc
4fc

(2.22)
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where fs is the Doppler sampling rate, the frequency with which pulses are sent by the
radar (or sweeps in case of FMCW), and fc is the radar carrier frequency. The first factor
2 in the denominator comes from the fact that the Doppler shift can both be positive and
negative, and the second factor 2 accounts for the Nyquist sampling criterion. Similarly,
assuming small pulse duration the maximum unambiguous range is given by

Ru,max =
c

2fs
=
λfc
2fs

(2.23)

The product of the two variables is fixed and only dependent on the radar frequency.

vu,max ·Ru,max =
fsc

4fc
· c

2fs
=

c2

8fc
(2.24)

Consequently, all FMCW and pulse Doppler radars have to make a trade-off between
the maximum unambiguous range and maximum unambiguous Doppler that they can
resolve. CW radars have no range resolving capability but very good Doppler resolving
capability, in practice mostly limited by the sampling frequency which generally must
obey the Nyquist sampling criterion (compressive sampling is an exception to this but it
is out of the scope of this discussion). For the application of human gait classification,
the expected maximum target velocities are rather low so Doppler ambiguity is usually
not a serious issue.

2.3 Human gait classification

This section discusses the analysis and classification of human gait in radar. First, the
human walking motion will be analyzed and the widely used Boulic-Thalmann model
for simulating human motion will be described in section 2.3.1. Section 2.3.2 reviews
the state of the art of human gait classification in radar.

2.3.1 Description and modeling of human motion

The human walk is a periodic motion with each foot moving from one position of support
to the next position of support, periodically swinging the legs and moving the body’s
center of gravity up and down, and optionally periodically swinging the arms as well. A
single cycle of the walking movement can be divided in a stance phase, which accounts
for about 60% of the cycle duration, and a swing phase that occupies the rest of the
cycle. In the stance phase, one foot is in contact with the ground, while the other foot
can be either swinging or touching the ground as well. During the swing phase, the
foot is lifted from the ground and the leg is swinging. The left and right stance phases
partially overlap resulting in short periods of time where both feet touch the ground at
the same time; this is referred to as the double support period. Though every human
walk has the same general manner, the individual human gait still carries personalized
characteristics, enabling people to recognize a friend from his or her walking style. The
human gait may thus be used for personal identification.
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2.3. Human gait classification

Boulic, Thalmann and Thalmann proposed a global human walking model based
on empirical mathematical parameterizations derived from biomechanical experimental
data [20]. This model is based on averaging parameters from measurements. Hence it is
an averaging human walking model without information about personalized character-
istics or features of motion. The model provides 3-D spatial positions and orientations
of any segment of a walking human body as function of time. Chen [21] provides a
radar model based on the Boulic-Thalmann model. In this particular model, the hu-
man body is represented by 17 control points which are joint points linking the various
body segments. The body segments are modeled by ellipsoids. A spectrogram of the
micro-Doppler signature of the modeled human gait is shown in figure 2.4.

Figure 2.4: Micro-Doppler signature of walking human model. Adapted from [21].

2.3.2 State of the Art Human Gait Classification in Radar

This section reviews the literature concerning the application of human gait analysis
and classification based on micro-Doppler signatures in radar. Two main approaches
can be discerned in the literature namely parametric and non-parametric. This section
concludes with a discussion about challenges and open issues in the research topic of
human gait classification.

Parametric classification

Many researchers have used parametric methods for the classification of human gait
and human activities in general. In these parametric approaches, explicit predefined
parameters are extracted from the micro-Doppler signature and used as features for
classification. The early work of Van Dorp & Groen [22] used the previously discussed
Boulic-Thalmann model for human motion estimation, and they obtained the model
parameters by minimizing a residual error between model predictions and radar mea-
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surements. The same authors extracted features from the spectrogram which are then
used to estimate the model parameters in [23].

More recently, Guldogan et al. [24] and Groot et al. [25] also used the Boulic-
Thalmann model for tracking and classification purposes while making use of particle
filtering techniques to estimate the parameters from the spectrogram.

Chen [26] observed that features such as the torso signature, the maximal Doppler
shift of the signature, the offset of the signature from the principal Doppler shift, the
maximal Doppler variation of the torso line, the oscillation frequency or period of the
motion, the kinematic parameters of limbs, among others have been used successfully
in classification. Kim & Ling in [27] and [28] used an artificial neural network and a
support vector machine respectively to classify human activities based on six similar
features. Alemdaroglu et al. [29] analyzed the efficiency of the features used by [27, 28].
They concluded that the torso signature and the offset are the most effective features,
whereas the total bandwidth and the bandwidth of the torso signature are moderately
effective. The period of a motion was found to be a weakly discriminating feature for
similar motions (e.g. crawling and creeping are hard to distinguish from each other, but
are distinguished from running), and the standard deviation of the spectrogram above
noise levels was found to be nearly useless.

Recently, much effort has been put into extracting individual components of the
micro-Doppler signature, for instance by Fairchild & Narayan using techniques as em-
pirical mode decomposition (EMD) to facilitate the parameter extraction and estimation
[30]. Orovic et al. [31] used the multiwindow S-method, a special type of time-frequency
distribution, in favor of a regular STFT to isolate the contributions of the arms. The
swinging motion of the arms is a major contributor to the micro-Doppler signature of
the human gait and is recognized as a powerful discriminating feature for activity clas-
sification. The works of Tivive et al., Lyonnet et al. and Orovic et al. [31, 32, 33] all
involved classifying the type of arm motion to determine more specifically the type of
human motion.

Non-parametric classification

The human gait classification problem has also been approached with non-parametric
methods which do not consider any explicit predefined model or features, but which can
be considered more data driven. Lyonnet et al. [33] computed an average spectrogram
for different classes of human activities and performs the classification based on the
distance between the test object and the class templates, using a few different distance
measures. In the work of Li et al. [34] the techniques of 2D2-PCA and 2D2-LDA were
used to obtain subspace representations of portions of the spectrogram centered on the
torso contribution.

Tivive et al. [32] used an image recognition inspired approach. A hierarchical method
was applied, using fixed directional filters directly applied to the spectrogram, followed
by trainable filters and a final classification unit. Very recently, inspired by the successes
of Deep Learning networks in the field of image recognition Kim & Moon [35] applied the
general convolutional neural network architecture to the spectrogram of micro-Doppler
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2.3. Human gait classification

signatures for classifying human activities. Though failing to outperform their previous
results in [27, 28], the results obtained by their convolutional neural network show po-
tential for further applications of Deep Learning based approaches in the radar domain
and human gait classification in particular.

Challenges and perspectives in human gait classification

As the research on human gait classification using micro-Doppler signatures only has
a short history, challenges and open issues remain [26]. An important challenge is to
find the mapping between micro-Doppler signatures and the physical body parts. The
first step would be to decompose the micro-Doppler signature into mono-component
signatures that associate with single parts, such as the torso, arms, legs and feet. Next,
the embedded kinematic/structural information should be extracted from these mono-
component signatures. Despite many efforts such as those by Fairchild & Nayaranan
[30], Thayaparan et al. [36] and Li et al. [37] these are still considered challenging or
even open issues.

Current research topics also include the use of ultrawideband radar and multistatic
radar. The use of UWB radar might be beneficial by providing both high range resolution
and high Doppler resolution as combining these qualities might lead to better analysis
of the micro-Doppler signatures by using a joint range-time-frequency representation.
Examples are the work of Wang & Fathy in [38] and Ghaleb & Vignaud in Chapter 4
of [26]. Another interesting research topic is the use of multistatic radar. The work of
Tahmoush & Silvious suggested that gender classification is possible using the micro-
Doppler signature but performance was strongly dependent on aspect angle [39]. By
combining information from multiple radars, the micro-Doppler signatures based on
different aspect angles can be used which might improve classification performance, as
shown by Fioranelli et al. in [40].
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3

Research design

The main objective of this research is to assess the merit of using Deep Learning tech-
niques for the purpose of human gait classification in radar. This chapter presents the
research design and methodology of the project to achieve this goal. Section 3.1 presents
and motivates the research questions. In section 3.2 the approach that has been used to
provide answers to these questions is described. Finally, the data sources and materials
used are described in section 3.3.

3.1 Research questions

The review of the state of the art in human gait classification in section 2.3 indicated that
good results have been achieved in human activity classification using various methods.
However, classification scenarios with multiple targets have received little attention in
literature. Multiple targets conceivably pose a major challenge for any classifier and
this makes a multi-target classification scenario a challenging and interesting test case
to assess the usefulness of a Deep Learning approach.

This study considers three different Deep Learning based network architectures (de-
scribed in section 2.1): the multi-layer perceptron (MLP), the autoencoder (AE) and
the convolutional neural network (CNN). By assessing their classification performance
and determining the influences of the main properties of these network models on their
performance, improved understanding of Deep Learning methods is obtained and better
models may be designed.

The main research objective of assessing the merit of Deep Learning techniques is thus
achieved by the design and evaluation of Deep Learning based networks for a multi-target
human gait classification scenario, guided by the following research questions:

1. What type of neural network is most suitable for the classification using spectro-
grams?

2. What is the influence of the numbers of layers and neurons per layer (depth and
width of the network) on the network’s performance?
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3. Research design

3. What is the influence of hyperparameters such as learning rate, optimization algo-
rithms, parameter initialization and regularization methods?

4. What is the operational performance of the classifier in terms of classification
accuracy, noise robustness, reliability, interpretability, training requirements and
computational complexity?

5. How is the performance of the deep neural network classifier compared with other
classification techniques, such as the 3-Nearest Neighbor classifier?

Due to the large scope and number of variables involved, it is infeasible to answer the
above questions exhaustively and definitely. The focus of the project is on the machine
learning aspect while keeping the requirements of practical application in mind as key
factors in evaluating the designed networks.

The following key issues are out of the scope of this thesis but still relevant: the
aspect angle of radar observation, and the format of the radar data. Because of feasibility
constraints, the movements of the measured objects will be limited to radial trajectories
both inbound and outbound resulting in (near)-frontal aspect angles. For the same
reason, a fixed data format based on spectrograms is chosen, which will be described in
detail in section 3.3.2.

3.2 Approach

The design problem and research questions were addressed using a three phased ap-
proach. Each phase built on the previous phase and focused on different research ques-
tions.

In Phase I the most suitable type of network architecture was selected by evaluating
various MLP, AE and CNN models, simultaneously investigating the effects of model
width and depth per architecture type. A relatively simple classification problem of
human walking movement versus human running or non-human targets was used to
have a simple start before proceeding to more complex models and problems.

Next, in phase II a more advanced and deeper model of the selected architecture
(CNN) was designed. The capability of the model to classify synthetic multiple hu-
man gaits at different radar frequencies and SNR levels was examined. The influence of
training data size and the use of transfer learning on the model’s performance were in-
vestigated as well. Insight into the network’s behavior was obtained using a visualization
technique called saliency map.

Finally, in phase III the following additions and changes to the network were consid-
ered: data augmentation, noise injection, weight initialization and training algorithms.
The final updated model was then applied to experimental multiple human gait data to
distinguish the number of gaits. Similarly to the preceding phase, the influence of train-
ing data size and the use of transfer learning were examined. In order to further enhance
the classification performance, multiple, correlated samples were independently classi-
fied and their predictions averaged for the final classification output and low-confidence
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3.3. Data sources and materials

predictions were rejected. Saliency maps were used to provide insight into the network’s
behavior.

Figure 3.1 presents a graphical overview of the proposed approach and shows which
research questions are addressed in each phase of the project and what data is used.
The materials used including the data are described in the next section.

Figure 3.1: Overview of project approach. The letters A through D in the colored bars refer to the
various datasets and different classification problems used, which are described in detail in section 3.3.3.

3.3 Data sources and materials

The measurement setup for the radar experiments is described in section 3.3.1. Section
3.3.2 treats the preprocessing applied to all data, while the four different sets of data
that have been acquired are described in detail in 3.3.3. The software and hardware
used for implementing, training and testing the neural networks are described in 3.3.4.

3.3.1 Experimental setup

An X-band CW radar was used to perform the measurements. The radar frequency
was 10 GHz and the radar beam was horizontally polarized. Figure 3.2 shows the radar
hardware. The radar baseband signal was sampled using the audio line-in input jack at a
rate of 8 kHz, stereo (for I and Q channels) at 16-bit precision. Measurements have been
performed at the parking space behind the Thales Delft office and at various locations
in the city of Delft. In figure 3.3 the parking space and its immediate environment are
shown. All measurements of human gait have been performed here. The test subjects
were instructed to walk back and forth in a straight line between two designated points,
approximately 5 and 35 meters away from the radar. The measurements of other objects
not containing human gait have been made at a few different locations in the city of Delft,
near the university campus.

3.3.2 Preprocessing

The signal was decimated to 2 kHz, this rate is sufficient for target velocities of up to
±15m/s which is enough for the human gait signature, and the signal was high-pass
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3. Research design

Figure 3.2: X-band CW radar. Figure 3.3: Measurement environment.

filtered to suppress static clutter. The radar simulations produced signals which were
sampled with a rate of 2 kHz. Subsequently, by using the STFT with a 128-point FFT,
Hamming windowing and an overlap of 90% between the subsequent integration inter-
vals, spectrograms of size 128 x 192 Doppler and time bins were obtained, corresponding
to a time duration of 1.25s. An example spectrogram of a single human gait is shown
in figure 3.4. This specific format has been chosen to strike a balance between human

Figure 3.4: Spectrogram of measured single human gait.

interpretability and resolution of the spectrogram on the one hand, and computational
complexity and application considerations on the other hand. The time duration of 1.25s
was chosen because of two reasons. From an application point of view, the shorter the
required observation time of a target, the better. However, to obtain a good charac-
terization of the human gait signature, it is desirable to have at least one full cycle of
the periodic human gait movement included in each spectrogram. The cycle duration
typically is approximately 1 second for normal walking. In order to have a small mar-
gin, we settled on a value of 1.25s. The number of frequency bins used is 128, equal to
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3.3. Data sources and materials

the number of FFT-coefficients. The overlap between the integration intervals was then
adjusted to compromise, settling at 90%. For the human eye, overlap values of 95%-98%
would have been preferable but this would have led to spectrograms at least twice the
size and correspondingly increased computational cost.

The spectrograms were in logarithmic scale and these values were then used as
linear/gray-scale values. After splitting the data in training and test sets, the spec-
trogram images were normalized pixel-wise to obtain zero-centered data which is highly
advised for data presented to neural networks [41].

3.3.3 Datasets

As mentioned in section 3.2 four different datasets were used whose properties are sum-
marized in table 3.1. Dataset A was acquired by measuring 17 different people engaged
in the activities of walking and running. The test subjects varied in age from 20 to 47
years and included 15 males and two females. These measurements were acquired at
the parking lot behind the Thales office in Delft at the 25th and 26th of October 2015.
Furthermore, targets without human gait were observed in the city of Delft, including
objects such as cars, trucks, cyclists, and birds and rustling tree leaves.

Set Classes Training samples Test samples Remarks

A (experimental)

Inbound walking 2255 751 15 males, 2 females
Inbound running 581 194 Age 25 - 47

Outbound walking 2211 738 Spectrogram size:
Outbound running 547 183 64× 192

Non-gait 2495 832

B (experimental)
Walking 4466 1489 15 males, 2 females
Running 1128 377 Age 25 - 47
Non-gait 2495 832 Size: 128× 192

C (synthetic)

Non-gait 1800 450 2000 simulated persons
1 human gait 1800 450 Height(m): 1.65 - 1.95
2 human gaits 1800 450 RF(GHz): 2.4, 3, 5, 7 & 10
3 human gaits 1800 450 SNR(dB): 0, 5, 15, 25
4 human gaits 1800 450 Size: 128× 192
5 human gaits 1800 450

D (experimental)

Non-gait 1729 1506 25 males, 4 females
1 human gait 8510 1379 Age 18 - 47
2 human gaits 3504 1448 Size: 128× 192
3 human gaits 3837 1443

Table 3.1: Datasets.

Set A had five classes: inbound walking, inbound running, outbound walking, out-
bound running and non-human gait/other. This dataset used only the relevant half of
the spectrogram dependent on the direction of the target in order to decrease the com-
putational complexity without decreasing frequency resolution. This effectively halved
the computational load.
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3. Research design

Dataset B consists of the same measurement data as set A, but it used the normal
spectrograms and the direction of movement was not used as a variable. Dataset B
therefore had three classes: walking, running and non-human gait/other.

Dataset C consists of simulated data, based on the Boulic-Thalmann model as dis-
cussed in section 2.3.1. A dataset containing 2000 examples of single walking persons
varying in height between 1.65m and 1.95m was built. The simulated subjects walked
both inbound and outbound with respect to a simulated CW radar positioned at 1m in
height. The start phase of the gait cycle of the subjects was varied according to a uni-
form distribution to ensure sufficient variance in the data. A class representing absence
of human gait was obtained by using complex white Gaussian noise as radar signal. Mul-
tiple instances of randomly selected simulated radar returns with single human gait were
added together, before the creation of the spectrograms, to provide classes of multiple
gaits. Set C contained 6 classes: 0 through 5 simultaneous instances of human gait.
Datasets have been produced at radar frequencies of 2.4, 3, 5, 7 and 10 GHz and SNR
levels of 0, 5, 15 and 25 dB respectively. The SNR was determined by the average power
of the IQ-signal and subsequently adding complex white Gaussian noise.

Dataset D consists of measured data of single and multiple human gaits or non-gait
targets. Measurements were made of 12 new different test subjects who engaged in
walking either alone or in groups of two or three people. The test subjects varied in age
from 18 to 25 years and included 10 males and two females. These measurements were
acquired at the parking lot behind the Thales office in Delft at the 29th of February
2016 and the 11th of March 2016. The subjects were instructed to walk back and forth
in a straight line between two designated points, approximately 5 and 35 meters away
from the radar. The subjects were walking side by side when walking in groups and
their relative positions were varied. The radar had near frontal view. Note that parts of
the measurement data on which sets A & B were based, were reused for set D.

3.3.4 Software & Hardware

All the neural networks were implemented using the Theano framework [42], an extensive
Python library which compiles the Python code to C++ or GPU code. The experiments
during phase 1 were performed using a NVIDIA Tesla C2075 GPU. From phase 2 and
onwards, the add-on library Lasagne [43] which builds upon Theano was used for imple-
menting the networks. The GPU was replaced by a NVIDIA GTX 980 Ti GPU which
more than doubled available computing power. After a few months, the 980 Ti suffered
an hardware failure and was replaced by the slightly faster NVIDIA GTX Titan X GPU.
All other processing was done using MATLAB. The toolbox PRTools [44] was used for
the PCA-based 3-NN classification of the data.
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4

Results

The results of this chapter are structured according to the three phases as outlined in
section 3.2. Each section of this chapter will introduce its contents in more detail.

4.1 Phase I: Network Architecture Selection

The first phase consists of investigating three types of neural network architectures:
the MLP, the AE and CNN, and to determine which architecture is the most suitable
for classifying human gait using spectrograms. For the MLP and AE architectures,
the influence of both the depth and width of the networks were investigated, whereas
for the CNN only depth was considered. The classification problem is to distinguish
running from walking and non-human gait by using dataset A. First, the various network
configurations and hyperparameter settings used are described and argued in section
4.1.1. The results of the MLP, AE and CNN are shown and discussed in sections 4.1.2
to 4.1.4. The various results are compared and conclusions are drawn in section 4.1.5.

4.1.1 Network design & configuration

For each architecture, the depth of the networks was varied between 1 to 3 hidden
layers of equal width. The width or numbers of neurons per layer ranged from 500 to
5000. These numbers were heuristically chosen to be maximally less than half the input
size of the data which equals 64 × 192 = 12288 units, as dataset A was used for these
experiments. Table 4.1 shows the various configurations tested for the MLP and AE
architectures. For the CNNs, a convolutional layer with filter size 5 × 5 followed by a
2×2 maxpooling layer were considered as one hidden layer, and at the end of each CNN
a fully connected hidden layer of 500 neurons was used. Table 4.2 shows the various CNN
configurations. As is commonly done in literature, the number of filter maps per layer
increased with depth and was heuristically determined to keep the computational budget
approximately constant across layers. The filter size was heuristically determined to be
5 × 5 by considering the size of typical features in the spectrogram, such as the curves
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4. Results

due to the contribution of the legs which are only a few pixels thick, and the amount of
data available. The ’valid’ convolution was used (see section 2.1.3 for details).

Network Number of layers Number of neurons Number of parameters

MLP(AE)-1-500

1

500 6.1M
MLP(AE)-1-1000 1000 12.3M
MLP(AE)-1-2000 2000 24.6M
MLP(AE)-1-5000 5000 61.5M

MLP(AE)-2-500

2

500 6.4M
MLP(AE)-2-1000 1000 13.3M
MLP(AE)-2-2000 2000 28.6M
MLP(AE)-2-5000 5000 86.5M

MLP(AE)-3-500

3

500 6.6M
MLP(AE)-3-1000 1000 14.3M
MLP(AE)-3-2000 2000 32.6M
MLP(AE)-3-5000 5000 111.5M

Table 4.1: Configurations of MLP and AE architectures.

Network Number of layers Number of filters Filter size Number of parameters

CNN-1 1 [20] 5×5 27.0M
CNN-2 2 [20,40] 5×5 14.0M
CNN-3 3 [20,40,80] 5×5 4.0M

Table 4.2: Configurations of CNN architectures.

The weights of all networks were initialized using Glorot uniform initialization [45],
where the weights are sampled from a uniform distribution with zero mean and the
minimum and maximum values are scaled depending on the number of incoming and
outgoing activations, which is determined per layer. The hyperbolic tangent was used as
the activation function. For the classification, the categorical cross entropy cost function
was used, while the MSE cost function was used for the pretraining phase of the AE. The
standard stochastic gradient descent (SGD) has been used to train the networks with a
learning rate of λ = 0.01 which was the highest learning rate found by trial-and-error
to have the networks converge. In case of the AE, the pretraining was also performed
using a learning rate of λ = 0.01.

The pretraining was performed for 10 epochs, while normal training in all cases was
performed for 100 epochs. It was observed that the value of the cost function in the
pretraining phase was decreased very quickly using only a handful number of epochs and
then the cost quickly stabilized and did not significantly decrease anymore, hence only
10 epochs were used. Likewise, early experiments indicated that 100 epochs of training
were sufficient to reach the overfitting regime of the networks.

Regularization was applied by penalizing the L2-norm of the weights using a con-
stant α = 1 · 10−4. Though the use of L1 norm regularization was considered, early
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4.1. Phase I: Network Architecture Selection

experiments indicated large increases in computational complexity without offering tan-
gible improvements in classification performance. Therefore, L1 norm regularization was
not used in these experiments. Table 4.3 summarizes the training procedure parameters
which were used for all experiments of phase I.

Optimization algorithm SGD
Learning rate 0.01

Batch size 100
Training epochs 100

Pretraining epochs 10
Initialization Glorot uniform

L2 regularization 1 · 10−4

L1 regularization N/A

Table 4.3: Training procedure parameters of MLP, AE and CNN.

4.1.2 Multi-Layer Perceptron

Figures 4.1a through 4.1c show the training and test error results of the MLPs with
1, 2 and 3 layers respectively. Table 4.4 summarizes the results by showing the best
training error, best test error and worst overfit test error scores of each network. The
best performing networks per number of layers are shown in bold. First, the training
behavior is discussed.

For MLPs with one hidden layer, wider networks converge faster and achieve a lower
training error, though the difference is rather small and diminishes with longer training
duration. With 2 or 3 layers, wider networks train slightly slower and achieve slightly
lower training errors though the differences are becoming negligible. Note that a few of
the deeper and wider MLPs shows some fluctuations in training error compared with
monotonic decrease for the one layer MLP.

In terms of test performance, the width of a single hidden layer MLP does not matter
much: all configurations achieve around 11% best test error and around 14% test error in
the overfitting regime. The deepest MLPs also show very similar best test performances
for different sizes. However, deeper and larger networks clearly exhibit more variance
or less stability in test performance than smaller and shallower networks. The large
peaks in the error of the 2000-neuron and 5000-neuron 3-layer MLPs in figure 4.1c in the
overfitting regime can be attributed to the fact that the networks suddenly misclassified
all the outbound walking examples as inbound walking. Apparently, the class difference
is rather small and a small change during the last training epoch led to a hugely different
output, demonstrating a highly undesirable lack of stability.

In figure 4.1d the results of the best performing MLP for each number of layers,
determined by their lowest test error, is shown in order to compare the influence of
the number of layers more easily. The networks achieve very similar test performance,
however deeper MLPs take longer to train and the 3-layer MLP clearly is rather unstable.
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4. Results

Apparently for dataset A the depth and width of the MLP do not matter much in the
ranges tested except for stability. This makes the smaller and less deep networks the
best options, as they perform just as well while having lower computational cost and
better stability.

Network Best train error (%) Best test error (%) Worst overfit error (%)

MLP1-500 1.8 11.9 15.3
MLP1-1000 1.7 12.0 15.1
MLP1-2000 1.6 12.5 15.3
MLP1-5000 1.4 12.3 15.4

MLP2-500 1.4 11.6 15.4
MLP2-1000 1.4 11.5 16.2
MLP2-2000 1.3 12.9 15.5
MLP2-5000 1.2 13.0 16.1

MLP3-500 1.2 11.3 15.5
MLP3-1000 1.2 12.6 15.2
MLP3-2000 1.2 11.7 23.7
MLP3-5000 1.1 13.5 28.0

Table 4.4: Performance of MLPs set A.
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4.1. Phase I: Network Architecture Selection
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(a) MLP with 1 hidden layer.
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(b) MLP with 2 hidden layers.
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(c) MLP with 3 hidden layers.
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(d) Best MLPs per layer.

Figure 4.1: Performance of MLPs set A.
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4. Results

4.1.3 AutoEncoder

Figures 4.2a through 4.2c show the training and test error results of the AEs with 1, 2
and 3 layers respectively. Table 4.5 summarizes the results by showing the best training
error, best test error and worst overfit test error of each network. The best performing
networks per number of layers are shown in bold.

In terms of training performance, the AE with one layer and 5000 neurons learned the
quickest and best, whereas the smaller single layer AEs all exhibit very similar training
behavior and final training error, which was slightly less than the 5000-node AE. For the
AE with 2 or 3 layers the relationship between network size and training performance
becomes less clear. For the 2-layer network the larger networks obtained lower training
error in the end, but the 5000-node network achieved this quickly whereas the 2000-node
network only caught up much later. For the 3-layer network smaller networks suddenly
achieved lower training error and they did this also more quickly than the wider networks.
However the training error decreased much slower in the 3-layer networks compared with
the less deep networks although in the end very similar performance was achieved.

The test performance of the AE for various configurations did show a few clear trends.
The smaller networks achieved lower best test errors, while the larger networks showed
large variability in performance. Test performance in the overfitting regime bears no
clear relationship with width of the network and is very similar across all the networks,
hovering around 15%. The 3-layer AEs show slightly better performance in this respect,
when considering figure 4.2c and ignoring a few peaks which skew the results presented
in table 4.5 for the two largest networks. In figure 4.2d the results of the best performing
AE for each number of layers, determined by their lowest test error, is shown in order
to compare the influence of the number of layers more easily.

Network Best train error (%) Best test error (%) Worst overfit error (%)

AE1-500 2.6 10.3 15.7
AE1-1000 2.4 10.0 14.9
AE1-2000 2.3 11.4 15.0
AE1-5000 1.9 12.0 15.3

AE2-500 2.3 10.6 15.5
AE2-1000 2.2 10.6 15.8
AE2-2000 2.2 11.3 15.2
AE2-5000 1.6 13.1 15.5

AE3-500 2.0 10.7 15.3
AE3-1000 2.3 10.6 13.9
AE3-2000 2.6 12.0 23.2
AE3-5000 2.1 11.3 19.7

Table 4.5: Performance of AEs set A.
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4.1. Phase I: Network Architecture Selection
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(a) AE with 1 hidden layer.
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(b) AE with 2 hidden layers.
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(c) AE with 3 hidden layers.
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(d) Best AEs per layer.

Figure 4.2: Performance of AEs set A.
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4. Results

4.1.4 Convolutional Neural Networks

The results of the convolutional neural networks are shown in figure 4.3a. The CNNs
needed more training for optimal performance and hence were trained for 500 epochs.
The results are shown in figure 4.3b. Table 4.6 summarizes the results by showing
the best training error, best test error and worst overfit test error of each network.
As suspected, there was a large gain in performance possible by training the networks
longer. Deeper networks take longer to train to reach their optimal training error. Two
very important observations can be made: the 2-layer and 3-layer networks achieve lower
optimal test error, 7.1% and 6.9% respectively versus 8.8% of the single layer CNN, and
also clearly suffer less from overfitting than the 1-layer network. The 3-layer network
achieves both lowest test error and shows the most resilience against overfitting. Though
the deeper networks do show some more variance in test performance than the 1-layer
CNN, this variance is quite small.
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(a) 100 training epochs.
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(b) 500 training epochs.

Figure 4.3: Performance of CNNs set A.

Network Best train error (%) Best test error (%) Worst overfit error (%)

CNN-1 1.2 8.8 11.6
CNN-2 1.2 7.1 9.4
CNN-3 1.5 6.9 8.7

Table 4.6: Performance of CNNs set A.
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4.1. Phase I: Network Architecture Selection

4.1.5 Conclusions

To select the best architecture, the best performing network for each architecture were
compared in table 4.7. The CNN clearly outperformed the MLP and AE at both best test
error and worst overfit error, whereas the MLP achieved the lowest training error. The
superior performance of the CNN comes at the price of strongly increased training time
and computational cost, however the number of trainable parameters is actually much
less than the other architectures. The results clearly indicate that the CNN architecture
is a better architecture than the MLP and AE architectures for our classification problem.

Network Best train error (%) Best test error (%) Worst overfit error (%) Number of parameters

MLP3-500 1.2 11.3 15.5 6.6M
AE1-1000 2.4 10.0 14.9 12.3M
CNN-3 1.5 6.9 8.7 4.0M

Table 4.7: Performance best networks per architecture.

We conclude that the answer to research question (1) (section 3.1, page 21) is the CNN.
Our results agree with the consensus in literature, where CNNs have been dominant in
many computer vision benchmarks [1] since the landmark publication of [4]. Note that
these results were obtained on spectrograms of size 64 × 192, while preferably larger
spectrograms of size 128 × 192 will be used for further work. This would double the
already large number of parameters for the MLP and AE. The CNN architecture is due
to its parameter sharing much more scalable to larger inputs. Based on these results and
considerations, the CNN is selected as the basic architecture to use for the remainder of
this thesis.

The influence of the depth and width of the network depends on the type of archi-
tecture. For the MLP, adding more layers and more neurons did not have any benefit
for performance, while making the network somewhat unstable and increasing the com-
putational cost. For the AE, the influence seems mixed. Generally, the smaller AEs are
slightly superior to the larger ones though this advantage is small and decreases with
depth. Remarkably, the 3-layer AEs seem somewhat more resilient to overfitting than
the smaller networks. As with the MLP, larger and deeper AEs become less stable but
this effect is not as strong as with the MLPs. For the CNN, the effect of depth is clear.
Deeper CNNs perform better than shallow ones, though the extra benefit of the third
layer is much less than that of the second layer.

To summarize:

• MLP: increasing depth and width leads to less stability without significant effect
on test performance.
• AE: smaller networks perform slightly better, deeper networks suffer less from

overfitting.
• CNN: deeper networks perform better.
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4. Results

4.2 Phase II: Deep CNNs applied to synthetic data

In this phase, a deep CNN was designed based on literature, the results of section 4.1,
and new experiments using the walking versus running versus non-gait classification
scenario. In this case, the full-size spectrograms of dataset B were used and the results
are described in section 4.2.1. This resulted in a network design denoted as DCNN-1
which was then applied to dataset C, containing synthetic data of multiple human gaits,
to investigate whether the new classification problem of distinguishing the number of
human gaits could be effectively solved. In section 4.2.2 the DCNN-1 is tested on data
based on various radar frequencies and SNR levels, to investigate the versatility and
noise robustness of the network. The effect of training dataset size was investigated in
section 4.2.3, and transfer learning was investigated in 4.2.4. The network’s behavior is
visualized in section 4.2.5 and conclusions are presented in section 4.2.6.

4.2.1 Network design & configuration

Various CNN configurations were considered which differ in the number of convolutional
layers using filter size 5 × 5 and 2 × 2 maxpooling layers. Table 4.8 lists the various
configurations. One reason for these configurations was to investigate whether even
deeper networks could be beneficial. In section 4.1.4 the three-layer CNN outperformed
the shallower CNNs, but the advantage of the third layer over the second layer was
much less than that of the second layer over the first. The reason for having two or
more convolutional layers in direct succession before applying pooling, as is used in
some configurations, is to create more powerful, composite features before the spatial
resolution is reduced. Because of the reduction in size of the data traversing the networks
due to both pooling and valid convolutions, no more than four pooling layers could be
used.

All CNNs had the following properties in common:

• Activation function: Rectified Linear Unit
• Training algorithm: SGD with 0.9 Nesterov momentum
• Two fully-connected layers of 500 and 100 units respectively using Dropout (p=0.5)

Network Nr. layers Nr. of parameters

CNN-A2 [Conv(32) P]*2 FC FC Softmax 21.0M
CNN-A3 [Conv(32) P]*3 FC FC Softmax 4.0M
CNN-A4 [Conv(32) P]*4 FC FC Softmax 0.7M
CNN-A22 [Conv(32)*2 P]*2 FC FC Softmax 17.7M
CNN-A32 [Conv(32)*2 P]*3 FC FC Softmax 2.7M
CNN-A34 [Conv(32)*4 P] [Conv(64)*2 P]*2 FC FC Softmax 4.6M

Table 4.8: Configurations of deep CNN architectures. Numbers in parentheses indicate number of filters
for each convolutional layer.
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4.2. Phase II: Deep CNNs applied to synthetic data

Optimization algorithm SGD + Nesterov momentum (0.9)
Learning rate 1 · 10−2

Batch size 100
Training epochs 25

Initialization Glorot uniform
L2 regularization 1 · 10−5

L1 regularization N/A

Table 4.9: Training procedure parameters of deep CNNs for set B.

The various CNNs were all tested on dataset B, the training procedure parameters
for this experiment are shown in table 4.9. From figure 4.4 it is clear that the different
configurations all perform very well and train very quickly. Apparently, the classification
problem of set B was not hard enough to distinguish between the various networks.
Interestingly, the training error was higher than the test error in this experiment and
this was due to the use of Dropout. An important result from this experiment was that
even the very deep network employing more than 10 layers could successfully be trained.
The deepest CNN has only 4.6M trainable parameters despite the deepest convolutional
layers having a higher number of filters, while a MLP with a single hidden layer of 500
neurons would have more than 12M parameters. Note that the bulk of the parameters
of a CNN are those of the first fully connected layer. Since our interest in especially deep
networks, the network configuration called CNN-A34 was selected for further use as it
has the most trainable nonlinear layers. The selected network is referred to as DCNN-1
in the remainder of this thesis.
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(a) CNNs A-2, A-3 and A-4.
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Figure 4.4: Performance various CNN configurations on set B.
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4. Results

4.2.2 Multiple human gaits: synthetic case

The DCNN-1 was tested on a harder 6-class problem of dataset C, which contains single
and multiple simultaneous instances of simulated human gait, and a non-gait class.
Table 4.10 shows the training procedure parameters for this experiment. The learning
rate had to be lowered significantly to 1 · 10−4 and the number of training epochs had
to be increased significantly compared with the experiment of section 4.2.1. The results
are shown in figure 4.5 and the confusion matrix of the best test result is shown in
table 4.11. From the confusion matrix it can be concluded that the DCNN-1 is able to
achieve a very high accuracy of 96.6%, with the non-gait class and single gait class being
classified perfectly. The classes of four and five simultaneous gaits were much harder,
still the DCNN-1 obtained more than 83% accuracy for these classes and the number of
predicted gaits was never off by more than one.

Optimization algorithm SGD + Nesterov momentum (0.9)
Learning rate 1 · 10−4

Training epochs 500
Initialization Glorot uniform

L2 regularization 1 · 10−5

L1 regularization N/A

Table 4.10: Training procedure parameters of DCNN-1 for set C.

Number of training epochs
0 50 100 150 200 250 300 350 400 450 500

E
rr

or
 (

%
)

0

10

20

30

40

50

60

70

80

Train error DCNN-1
Test error DCNN-1

Figure 4.5: Performance of DCNN-1 dataset C (RF = 10 GHz, SNR = 25 dB).

Next, the noise robustness of the DCNN-1 was tested and it was investigated whether
the network would work on data based on lower radar frequencies. In dataset C, the
difference between lower and higher radar frequencies manifests itself as a vertical scal-
ing of the human gait signature. The signatures differ quantitatively as the Doppler
frequencies are diminished proportionally with the relative decrease in carrier frequency
(see (2.17)). The results are summarized in table 4.12. As expected, the classification
performance diminished with lower SNR levels and lower radar frequencies, but in all
cases high to very high accuracies were obtained. The difference between the 25dB and
15dB scenarios (intergroup) is smaller than the variance in best results between models
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4.2. Phase II: Deep CNNs applied to synthetic data

Target class
C0 C1 C2 C3 C4 C5

O
u

tp
u

t
cl

as
s C0 450 0 0 0 0 0

C1 0 450 2 0 0 0
C2 0 0 446 5 0 0
C3 0 0 2 434 10 0
C4 0 0 0 11 416 32
C5 0 0 0 0 24 418

Table 4.11: Confusion matrix DCNN-1 dataset C (RF = 10 GHz, SNR = 25 dB).

(intragroup) with the same SNR level. Performances start deteriorating in correspon-
dence with the SNR level not larger than 5dB. The pattern of the errors did not change,
almost all of the extra errors in lower SNR scenarios arose in the three, four or five-gaits
classes.

To put these results into perspective, a 3-nearest neighbor classifier has been applied
to the same datasets. Principal components analysis (PCA) was used to reduce the
number of features from 24576 (the number of pixels) to 10 features which accounted for
about 85% of the variance in the data. The results of the 3-NN classification are shown
in table 4.13. The performance of the 3-NN varied from good to mediocre, and generally
was successful at the non-gait, single gait and two-gaits classes while performing quite
poorly at the three to five-gaits classes which were often confused with one another.
See table 4.14 for the confusion matrix. Generally, the confusion patterns are similar to
that of the DCNN-1, but especially for the three-gaits and four-gaits classes the 3-NN
has much more errors, and the predicted number of gaits sometimes is two off from the
correct number. These results suggest that the classification problem of dataset C is
indeed quite hard and the DCNN-1 strongly outperformed the 3-NN in all scenarios.

[%] SNR (dB)
25 15 5 0

R
F

(G
H

z)

10 96.1 96.0 91.0 86.1
7 92.9 91.8 88.8 84.5
5 91.8 91.7 86.4 82.7
3 86.9 87.1 86.0 83.5

2.4 84.9 85.7 81.3 78.2

Table 4.12: Accuracy DCNN-1 dataset C for var-
ious RF and SNR.

[%] SNR (dB)
25 15 5 0

R
F

(G
H

z)

10 83.8 80.6 74.9 65.2
7 67.3 67.1 69.8 58.5
5 56.9 59.7 61.6 59.3
3 57.7 58.3 54.7 50.5

2.4 52.1 52.9 53.1 49.2

Table 4.13: Accuracy 3-NN dataset C for various
RF and SNR.
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4. Results

Target class
C0 C1 C2 C3 C4 C5

O
u

tp
u

t
cl

a
ss

C0 450 0 0 0 0 0
C1 0 437 8 0 0 0
C2 0 13 407 57 2 0
C3 0 0 34 315 105 12
C4 0 0 0 74 233 104
C5 0 0 0 4 110 334

Table 4.14: Confusion matrix 3-NN dataset C (RF = 10 GHz, SNR = 25 dB).

4.2.3 Training set size

In machine learning applications, the amount of available training data is of crucial
importance. For the 10 GHz and 25 dB SNR subset of set C it was investigated how the
performance of the DCNN depends on the training set size. The results are shown in
figure 4.6 for the cases where 3, 10, 20, 30, 40 or 100% of the data is used (100% equals
1800 examples, see table 3.1). The results strongly indicate more training data leads to
significantly better train and test performance. Note that the slower training in cases of
smaller training sets can be largely attributed to the the correspondingly lower number
of parameter updates.
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(a) Training set sizes: 3%, 10%, 20% and 100%.
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(b) Training set sizes: 30%, 40% and 100%.

Figure 4.6: Effect of training data size DCNN-1 on dataset C (RF = 10 GHz, SNR = 25 dB).

4.2.4 Transfer learning

A possible remedy for the problem of little training data while using complex models
such as the DCNN-1, is by making use of transfer learning. In transfer learning, models
trained on some task are used as pretrained models for a new task. Here we investigated
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4.2. Phase II: Deep CNNs applied to synthetic data

whether transfer learning can be used. A few different scenarios were considered, with
the source task and target task of the model being relatively similar or dissimilar, and
using all or little training data in the second training or fine-tuning stage. Table 4.15
shows the tested configurations and figure 4.7 shows the results.

It can be concluded that the transfer learning was very successful in both scenarios.
In case of the 10 GHz source task, the tasks differ only in the SNR level so good results
are to be expected. After only a few epochs, the pretrained model reached its top
performance, which was significantly better than the model trained from scratch for
all training set sizes considered (compare with figure 4.6a). In fact, the pretrained
model using 100% of the training data in its fine-tuning stage achieved a best accuracy
of 97.4% surpassing the best result achieved without pretraining or transfer learning,
shown in figure 4.5. This indicates that with more training data even better results can
be achieved.

Transfer learning based on the 2.4 GHz source task was also very successful. The
training was accelerated enormously and test performance for the smallest training set
size was better compared with the model trained from scratch with the same data. The
models trained with 10% or 100% of the training set size during fine-tuning performed
on par with their counterparts without transfer learning.

Source Target Training set size fine-tuning (%)

2.4 GHz 0 dB 10 GHz 25 dB
3
10
100

10 GHz 15 dB 10 GHz 25 dB
3
10
100

Table 4.15: Transfer learning scenarios DCNN-1.

4.2.5 Visualization of the DCNN

Neural networks are notorious for being black box models where it is hard to gain insight
in what they have actually learned. A common method in analyzing CNNs is to plot
the filter weights or the activations of the various intermediate layers. A more advanced
visualization method has been devised by Springenberg et al. [46] which produces a so-
called saliency map. By using the gradients backwards through the network, the pixels
of the input image that have a large influence on the classification result are identified.
The pixels that by a small variation of their value would lead to large differences in
classification get high values, whereas pixels that have little influence on the result when
varied get low values. An example spectrogram of four human gaits and its associated
saliency map are shown in figures 4.8a and 4.8b respectively. These figures also nicely
illustrate the capability of the DCNN-1. At first glance, it seems only three gaits are
present in this spectrogram but a close inspection reveals that the outer envelope of the
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4. Results
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(a) Source: set C 2.4GHz 0dB.
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(b) Source: set C 10GHz 15dB.

Figure 4.7: Transfer learning DCNN-1 dataset C (RF = 10 GHz, SNR = 25 dB).

signature in the left-center is slightly wider or broader than the outer envelopes on the
right of it. This curve thus represents two gaits which are near-perfectly synchronized
in phase. The DCNN-1 classified this spectrogram correctly.

Time [s]
0 0.2 0.4 0.6 0.8 1 1.2

V
el

oc
ity

 [m
/s

]

-15

-10

-5

0

5

10

(a) Spectrogram.
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(b) Saliency map.

Figure 4.8: Spectrogram and associated saliency map by DCNN-1 of four simulated human gaits (RF =
10 GHz, SNR = 25 dB). Colorbar identical to figure 3.4 for the spectrogram and colorbar ranges [0, 0.1]
for the saliency map.

The saliency map shows that a small frequency band is of crucial importance for
the classification, especially the region where the contribution of the legs and feet of
the human gait signature is located. This is a rather intuitive result. The human gait
signature is confined to the low-frequency region of the micro-Doppler spectrum, thus the
presence of high frequency components is indicative of a non-human gait instance. To
distinguish between the different numbers of instances of human gait, the contribution
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4.2. Phase II: Deep CNNs applied to synthetic data

of the legs is very important while the contribution of the torso is of limited significance.
This makes sense since the torso contribution is extremely similar for all the human gait
classes and hence of little discriminatory value. As primarily the contributions of the
legs are used for the classification, it becomes clear that the difference in gait cycle phase
between persons walking together is crucial for correct classification. If multiple persons
move similarly at the exact same time, the leg contributions will also overlap exactly
and there will be no clear visual difference in the spectrograms.

4.2.6 Conclusions

The results of this phase clearly demonstrated that it is possible to design and train a
deep convolutional neural network for the classification of model based human gait suc-
cesfully. We provide preliminary conclusions to the research questions stated in section
3.1.
With regard to research question (2) about the influence of depth and width of the
network:

• Many CNN models performed very similar and successfully on set B. Since the
models varied strongly in depth and number of parameters, we conclude that the
CNN architecture is quite robust and not very sensitive to these differences using
this dataset.

With regard to the influence of hyperparameters (research question (3)):

• The learning rate had to be significantly reduced when applying the DCNN-1 to
set C. The appropriate learning rate is thus (unfortunately) both model and data-
dependent.
• Dropout proved to be an excellent and indispensable regularizer, strongly reducing

overfitting and test errors invariably stabilized in the overfitting regime instead of
increasing.

With regard to research question (4):

• The DCNN-1 was shown to achieve high accuracy in distinguishing the number of
human gaits. The performance decreased as expected with lower SNR levels and
lower radar frequencies, but even in the worst case 78% accuracy was achieved.
The DCNN-1 was thus quite robust to noise. It must be noted that the classes of
three or more gaits were much harder for the model and were the most affected by
the misclassifications.
• The amount of training data is indeed crucial for performance, but transfer learn-

ing can be used to obtain dramatically increased training speed and on par or
better test performance compared with models trained from scratch in case of
little training data.
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4. Results

• The visualization of the network’s behavior demonstrated that the network learned
intuitive features and made clear that the contribution of the legs of the gait sig-
nature was crucial in classifying between different numbers of simultaneous human
gaits.
• The network needed a lot of training time, generally about 12 hours for most

experiments on a single high-end GPU. The computational complexity of training
is thus quite high. However, testing the network with a single example takes less
than a millisecond on the hardware used, which means that real-time application
of the DCNN-1 should be possible for many practical radar systems except for the
very low-cost / low-power systems.

With regard to research question (5):

• The DCNN-1 proved to be clearly superior to the 3-NN classifier in all considered
scenarios.

The DCNN-1 was thus very successful in distinguishing the number of human gaits.
However, these results were obtained on model data and though variability in the spec-
trograms is obtained by varying the height of the modeled persons, the spectrograms are
always very similar. In real life scenarios, the spectrograms of human gait are expected
to be much more varied due to clutter, noise, multipath effects, and especially personal
variations in gait, effects of clothing, and possibly obstructed view of body parts. In
the next section, whether the DCNN can distinguish the number of human gaits using
measurement data is investigated.
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4.3. Phase III: DCNN applied to measured multiple human gaits

4.3 Phase III: DCNN applied to measured multiple
human gaits

In this phase, the ability of the DCNN to distinguish the number of human gaits was
validated using the experimental data of set D. Some small improvements on the DCNN-
1 architecture were considered as well: a data augmentation method, a regularization
method by injecting noise at the input of the network, a better weight initialization
strategy, and more advanced training algorithms. Their effects were investigated in
section 4.3.1 and this resulted in a final updated network design denoted DCNN-2 which
was used in all subsequent experiments. In section 4.3.2 the effect of training data size
was investigated and in section 4.3.3 we investigated the effect of pretraining DCNN-
2 using dataset C (synthetic data) before applying it to the measured dataset D. The
effect of combining predictions and a rejection option in the classifier in order to enhance
the performance were investigated in section 4.3.4. The network’s behavior is visualized
in section 4.3.5 and conclusions are given in section 4.3.6.

4.3.1 Network design & configuration

First, the DCNN-1 was tested on dataset D. The results are shown in figure 4.9 and
table 4.16. The DCNN-1 obtained an accuracy of 85.9% and could easily distinguish
the non-gait from the gait classes. The single gait class was classified very well, but the
two-gaits class appeared to be rather difficult for the network, overlapping significantly
with both the single gait and the triple-gait class.
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Figure 4.9: Performance DCNN-1 set D.

A common method to improve neural network models is to artificially enlarge the
training dataset which is called data augmentation. Common data augmentation meth-
ods include rotations, scaling, translations and elastic deformations. For natural images,
the meaning is invariant to these operations, e.g. a cat is still a cat when present at
different positions in the image or somewhat stretched etc. For spectrograms, the posi-
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4. Results

Target class
Non-gait 1 gait 2 gaits 3 gaits

O
u

tp
u

t
cl

as
s Non-gait 1495 0 0 1

1 gait 3 1348 209 13

2 gaits 1 29 906 222

3 gaits 7 0 328 1185

Table 4.16: Confusion matrix DCNN-1 dataset D.

tion of features actually encode properties of the target, thus these methods cannot be
applied. However, horizontal translations of the entire spectrogram would correspond
to a shift in time, but not qualitatively change the meaning of the spectrogram. There-
fore, a custom layer was implemented in Lasagne which shifted and wrapped around the
spectrograms along the time dimension a random number of pixels, an operation equal
to the ’circshift’ operation in MATLAB, during training. This way, the network should
learn even more time-translation invariance. The results are shown in figure 4.10. The
effect of the horizontal translation is generally a small drop in test performance, while
not appreciably impacting the training dynamics. The spectrograms are generally not
perfectly periodic and the translations resulted in many cases in a sort of phase jumps in
the gait cycle, see figure 4.11 for an illustration. The resulting images cannot naturally
occur in the test set, so the network might have wasted its capacity on learning features
that are by definition not realistic.
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Figure 4.10: Performance DCNN-1 set D with ’circshift’ data augmentation layer.

Injecting noise at the inputs of the network is a common regularization strategy. A
layer adding zero-mean Gaussian noise to the input data was added to the network. The
results are shown in figure 4.12. The noise injection resulted in very small improvements
in test performance. The magnitude of the injected noise does not make much difference,
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4.3. Phase III: DCNN applied to measured multiple human gaits
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(a) Spectrogram of single human gait.
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(b) Horizontally translated spectrogram of single gait ex-
hibiting gait phase jump.

Figure 4.11: Spectrograms of single human gait with and without horizontal translation. Color bars
identical to figure 3.4.

except for the highest noise level where the noise injection lead to much slower training,
but comparable test performance.
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(a) Training scores.
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(b) Test scores.

Figure 4.12: Performance DCNN-1 with noise injection.

The initialization of the network weights is of crucial importance, as suboptimal
initialization can lead to divergence of the network or significantly lower performance.
Glorot uniform distribution initialization (which has been used in all experiments hith-
erto) was compared with the He Gaussian distribution initialization [47]. The latter
initialization has incorporated an extra scaling which is specifically derived for the ReLU
activation function, while the Glorot initialization was based on an analysis assuming
identity functions. The results are shown in figure 4.13. The He Gaussian initialization
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4. Results

achieved a slightly better test error than the Glorot uniform initialization, while training
a bit slower.
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Figure 4.13: Performance DCNN-1 with Glorot uniform or He Gaussian weight initialization set D.

The following optimizers (training algorithms) were compared: SGD with Nesterov
momentum [13], RMSprop [9], Adam [10] and Adadelta [11]. A learning rate of λ =
1 · 10−4 was used in all cases and the results are shown in figure 4.14. Apparently, the
learning rate was a bit too high for Adadelta to deliver satisfactorily performance. The
best test performance was rather similar for the other considered optimizers, specifically
with Adam and RMSprop both slightly outperforming SGD with Nesterov momentum.
RMSprop showed a bit more variance in test performance than Adam, and it also trained
slightly slower. The difference between Adam and RMSprop is however rather small
while these adaptive learning methods both clearly learn much faster than SGD with
Nesterov momentum.
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Figure 4.14: Performance DCNN-1 using SGD-Nesterov, RMSprop, Adam and Adadelta training algo-
rithms set D.
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4.3. Phase III: DCNN applied to measured multiple human gaits

Considering the above results, the final network design, denoted as DCNN-2, incor-
porated the Gaussian noise injection layer, the He initialization strategy and Adam was
chosen as the training algorithm. This configuration was used for all remaining experi-
ments. Table 4.17 summarizes the training procedure parameters for the DCNN-2. The
results of the DCNN-2 are shown in figure 4.15 and table 4.18. The DCNN-2 achieved
87.0% accuracy and thus outperformed the DCNN-1 though the difference was rather
small. The noise injection increases the computational cost slightly, while the adaptive
training algorithm increases the computational cost per epoch significantly. However,
the accelerated training because of the adaptive algorithm leads to fewer training epochs
and this outweighs the extra computational cost by a large margin. The DCNN-2 can
thus be considered as a small but satisfying improvement over the DCNN-1. The number
of human gaits classification problem was also classified using the 3-NN classifier. The
results are shown in table 4.19. The 3-NN classifier performed very well on the non-gait
and single gait classes, but performed poorly on the two-gaits class and mediocre on the
three-gaits class, supporting the previous observations about the overlap between the
classes. For the 3-NN, the overlap of the two-gaits class with the single gait class was
much larger than for the DCNNs, and also the overlap of the three-gaits class with the
single gait class. This might be caused by the class imbalance in the training set where
the single gait class is much larger than the other classes (see table 3.1).

Optimization algorithm Adam
Learning rate 1 · 10−4

Batch size 10
Training epochs 25 - 50

Initialization He Gaussian
L2 regularization 1 · 10−5

L1 regularization N/A

Table 4.17: Training procedure parameters of DCNN-2.

Target class
Non-gait 1 gait 2 gaits 3 gaits

O
u

tp
u

t
cl

as
s Non-gait 1501 0 0 0

1 gait 3 1337 139 9

2 gaits 2 39 939 185

3 gaits 0 1 368 1227

Table 4.18: Confusion matrix DCNN-2 set D.

Target class
Non-gait 1 gait 2 gaits 3 gaits

O
u

tp
u

t
cl

as
s Non-gait 1501 1 0 0

1 gait 4 1279 560 145

2 gaits 2 78 586 502

3 gaits 1 21 302 786

Table 4.19: Confusion matrix 3-NN set D.

4.3.2 Training data size

The results of DCNN-2 when only using parts of the training data are shown in figure
4.16. For this particular experiment, the large class imbalance in the training set (the
single gait class was two to three times larger than the other classes, see table 3.1 for
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4. Results
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Figure 4.15: Performance of DCNN-1 and DCNN-2 set D.

details) was removed by only using 4000 randomly selected examples of the single human
gait class, and from this lower subtotal varying training set sizes were used. As expected,
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Figure 4.16: Effect of training dataset size DCNN-2 set D.

more data leads to better test performance. Note that the performance of the DCNN-2
using the entire but balanced training set was not significantly affected compared with
the entire, imbalanced training set (compare the 100% result in figure 4.16 and figure
4.15). The slower training using the smaller training sets is due to the lower number of
parameter updates per epoch.

The non-gait class was always classified with high accuracy. The accuracy on the
single gait class decreased significantly for training set sizes 10% and 3%, with a worst
case of 65% accuracy, but was barely affected in the other cases. The accuracy on the
two-gaits class suffered strongly, sometimes dropping to only 40%, whereas the three-
gaits class was classified with more than 75% accuracy for the 3% training set.
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4.3. Phase III: DCNN applied to measured multiple human gaits

4.3.3 Transfer learning

Here we investigated whether training the DCNN-2 on dataset C, the synthetic multiple
human gait data, is helpful for classifying the measurement data of dataset D. Table 4.20
shows the tested configurations and figure 4.17 shows the results. It can be concluded
that pretraining with dataset C resulted in a significantly accelerated training for the
smaller dataset sizes but somewhat less test performance for all configurations, including
for the full training set size. The drop in test performance was generally about 2% -
3% (compare with figure 4.16). The model pretrained on the 0dB SNR source trained
slightly faster than the model pretrained with 25dB SNR data, but the test performance
was identical.

Source Target Training set size finetuning

Set C: 10 GHz 25 dB Set D
3
10
100

Set C: 10 GHz 0 dB Set D
3
10
100

Table 4.20: Transfer learning scenarios DCNN-2.
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(a) Source: set C 10GHz 25dB.
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(b) Source: set C 10GHz 0dB.

Figure 4.17: Transfer learning DCNN-2 for set D by pretraining on set C.

4.3.4 Averaging multiple predictions & rejection option

The results from section 4.3.1 indicated that distinguishing between two and three in-
stances of human gait is rather hard. As noted during the experiments with synthetic
data, this might be due to synchronization of gait phase between the persons. A straight-
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4. Results

forward possible solution is to combine multiple classification results of consecutive mea-
surements in the hope that the synchronization varies somewhat in time. For the combi-
nation of multiple measurements, a number of consecutive measurements were classified
independently and the predictions were then averaged. Figure 4.18a shows the results.

Another option is to implement a rejection option in the classifier which rejects
samples it cannot classify with at least a certain degree of confidence. Both options
were implemented. A sample was rejected when the highest class probability was less
than two times as high as the next highest class probability. Results are shown in figure
4.18b.

Averaging results of multiple samples slightly reduced the variance of the DCNN-2
test performance, but barely improved on the best result obtained. Close inspection
of the misclassifications revealed that the errors were clustered, that is, many of the
misclassified samples were consecutive samples that were usually misclassified to the
exact same class. This explains the lack of improvement by averaging the predictions.

The rejection of low confidence samples resulted generally in a 5% lower test er-
ror. About 10 - 15% of the samples were rejected and the classification accuracy on
rejected samples was about 50%. Of the samples that were not rejected still about 10%
was misclassified, showing that the DCNN-2 could make wrong predictions with high
confidence.
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(a) Performance DCNN-2 averaging multiple samples.
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(b) Performance DCNN-2 averaging multiple samples &
rejecting low-confidence samples.

Figure 4.18: Performance DCNN-2 using multiple predictions and rejection set D.

4.3.5 Visualization of the DCNN

The network behavior is visualized using the saliency map. Figure 4.19 shows an example
spectrogram for each human gait class and its associated saliency map. The spectrograms
show how complex and varied the human gait signature can be compared with the model
data (cf. figure 4.8a). Note that the vertical stripes in the spectrograms are caused
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4.3. Phase III: DCNN applied to measured multiple human gaits

by noise and spectral leakage. The appearance of the noise in these spectrograms is
strongly exaggerated due to the normalization of the spectrograms. Despite the noise in
the spectrograms being of similar magnitude as the gait signatures, the DCNN-2 learned
to largely ignore this noise as is apparent from the saliency maps. For the single gait, the
network traces the outer envelope of the gait signature. As was noted in section 4.2.5
with the model data, the contribution of the legs is crucial for the classification. The
plume-like features which are especially noticeable for the two- and three-gaits classes
are intuitively good indicators of the true class and the network has learned this. Note
that the contribution of the torso to the signature, which is widely used as feature in
human gait classification, is not very important for the DCNN-2. This makes sense,
since the torso contribution is very similar for all human gait classes and hence is not
distinctive.
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(a) Spectrogram single gait.
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(b) Saliency map single gait.
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(c) Spectrogram two gaits.
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(d) Saliency map two gaits.
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(e) Spectrogram three gaits.
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(f) Saliency map three gaits.

Figure 4.19: Spectrograms and saliency maps of human gait classes by DCNN-2. Colorbar value ranges
[-0.5, 2.5] for these normalized spectrograms and [0, 0.1] for the saliency maps.
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4.3. Phase III: DCNN applied to measured multiple human gaits

4.3.6 Conclusions

In this final phase of the project, the experimental multiple human gait classification
problem was shown to be satisfactorily solved by a deep convolutional neural network,
the DCNN-1 which attained an accuracy of 85%. The upgraded model DCNN-2, by
using a more advanced training algorithm, better weight initialization, regularization
by noise injection at the inputs and especially by combining multiple predictions and
rejecting low-confidence samples, could improve this accuracy to 90%. Generally, the
DCNN-2 could distinguish very well between the absence of human gait, the presence
of one human gait and the presence of two or more human gaits whereas the distinction
between two and three human gaits proved to be quite hard.

With regard to research question (3) about hyperparameters we conclude:

• Data augmentation by random horizontal translations of the spectrograms proved
to be counterproductive, slightly hurting generalization error.

• He Gaussian parameter initialization lead to slightly better generalization error
but also to slightly slower training than the Glorot uniform initialization.

• Regularizing the DCNN-2 by noise injection during training had no or very small
positive effect on generalization error.

• The advanced optimization algorithms Adam and RMSprop both dramatically
increased the training speed while having no or a very small positive effect on gen-
eralization error with respect to SGD with Nesterov momentum. The appropriate
learning rate depends on the training algorithm, as was made clear by the poor
results of Adadelta.

With regard to research question (4):

• Large amounts of training data are crucial for performance.
• Using transfer learning by training the DCNN-2 on synthetic data to alleviate the

need for training data delivered disappointing results. Though pretrained models
trained much faster, their performance was consistently less than models trained
from scratch.

• The visualization of the DCNN-2 by saliency maps showed that the relevant fea-
tures of the signature were intuitively sound.

Finally, with regard to research question (5):

• The DCNN-2 outperformed the 3-NN by a large margin due to its superior per-
formance on the two-gaits and three-gaits classes. These were the most difficult
classes for both classifiers.
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5

Discussion

In chapter 4, the results were presented and some preliminary conclusions were drawn.
A number of results require a more thorough discussion. This discussion is organized
according to the three phases of the research project as outlined in section 3.2. Results
that do not apply to a specific phase of the project are treated separately. The chapter
concludes by discussing some limitations of this work.

Phase I

• The pretraining of the AE results in much slower training and higher training error
but better generalization error compared with the MLP.

Since the MLP and AE are identical during the supervised training stage, the
difference between these two models is solely due to the different initialization. It
is not clear why the training of the AE is slower, though the effect is even more
pronounced for deeper networks. An inappropriate learning rate seems implausible,
considering the good final performance. For the deeper networks, it might be that
the layers learn at different speeds adding to the difficulty of training. These results
do agree with the interpretation of the pretraining as a regularization effect instead
of an optimization effect, similar to as what was found in [19].

• The MLP (and AE) best test performance is worse than that of the CNN while
showing no convergence problems.

This result is actually somewhat unexpected. The large model capacity of the
MLP makes it prone to overfitting but theoretically also enables the best perfor-
mance. Though possibly depending on the radar target, intuitively pixels of the
spectrogram are in general locally much more correlated than globally (as is the
case with natural images). It could be that the fully-connected neurons have more
difficulty in identifying useful features based on the local correlations when at the
same time trying to find global structures. In [48] CNNs outperform MLPs of same
depth and number of parameters strongly as well on CIFAR-10, a dataset of small
natural images. [48] concludes that the convolutional architecture itself is indeed
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5. Discussion

crucial for top performance. A clear explanation for this phenomenon is however
lacking in literature.

• The mixed influence of the size of the network (depth and width) and model capac-
ity.

The rationale of using multiple layers is to obtain more powerful, abstract features.
The test performance of the MLP and AE did not vary much with depth, while the
training error was decreased slightly for deeper MLPs, but was still higher than
zero. Thus a small part of the training data is extremely hard to learn and even
huge increases in model capacity (see table 4.1) cannot be leveraged successfully,
but the overfitting of all the models was very similar. More abstract features are
thus either not helpful on the particular task or the networks failed to learn them.

It is possible that the lack of improvement of adding more hidden neurons is due to
interactions between the neurons. First-order optimization methods (such as SGD
and its many varieties, which have been used exclusively in this study) are known
to fail in scenarios with many interactions between the neurons [49]. Another
possibility is the presence of many more local minima or saddle points in the cost
function for networks with more layers and larger capacity.

For the CNNs, increasing the depth had a clear positive effect. The number of
trainable parameters was decreased strongly, though the model capacity is actu-
ally increased since it grows exponentially with network depth. Capacity is thus
determined both by the number of parameters and the architecture, and in this
case increased capacity is beneficial for performance. Overall, these results indi-
cate that for good performance it is vital to use the available capacity effectively
rather than having much capacity. This is to be achieved trough both network
architecture design and regularization.

Phase II

• The effect of training set size

As expected, more training data leads to better generalization error. Remark-
ably, in case of smaller training set sizes, the training proceeded slowly whereas
quick decrease of training error was expected. This can be partially attributed to
Dropout.

Training while using about 50 examples per class (the 3% set size) proved to be
insufficient to learn the three-gaits and four-gaits classes satisfactorily, whereas
for the other classes both training and generalization error was reasonable. It is
not surprising that the network has the most difficulty learning the intermediate
classes, which likely have the most overlap with other classes. The required amount
of training data can vary strongly for each class, but is in any case rather large.
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Phase III

• The effects of optimization algorithms.

Not surprisingly, the adaptive training algorithms Adam and RMSprop make the
DCNN train much faster than using SGD with Nesterov momentum. However
the generalization error is barely affected. These results imply the rather limited
influence of the learning rate on generalization error, since the effective learning
rate for each parameter can vary dramatically for the adaptive algorithms. This
contrasts with the general consensus in literature which regards the learning rate
as the single most important hyperparameter [2, 41]. Much effort has been spent
at devising automatic tuning of the learning rate such as [50] and the adaptive
algorithms considered in this work [9, 10, 11]. The observed results are thus likely
specific to the dataset, and further research is needed to determine what properties
of data have an effect on the learning of a network.

• The mixed effects of transfer learning.

The initial test error (that is after 1 epoch of training) of the model using 3% of
the training set is over 70%, as indicated in figure 4.17. Initially, all examples are
mapped to the two-gait class. It is unclear why this occurs, but it was observed in
all experiments and thus reflects a systematic effect.

Unfortunately, this result also implies that training the DCNN only on synthetic
data and then directly applying it to experimental data will lead to very poor
results. No literature has been found which describes a similar setting to compare
with. Transfer learning in general has proven to be quite successful and it has
become common to use pretrained networks such as Alexnet [4] and apply it to
related computer vision problems.

Synthetic data that has a low SNR possibly approximates experimental data bet-
ter than model data with high SNR. However, the SNR of the source task did
not have any effect on generalization error. This suggests that for more effective
(pre)training using model data, the human gait model must generate more varied
data.

The DCNN-2 needs relatively few parameter updates to reach good performance
after pretraining by transfer learning, but the final performance is in all cases
slightly worse compared with training the DCNN-2 from scratch. The transfer
learning can be considered as a supervised counterpart to unsupervised pretrain-
ing such as was used with the AE in phase I, or as a special form of initialization.
The effects observed here are opposite to that with the AE, as training speed
and generalization error are increased. This shows that initialization of a neural
network, even in case of normal learning behavior and convergence, can both posi-
tively and negatively affect training speed, training error and generalization error.
These findings support the observation of [2] (p. 301) that initialization remains a
poorly understood aspect of deep learning.
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5. Discussion

The transfer learning in this work was performed by re-initializing the final softmax
classification layer and keeping the rest of the network. Different results might be
obtained by only transferring the convolutional layers of the network and not the
fully-connected layers.

Miscellaneous

• Regularization.

The regularization applied to the various models proved to be reasonably effective,
considering the modest amounts of overfitting observed in the experiments. The
networks of phase I suffered the most overfitting, but these were also regularized
the least.

Regularizing by weight decay (L2-norm) is effective, but it is likely that the optimal
amount depends on the size and position of the layer in the network. This has not
been investigated, however. [2] provides a general analysis of the effects of weight
decay, but determining the optimal weight decay seems to be a matter of trial and
error.

Regularization by L1-norm was not used in this study and its use seems to have
fallen out of favor in modern deep CNN models. Its effect is by inducing sparsity
of weights and hence sparsity of activations. It is known that the ReLU activation
function promotes sparsity of activations as well, so the positive effects of L1-norm
regularization (if any) might be obtained by the use of the ReLU function.

Dropout slowed down the training, explaining the remarkable observation that
training error was often larger than the generalization error during initial stages
of training, but strongly improved the generalization error.

The rather large variance in test performance in the overfitting regime of the DCNN
in the experimental multiple human gait scenario might be specific to the data since
comparable results have not been found in literature, but it demonstrates the need
for more regularization. Improving the network by more regularization is quite
feasible since there are many regularization methods available and only a few of
them have been investigated. Possible methods include batch normalization [51],
clipping of gradients to prevent large parameters updates [52], injecting noise at
the weights [53], at the gradients [54] or at the output targets (label smoothing)
[55].

• Visualization The saliency map visualization technique provided some insight into
the behavior of the DCNN, showing which parts of the spectrograms were generally
important for the classification. However, in the case of wrongly classified samples,
it was not distinctive enough to make clear why the DCNN had difficulty with a
particular sample.
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Limitations of this study.

It is important to note that the results obtained depend on the model parameters, which
can have various interactions, and on the data used. The sheer amount of possible model
configurations makes it unfeasible to exhaustively investigate the possibilities and control
for possible interactions between variables.

A few issues with the data have been identified that may have had a large impact
on the results. Firstly, by design of this study, it was decided to use only frontal aspect
angles due to feasibility constraints. Using a range of aspect angles would undoubtedly
lead to a much more difficult classification problem considering the large dependence of
the micro-Doppler signature on aspect angle.

Secondly, the specific format and preprocessing of the spectrograms. A trade-off
was made between size, computational complexity and human intelligibility of the spec-
trograms in determining its exact format. Also, the normalization of the spectrograms
might have lead to overemphasizing the noise. Using larger spectrograms or other pre-
processing might improve results.

Thirdly, the overlap between the classes of the experimental multiple human gaits.
Manual inspection of the data revealed that at least a few dozens of samples belonging
to the two-gaits or three-gaits classes could not be conclusively identified by a human
observer. Other samples known to be produced by three humans might appear visually
as a single or two-gaits class. Since these samples were legitimate data points, the data
was not pruned of these and similar instances, which presumably would have lead to
lower classification errors.
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6

Conclusions

The main aim of this study was to investigate the merit of using Deep Learning tech-
niques for human gait classification in radar. In this chapter, we summarize the main
results in section 6.1 and state our final conclusions in section 6.2. The contributions
of this work are summarized in section 6.3 and we give our recommendations for future
work in section 6.4.

6.1 Research results

1. What type of neural network is most suitable for the classification using spectro-
grams?

The convolutional neural network architecture is identified as the best architecture
considered. The CNN based models are superior in generalization error and robust-
ness against overfitting, while having less trainable parameters. CNNs need more
computational resources and train slower than the MLP and AE architectures.

2. What is the influence of the numbers of layers and neurons per layer (depth and
width of the network)?

The effects of model size, both in width and depth, are rather limited for the
MLP and AE architectures. Specifically, for the MLP increasing depth and width
generally has small negative effects on stability and generalization error. For the
AE, smaller networks perform slightly better while deeper networks suffer less from
overfitting and train much slower.

Deeper CNN models show better generalization error and less overfitting. The
increase in depth also results in fewer trainable parameters and slower training.

3. What is the influence of hyperparameters such as learning rate, optimization algo-
rithms, parameter initialization and regularization methods?

Note that it is difficult to isolate the influence of each hyperparameter due to their
interactions with one another and their dependence on both network model and
data.
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6. Conclusions

The learning rate must be set appropriately to let the networks converge and obtain
optimal training speed, but in case of convergence, the effect on generalization error
is very minor.

Using more advanced optimization algorithms can have dramatic positive influence
on training speed while only slightly positively affecting generalization error.

The parameter initialization strongly affects the training performance, and positive
effects on training dynamics may be accompanied by both positive and negative
effects on generalization error. Parameter initialization remains poorly understood.

Regularization by penalizing the L2-norm of the weights and Dropout both slow
down training, but are crucial for obtaining low generalization error.

4. What is the operational performance of the classifier in terms of classification
accuracy, noise robustness, reliability, interpretability, training requirements and
computational complexity?

The DCNN obtained a top accuracy of 85% percent, and when combining predic-
tions of multiple samples and rejecting low-confidence samples this was increased
to 90% on the experimental multi-target human gait classifications scenario. De-
spite the overall high accuracy of the network, it could make wrong predictions
with high confidence.

The DCNN showed good noise robustness in both the synthetic and experimental
classification problems. For the experimental data, there was large variation in
SNR though exact figures not are available.

The visualization of the DCNN using saliency maps provided some insight into its
inner workings, revealing intuitive behavior and supporting the general robustness
of the network to noise. However, interpreting a deep neural network remains
difficult.

Training the DCNN took 3-12 hours using a high performance GPU (about 5 ter-
aflops), depending mostly on the amount of training data used in the experiment.
Classification of a single spectrogram takes less than a millisecond so real-time
application is feasible.

For application to experimental data, training a DCNN with synthetic data only
does not suffice.

5. How is the performance of the deep neural network classifier compared with other
classification techniques, such as the 3-Nearest Neighbor classifier?

The DCNN achieved 85-90% accuracy, strongly outperforming the 3-NN which
obtained an accuracy of 72%. The performance of both classifiers was very good
for the non-gait and single gait classes, but the DCNN was much more accurate
on the two-gaits and three-gaits classes.
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6.2. Main conclusions

6.2 Main conclusions

The main objective of this research was to assess the merit of using Deep Learning
techniques for the purpose of human gait classification in radar. To this end, various
Deep Learning based models have been applied to human gait classification problems.

Specifically, it was determined that the convolutional neural network architecture was
superior to the MLP and AE architectures in classifying human walking versus human
running versus a background class using micro-Doppler spectrograms. Subsequently,
a deep convolutional neural network was designed and applied to a new, challenging
multi-target human gait classification problem in which the number of human gaits
was determined. The DCNN achieved high accuracy on synthetic and experimental
data while strongly outperforming a 3-NN classifier in both cases. These results clearly
demonstrate the merit of the Deep Learning approach in this particular domain.

Important advantages of Deep Learning techniques include the lack of need for man-
ual feature engineering and extraction, and the ability to handle almost any type of
data.

Potential difficulties and disadvantages include limited interpretability of the net-
works, the need for large amounts of training data and high computational cost of
training the networks.

6.3 Contributions

The results and findings in this study make several contributions to literature:

• A deep convolutional neural network of 14 layers was used successfully for human
gait classification. This is to our best knowledge by far the deepest neural network
employed in the radar domain.

• It is possible to distinguish the number of walking people using micro-Doppler
signatures for at least up to three persons. Related work only considered one
versus two persons or one versus a group of persons.

• This work evaluated the effectiveness of training the DCNN with model data for
application to measurement data.

• This work evaluated the performance of the DCNN for varying amounts of training
data.

6.4 Future work

The findings presented in this thesis have raised several issues that provide a basis
for further research. Significant limitations of this study were the format of the data
and the aspect angles at which the targets were observed. Also, only a few classes were
considered. Future work should extend the DCNN approach to more various targets that
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6. Conclusions

are observed under various aspect angles, since the aspect angle has a large influence on
the observed micro-Doppler signature.

Improving the data format by considering high resolution alternatives to the STFT
such as the Wigner-Ville time frequency distribution might also be a worthwhile avenue
for research.

Another promising topic would be the use of UWB radar and using a joint range-
time-frequency representation which can be regarded as a sort of video-stream for which
the DCNN approach seems well suited. This could even be extended to include the use
of multi-static radar as well, as the DCNN can easily combine the multiple data sources.

In the Deep Learning domain, there are many open issues. One of the most pressing
issues is the limited interpretability of neural networks. More advanced visualization
methods are needed. These will also shed more light on the reliability of the networks.

The need of deep neural networks for large training sets hinders their application in
domains where acquiring these amounts of data is infeasible, while the abstract features
that these models provide can be useful in many applications. In the short term, more
sophisticated data augmentation schemes and regularization methods may be developed.
In the long term, the development of a neural network that is able to generalize from only
a few examples, comparable to the learning of humans, will be an extremely challenging
and rewarding research topic.

Both literature and the results of this study indicate that successful use of current
neural networks comes down to using the model capacity effectively rather than just
having large model capacity. With real-time applications in mind, it can be interesting
to train small networks to mimic a large network. These compressed models may have
(nearly) the same accuracy as the original network, but are of much smaller size and
hence can be used for faster classification.
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