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Abstract
This paper aims to evaluate which automated mea-
sures of aesthetic beauty are the best predictors for
human ratings of aesthetics and proposes that typi-
cality and novelty may increase the correlation be-
tween the two. To study the correlation between
these metrics, a literature study was performed to
find a select amount of potentially good predic-
tors, a pipeline was created to extract these values
from each image within our dataset, a survey was
conducted to vote for which images were consid-
ered most aesthetic, and finally regression analysis
was performed to see which metrics offered high-
est correlation with the human rating data. From
this we could see there were indeed a number of
automated metrics that consistently scored high as
predictors for the human aesthetic ratings and there
was a slight improvement in the fit of the prediction
model upon including novelty as a feature. How-
ever, at this moment, the improvement is not sig-
nificant to conclude these features are better at pre-
dicting human ratings.

1 Introduction
Humans have been artistic creatures for millennia. There is
something innate to the human experience that allows us to
interpret and evaluate aesthetic beauty that has been some-
what of a mathematical challenge for some time. The field
of computational aesthetics has been seeking to quantify this
human experience, to reduce the complex function of human
aesthetics to a simple equation of discrete metrics. In this
paper, we hope to contribute to this decades old effort.

Being able to capture what makes images beautiful and au-
tomate the process of defining, categorising, and even im-
proving the ‘beauty’ of an image has applications in a host
of fields. AI (as well as other machine learning strategies)
are already used in the generation of video-game charac-
ters, backgrounds, and levels [1], in VFX and image post-
processing/editing [2; 3], image retrieval and categorisation
[3] and has further potential application in any industry that
relies on graphic imagery such as marketing, graphic design,
or fashion.

However, the present research in the field of computation
aesthetics focuses heavily on extracting visual and spatial fea-
tures of an image and aggregating them in some way to com-
pute some ‘aesthetic score’. Despite there being a large body
of work about what different features can be used in this pro-
cess, there is not much consensus regarding which are the
best predictors for human ratings in particular. We argue that
there is something fundamentally missing from the approach
of extracting features and scoring them, namely some mea-
sure of typicality and novelty. Which describe how images
are perceived within a context of experience, being compared
to the images seen before, the ones predicted to be seen next,
and the environment at large. By adding this layer of aes-
thetic measure, we predict to see an increase in the correlation
between automated aesthetic evaluation and human aesthetic

ratings. This leaves us with two main sub-questions for this
research paper:

1. Which existing automated measures of aesthetic beauty
are the best predictors for human aesthetic ratings?

2. Does including the contextual approach of typicality and
novelty improve the correlation between automated aes-
thetic rating and human aesthetic rating?

Both of these will be answered in the context of the Land-
Shapes dataset which contains satellite images from Google’s
Earth Engine1 as well as using images from the This City
Does Not Exist GAN (General Adversarial Network) [4].

The structure of this paper will be as follows; Section 2 will
begin with a strict and clear definition of the research question
followed by a description of the methods and tools utilised to
answer said question. Section 3 will be an overview of the
literature survey done as well as the proposed algorithm and
metrics to achieve the research goal. This will be followed
by an in-depth discussion of the experiment’s setup and re-
sults in Section 4. Finally in Sections 5 and 6, I will discuss
the ethical implications of this research and conclude with a
discussion of the results and possible future work.

2 Background Information
This section will briefly describe the history of aesthetic
philosophy and outline the aesthetic theories which this
paper will use as the foundation its research. We will also
discuss the project with led to the conception of this research
and in what context this question is being answered.

Aesthetic Theory

The philosophy and study of aesthetics has existed in
explicit terms for over a century, being pioneered by Gustav
Fechner in the 1870’s [5]. Today, there exist a number of
interpretations of the many experiments done in the field of
aesthetics and there are many theories to describe the ways
humans generate their aesthetic perceptions too. One of the
most commonly cited is described in the book ’Aesthetic
Measure’ by George Birkhoff [6]. Birkhoff’s theory is that
the aesthetic measure, M, of an object can be quantified by
the the ratio of its Order, O, and Complexity, C;

M =
O

C

The definitions of order and complexity generally depend
on the object being aesthetically graded, however order usu-
ally refers to some ability to encode the object’s information
in as few bits as possible, while complexity describes the
intricacy and ’interestingness’ of the image and the effort it
takes to perceive it [6; 7].

However this theory was developed in 1933, and the goal
of this paper is to expand upon and contribute to more recent,
modern theories of aesthetics. This paper will be assuming
the Unified Theory of Aesthetic Pleasure, developed by Paul

1https://earthengine.google.com/
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Hekkert in 2014 [8]. Hekkerts theory recognises different lev-
els to the cognitive processing of stimuli, dividing the pro-
cess into three levels: perceptual (unity-in-variety), cognitive
(typicality and novelty), and social (connectedness and au-
tonomy). These levels refer to the visual and sensory stimuli
of the object, the contextual nature of the object, and the con-
textual nature of the social environment, respectively.

Hekkert expanded upon his theory in 2016, along with
Michael Berghman [9]. In [9], they developed a number of
experiments demonstrating the degree to which each of these
levels contribute to the aesthetic experience of different prod-
ucts and objects. This study was done via direct surveying of
a participants’ opinions on the aforementioned three levels.

This paper however seeks to find a way to automate
the process of quantifying the second level, typicality and
novelty, within the context of AI generated satellite imagery.
It also attempts to use this automated quantification to predict
the aesthetic ratings of human survey participants.

Foundational Project

This research uses data from Frederik Ueberschaer’s
Master Thesis, LandShapes [10]. In this project, Ueberschaer
sought to answer three questions: can artistic experiences
that provoke positive emotional engagement foster climate
change awareness and action, can GANs be used to produce
such experiences, and can playful and interactive components
strengthen the engagement with this experience.

The role of emotions, both negative and positive, can
greatly influence the perception and support of political pol-
icy, specifically with regard to climate action [11]. From [11],
it was found that emotions such as worry, hope, and interest
were the most powerful emotional explanations of variance
in support for national climate policy, and that images that
incited these emotions had noticeable influence over support
for policy. This last point proposes the concept that imagery
can be a powerful source of emotional stimulation. It has
also been shown that the act of motivational state appraisal,
or analysing with regard to its pleasure-pain balance, can lead
to emotional catharsis [12]. This study was done by exposing
participants to the possibility of having to taste certain po-
tentially good or bad tasting foods. However, this concept of
appraisal being the source of emotions has been extended to
the appraisal of artwork [13].

This then creates the context and argument for this paper.
Ueberschaer has created a dataset of images and a trained
GAN with the intent of stimulating emotional responses.
There is strong evidence that emotional responses can be de-
pendent on aesthetic appraisal, therefore we can see why be-
ing able to automatically evaluate aesthetics can be impactful
in the context of producing emotionally, politically, and envi-
ronmentally engaging content.

3 Methodology
This section will provide an outline of the visual and spatial
features used in the measuring of aesthetic beauty. A brief
argument for their relevance will be provided and I will also
discuss any algorithms used to process them, the libraries and

tool-kits used, and an overview of the pipeline implemented
to combine all of these features.

The idea behind this experiment was to separate the visual,
spatial, and contextual features of an image to argue that vi-
sual and spatial features are not enough to predict human aes-
thetic ratings. Visual features are the easiest to understand;
both as concepts and descriptors, but also with regard to their
relevance to aesthetics.

• Saturation: Adults generally have a preference for
higher saturated colours, especially within a western
context [14].

• Luminance: There is evidence to support a link be-
tween brighter hues and preference for an image [14].
Beyond this however, it is also a common metric for im-
age quality in photography, art, and other visual indus-
tries [15; 16; 14].

• Contrast: Contrast emphasises traits such as hue,
colour combinations, and luminance and as such has ev-
idential support for correlation with higher human rat-
ing [14]. Similar to luminance, contrast is often used
as a quality measure in a host of visual fields [15; 16;
14].

• Sharpness; Having edges that are well defined and clear
was identified as a good predictor of high human ratings
of aesthetics [16; 14].

• Colour Histogram: There is limited evidence of gen-
erality with regard to colour preference across gender,
age, culture, or even within these groups [14]. However,
from [14], certain colour combinations have been ob-
served to be commonly used within photography, visual
arts, and have been linked to predicting human prefer-
ence. There is were also informal surveys done with the
images produced by LandShapes conducted by members
of the LandShapes team. In it, participants were asked to
explain what made the images aesthetically pleasing and
in meetings with the conductors of the survey, a common
remark was that of the combination of land and sea was
a popular responds, making the combination of shades
of green and blue a potentially successful indicator of
high aesthetic value within this context.

Spatial features are slightly more abstract and may require
some further definition. Spatial features refer to the underly-
ing components of an image that are not immediately visible
to the observer but still have an impact on the appraisal of
said image.

• Rule of Thirds & Diagonal Dominance: These are
common practices of image composition, most often
used in photography and visual arts. An example of
the Rule of Thirds and Diagonal Dominance can be
seen in Fig. 2 and 1. The Rule of Thirds is sup-
posed to be a harmonizing placement technique [19].
It is regarded as one of the most important compo-
sitional rules used in painting and photography [20;
19]. Diagonal Dominance is not as widely recognized
but is still a popular technique in photography as it cre-
ates a leading line for the eyes to fixate on, drawing the
observer to areas of interest [21].
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Figure 1: Painting, ”Dogs fighting in a wooded clearing”, with over-
lay showing how the salient regions follow lie mostly along diago-
nals [17].

Figure 2: Rembrandt’s ”The Anatomy Lesson of Dr. Nicolaes
Tulp” oil painting, shown adhering to the ”Rule of Thirds” principal
or salient objects and contours following gridlines and intersection
points [18].

• Entropy: This is a measures of image complexity, de-
scribing how much informational data it takes to en-
code an image. While there is little evidence demon-
strating a correlation between human ratings of aes-
thetics and entropy, it is a common measure of spa-
tial information within an image [22; 15; 23; 16; 14].
Having images with more salient regions of high de-
tail/interestingness, contrasting regions of complexity,
and images having a general threshold of ‘intrigue’
has been linked to be more popular among observers
of photography and geometric spatial patterns [22; 16;
14].

• Symmetry: Having well balanced and symmetrical im-
ages with continuity and repetition make for a more co-
herent impression and smoother interpretation experi-
ence, leading to increase in preference for these images

Figure 3: This diagram illustrates the pipeline from dataset to final
correlation coefficient.

[24; 25]. However it is worth saying, overly predictable
images that are dull or monotonous become boring, so
having a balance with asymmetrical variety is required
[9]

• Line Orientation Ratios: Studies done on paintings
have demonstrated a preference for horizontally domi-
nated images (objects and lines lean more horizontally
than vertical) [14]. This same study also showed that
horizontal and vertical lines are both preferred over di-
agonal lines2.

Finally, beyond these more fundamental visual and spatial
features, we have the contextual features, namely typicality
and novelty.

• Typicality: When the brain observes something it per-
ceives within the frame of reference of past experiences.
Items that are similar to other stimuli or that are inline
with what was expected allow for smoother processing.
This smoother processing allows for more appreciation
[9]. There is also a phenomenon known as the ’Mere
Exposure Effect’, where appreciation can emerge from
the sheer frequency of experience [26].

• Novelty: However, in contrast, having experiences that
are new, unexpected, and novel, allow us to deconstruct
and analyse, enriching the experience as a whole [9].

Once these features were decided upon, a software pipeline
was produced to gather, process, and display the relevant data
for interpretation., illustrated in Fig. 3. Firstly, the dataset
is iterated through and for each image the mentioned visual
and spatial features are extracted. The image name and cor-
responding feature data are organised into rows within a csv
file with each column representing a single feature. This data
is pre-processed into a well formatted dataframe, including
image resizing and normalisation of columns.

Then, dimensionality reduction is performed using Prin-
cipal Component Analysis (PCA) and using the features with
the most variance are used for K-Means Clustering. The clus-
ters are used as feature profiles (representing images of sim-
ilar complexity, content, colours et cetera). The distance be-
tween any single image to the centroid of its own profile is
the measure of novelty and the average distance between the
image and all centroid clusters is a measure of typicality. This
new feature value is added to the corresponding csv row in a
new column.

2This is not to be confused with Diagonal Dominance which is
the act of placing objects of interest/eye-catching objects along the
diagonal of an image, not the object itself necessarily being orien-
tated diagonally.
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The human aesthetic rating is also added to the rows in a
new column, measured by the number of votes each image
received as the ”most pleasing to the eye”. This data was
gathered from crowdsourced workers where each participant
filled in a survey, selecting from a panel of 4 options which
image was the most aesthetically pleasing [27]. These votes
were summed and normalised into a measure of human aes-
thetic rating for each image. This value, appended to the rows
of the images in the csv, is used in a linear regression3 to mea-
sure the correlation between the features and the human rat-
ings. This shows us the reliability of the fit of these features as
a whole for human aesthetic ratings as well as the individual
significance per feature within the model.

A second linear regression is also performed without the
typicality and novelty features. the general fit and individual
feature scores of this model was then compared to the model
including these contextual features.

OpenCV4 was used for much of the image processing
and gathering of many of the spatial and visual features.
NumPy5, SciPy6, scikit-learn7, pandas.py8 were used to pro-
cess and cluster the data. Specifically the StandardScalar,
PCA, KMeans, and TSNE libraries were used to scale the im-
ages, perform dimensionality reduction and clustering, and
represent the clusters in a human-readable format, respec-
tively. Statsmodels9 was used to conduct the actual linear
regression modelling.

4 Experimental Setup and Results
This section will discuss how the environment was setup for
testing, how the output was obtained and then what data anal-
ysis techniques were used to gather the final results.

To generate these feature profiles used in the computation
of typicality and novelty, we used K-Means Clustering.
This meant that we first had to reduce the dimensionality
of the feature space. We decided to utilise PCA (Principal
Component Analysis). Both of these processes required prior
data analysis.

Principal Component Analysis

There are a total of 12 features extracted from the im-
ages, excluding typicality and novelty. Using each of these
as a dimension would produce an unnecessarily complex,
high dimensional space for the clustering. PCA reduces
the output space to the features with the most variance by
selecting a subset of features with the highest variance.
Fig 4 displays the reduction in dimension with respect to
variance. Maintaining a variance of 80% is a heuristically
popular approach [28], and by applying this here, we get a
dimensionality reduction of 12 → 7.

3Ordinary Least Squares Regression
4https://pypi.org/project/opencv-python/
5https://numpy.org
6https://scipy.org
7https://scikit-learn.org/stable/
8https://pandas.pydata.org
9https://www.statsmodels.org/stable/index.html

Figure 4: Graph demonstrating the increase in variance with regard
to number of components (dimensions) clustered upon.

Figure 5: Graph showing the decline in Within Cluster Sum of
Squares for all k ∈ [1, 128].

K-Means Clustering

When performing K-Means Clustering, it is important
choose a k-value (number of clusters) that minimises the
Within Cluster Sum of Squares (WCSS), or the average
squared distance from all elements to their cluster’s centroid
for all clusters k ∈ [1, n], where n some number less than the
number of images being sampled. With the dataset of 256
images, k-means clustering was done for all values of k ∈
[1, n], where n=128. This generated the graph shown in Fig
5. The optimal k-value is one that strikes a balance between
minimising WCSS and k. From this graph, we chose k=7. 10

10This value was also later confirmed by running the entire pro-
gram and generating a regression model for all k values k ∈ [6, 14]
and observing k=7 indeed produced the highest Adjusted R-Squared
Value, which is a measure of how fitted the model is.
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Figure 6: Output of the Ordinary Least Squares Regression exclud-
ing typicality and novelty as predictive features. In red you can see
the Adjusted R-Squared value, which reflects the fit of the model on
a scale between 0 and 1. In general, a higher value indicated higher
correlation. In blue you can see the p-value per feature. This value
represents how significant the feature was in the predictive model.
Heuristically a p-value below 0.05 is deemed statistically signifi-
cant.

Figure 7: Output of the Ordinary Least Squares Regression includ-
ing typicality and novelty as predictive features. The colour high-
lighted values correspond to the same meaning as Fig. 6

Regression

With these two pre-processing operations complete and
the typicality and novelty values for each image appended
to the dataframe, we can now complete the Ordinary Least
Squares (OLS) regression analysis. OLS was run on the data
twice, once including typicality and novelty as a predictive
feature, and once excluding them. All other variables and
features were kept consistent across iterations. Figures 7
and 6 depict the output of the OLS regression excluding and

including typicality and novelty, respectively.

Results

When we compare the output of the output of the OLS
regression without typicality and novelty versus with, as de-
picted in Figures 6 and 6, we can see that there is an increase
in the model fit from rwithout = 0.396 to rwith = 0.421,
which is an an increase of 6.31%. Since the only difference
between the two tests was the inclusion of typicality and
novelty, we can safely assume this increase in predictability
comes from these features.

5 Discussion
While there was indeed a positive increase in fit, both mod-
els only have a moderate fitting score. We should be careful
categorising effects as weak, medium, and strong based off of
the Adj. R-Squared Value because it depends entirely on the
research field in which we are conduction our research [29].
However, despite this, we do need to interpret these values,
and one common approach to define r ≥ 0.75 as substantial,
0.75 > r ≥ 0.50 as moderate, 0.5 > r ≥ 0.25 as weak, and
anything below this as unsubstantial [30]. With both models
falling into the moderate category, it is unclear as to whether
there is enough statistical evidence to support the claim con-
textual features provide a significant improvement over vi-
sual and spatial features in predicting the human ratings of
aesthetic beauty for satellite images.

This is further supported when we analyse which features
are considered statistically significant. In both Figures 6 and
7, there a number of visual and spatial features deemed statis-
tically significant, more so than typicality and novelty. Satu-
ration, contrast, horizontal and vertical line ratio, and colour
histogram are significant across the two tests. There are also
other features that are measured as significant in individual
tests. This, alongside the fact typicality is not even close to
being a significantly predictive feature (ptypicality = 0.410
≫ 0.05), it could be argued the improvement simply comes
from the addition of another ”general feature”. In other
words adding another visual or spatial feature could provide
a similar or even better improvement.

This is somewhat in line with the predictions made by
Hekkert and Berghman [9]. In their study, they state ”effects
on the perceptual level are quite substantial, and the relative
importance of unity and variety differs across surveys,” [9].
Numerous times throughout the study, they state that the per-
ceptual level (visual and spatial features) offer the most vari-
ance and therefore account for most of predictive qualities of
the model. Which is indeed what we see in our study with
the limited difference in model fit between the inclusion and
exclusion of the cognitive level or contextual features

We also see another prediction of theirs coming true; ”The
perceptual qualities of unity and variety maintain the largest
effect. By contrast, whether a design is considered typical
turns out to be less important for aesthetic appreciation when
controlled for qualities at the perceptual and social level,” [9].
Again, Hekkert and Berghman state that perceptual qualities
are the strongest predictors, but also that typicality is less im-
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portant for aesthetic appreciation. They mention the lack of
statistical significance for typicality throughout the study. In
our own study, typicality was also one of the lowest statisti-
cally significant features.

This lack of significant improvement could be because of
the underlying relationship between the visual and spatial fea-
tures and the contextual features. In Section 4, it was ex-
plained how through PCA and K-Means clustering, profiles
were generated and these were the foundation for typicality
and novelty. However, this means that the visual and spatial
features provided the underlying structure used to produce the
contextual values. Any underlying patterns or correlations in
those features may be imposed onto the contextual features,
and therefore the contextual features simply become a sum-
mary for the visual and spatial features.

One aspect of this study which may interfere with the relia-
bility of the results is with the way in which participants were
asked to select images. When being presented with 4 images,
voting for one image does not necessarily mean the other 3
are not aesthetically pleasing. Even in the case some image
ni is chosen 100% of the time, that does not mean image nj ,
nk, or nl are ugly or bad. This may be a limiting factor to
the increase in model fit, and we predict that using a different
human rating system, such as a 7 point Likert Scale, may pro-
vide a more suitable environment for this type of regression.

There are other contextual aspects of rating satellite im-
ages that can be integrated attempt to mitigate this interfer-
ence. These include (but are not limited to) the order in which
the images are shown to participants, considering the level of
prior exposure or familiarity to satellite imagery, locality of
participants and the similarity of locality to the images being
displayed.

With regard to which of the visual and spatial features were
considered statistically significant, it is interesting to see that
which ones exceeded the threshold differed between the in-
clusion and exclusion of typicality and novelty. This was an
unexpected result.

The significance of saturation, contrast, and luminance is in
line with a lot of the literature on aesthetics today [14]. An-
other concurring finding was that of the spatial qualities such
as entropy and line rations. These were consistently hover-
ing around the significant threshold as predicted by Palmer,
Schloss, and Sammartino [14].

However, one contrasting finding with Palmer, Schloss,
and Sammartino is the strength of the colour histograms. In
[14], it is argued that there is no discernible patterns across
cultures, age groups, gender, or any other group that has a re-
liable prediction of what colours are preferred or favourable.
However, in our study, colour histograms is the most signif-
icant feature. This most likely due to the limited context in
which the ’favourable colours’ are being selected. The im-
ages limit the participants ability to choose, and here colours
are related to specific concepts or objects (blue is water, green
is fields or plains, yellow and orange sand, grey is urban
et cetera). This does corroborate the study done by current
members of the LandShapes project, where interviewees re-
ported land and sea combinations as being among the image
qualities they found aesthetic.

6 Responsible Research
The following section will discuss responsible research
practices and how we maintained an ethical and integral
approach to this research project. During this project, The
Netherlands Code of Conduct for Research Integrity was
used as a reference for ethical practices and responsible
research principles [31]. Many of them are general and
broad, however some are quite relevant for this paper and
these will be discussed in detail.

Data Integrity

Data manipulation is an umbrella term that refers to the
fabrication of data points or results, trimming or omitting
data, manipulating the data such as ’cherry-picking’ or
simply misrepresenting the data used or observed. Since my
project is using large datasets it is important to be transparent
and honest about the nature of how these images were
selected, manipulated (if at all), and used, with specific refer-
ence to how the images were displayed to rating participants
and the measured images consistency.

As mentioned in Section 2, the dataset used is a combina-
tion of images from Frederik Uebershcauer’s, LandShapes
[10] and from the openly available, online GAN This City
Does Not Exist [4]. The data was not trimmed or filtered
in anyway to manufacture some result, and the only manip-
ulation performed were scaling operations; the visual and
spatial features were kept consistent for both the human
participants and the automated ranking system. Neither was
there any manipulation of the automatic aesthetic ratings nor
the human ratings.

Plagiarism

As is the case with any research and software project,
ensuring the correct usage and crediting of softwares, data,
existing research, and resources is imperative. All software
libraries and tools used to produce this were open-source and
license free. I have also explained and linked to all of them in
Section 3. To ensure absolute transparency the source code
used for this entire project is also available on GitHub11.

With regard to the images used, they were taken from the
LandShapes project which were obtained from Google Earth
Engine. As mentioned in ”Section 1: Provision of the Ser-
vices, 1.1 Limitations of Use” of the Google Earth Engine
Terms of Service, the images and licenses are free to use for
research and educational purposes [32].

Many research papers were used to familiarise ourselves
with every aspect of this topic, including technical com-
parisons of image processing techniques and compression
algorithms, theoretical discussions of aesthetics, cultural and
anthropological studies of biases and preferences to visual
stimuli, among others. However, much of it did not manifest
in this project. That which did, has been explicitly remarked
on in the relevant sections throughout the paper and cited in
IEEE format, as dictated by IEEE Reference Guide [33].

11https://github.com/jcatlett99/Research Project.git
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Reproducibility

It is important to produce and describe a study such
that that setup and processing are able to be reproduce, al-
lowing for validation and verification of research. Obviously,
a large part of this is being descriptive and transparent within
this research paper. Every attempt has been made to do so,
furthermore, this paper is made publicly available and the
associated researchers’ are contactable through the affiliated
institutions to allow for critique, inquiry, and possible future
edits. As much of the project is made available for this same
reason. As mentioned in the previous section, the codebase
is available on GitHub.

The dataset is not included as this dataset is curated by
Frederik Ueberschauer for LandShapes [10]. However,
despite being in the context of satellite imagery, this project
should be reproducible on any context of images (so long
as the dimensional requirements for the image processing
are met). Not providing these dataset also prevent individ-
uals from using the images obtained from this project for
commercial or any other usage that violates Google Earth
Engine’s Terms of Service.

Ethical Inclusion of People

Since we involved crowdsourced workers we also had
to consider the ethical ramifications of having external partic-
ipants on the research but also on them as participants. Every
survey worker was clearly informed about what they would
be asked to do, what data was going to be collected, and the
general purpose of that data. They were asked to give explicit
consent before participating. The only data collected was the
rating they assigned to an image or the preferred image from
a subset of four images (depending on which version of the
survey they filled in). No identifiable data was collected. The
survey was created using Qualtrics12 by Moshuir Rahman
[27]. Rahman also recruited the participants and hosted the
survey via Prolific13. Every participant was compensated at
a rate of C10:00/hour for filling the survey, the standard rate
for Prolific workers [27].

We also needed to consider how using this data may
effect the research, for example if there were bots made
for the survey, people did not the read the questions and
answered flippantly, or there was extreme outliers such as
someone purposefully answering alternatively. To combat
this, we had attention checks throughout the survey to ensure
people were reading the questions and paying attention, not
clicking randomly. We also removed any results that proved
to statistical outliers beyond some reasonable doubt [27].

Bias

When engaging in any scientific research it is impor-
tant to try an mitigate the interference of bias as much as
possible, but especially when the content is something as
inherently subjective as human perceptions of aesthetic

12https://www.qualtrics.com/uk/
13https://www.prolific.co

beauty.
As previously mentioned, the dataset was not interfered

with nor curated in any way, removing any possible skewing
of results in this regard. One area that is susceptible to bias is
the selection of features to use as the automated aesthetic fea-
tures. The method of selection was a literature study; many
papers were read, the arguments and statistics were compared
and candidates were proposed. Then we discussed the legiti-
macy of the features before encoding them into the program.
This way multiple people contributed to selection to try and
mitigate any one persons’ personal bias toward a specific fea-
ture.

This bias is also present in the actual encoding of the fea-
tures’ extraction and usage. The code has been made avail-
able in order to allow public viewing and discourse to make
critical analysis of software decisions throughout the process.
Other members of the research team were also kept up to date
and consulted to again reduce bias as much as possible.

Bias is inherent to the human condition and especially with
regard to our own personal interpretation of the aesthetic ex-
perience of the world. There was a great amount of consider-
ation about this throughout the project at all times was miti-
gated as much as possible.

7 Conclusions and Future Work
We set out to investigate how using automated measures of
aesthetic beauty can improve GAN output of satellite images.
This was to be done by answering two sub-questions; ”which
existing automated measures of aesthetic beauty are the best
predictors for human aesthetic ratings?”, and ”does including
the contextual approach of typicality and novelty improve the
correlation between automated and human aesthetic rating?”

This was to be done by having participants vote for which
images they believed to be the most aesthetic. Then, using the
same dataset, extract a number of popular visual and spatial
features, use them and the nature of the dataset to compute
the contextual features of typicality and novelty. Finally, we
can perform statistical analysis on the outputted values, in the
form of a Ordinary Least Squares Regression model.

From this model, we found that when including contextual
features the most predictive visual and spatial features were
(in order of statistical significance), saturation and colour his-
tograms, novelty, contrast, straight to diagonal line ration,
horizontal to vertical line ratio, and symmetry 14. Typicality
was not statistically significant, and was in fact the 2nd last in
terms of significance, behind only diagonal dominance.

When we excluded the contextual features, we saw simi-
lar results with some variation. Luminance and entropy are
regarded significant while straight to diagonal line ratio and
symmetry cease to be significant. If we were to take the inter-
section of these two results to answer the first sub-question,
we would say the most statistically significant visual and spa-
tial image features for predicting human aesthetic ratings are
colour histograms, saturation, contrast, and horizontal to ver-
tical line ratio.

14p=0.000, p=0.002, p=0.005, p=0.013, p=0.035, p=0.038, re-
spectively
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Comparing the overall fit of the models (via Adjusted R-
Squared Value), the was indeed an improvement of fit when
we include the contextual features, increasing from from
rwithout = 0.396 to rwith = 0.421. However, both of these
values can be considered only moderately predictive at best
[30], and as discussed in Section 5, may be only be due to the
relationship between the contextual features and underlying
visual and spatial features upon which they were built on. It
is therefore still unclear about how well typicality and nov-
elty are at improving the the correlation between automated
ratings of aesthetics and human aesthetic ratings.

With regard to how these findings can be used to improve
GAN output, the most obvious and applicable integration
would be through a curation technique. Have the GAN pro-
duce N images, have the images rated by this automatic pro-
cess, select the n most aesthetic images to feed back into the
GAN for retraining.

The ambiguous relationship between the contextual and
visual-spatial features produces an interesting follow up to
this work. As discussed in Section 5, there a number of alter-
native contextual qualities that could also have been used. It
would be interesting to also introduce these to the model, and
do comparisons between them to answer the question ”Which
contextual image features are the best predictors for human
aesthetic ratings?”

As well as this, doing a comparative study within contexts
outside of satellite images for both contextual and visual-
spatial features can illuminate the consistency and reliabil-
ity of these features as human aesthetic rating predictors in a
broader context.

Finally, we predict interference between the ’voting’
method of aesthetic categorisation used in Rahman’s survey
[27], and believe that the introduction of a Likert Scale, so
that every image can be given an independent aesthetic grade
could offer a better environment to conduct this study.
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