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Introduction

The research in this report has been performed to obtain a Master of Science Degree in Aerospace Engineer-
ing from the Delft University of Technology. Through collaboration with the operational control department
of KLM CityHopper, the decision making in KLM CityHopper’s Operational Control Center has been investi-
gated. The combination of disruption management and socio-technical agent-based modelling proved to be
very interesting.

In the environment of an airline’s operational control center (AOCC) digitisation of decision making is a com-
monly studied topic. Most studies focus on the development of optimisation tools that propose optimal so-
lution strategies to the operations controllers [22]. However, the role and adoption of these optimal solution
strategies in the decision-making are not touched upon. Therefore in this research, we developed an agent-
based model that contains both human and technical decision-makers. This socio-technical agent-based
model has been used to investigate the decision-making in KLM CityHopper’s Operational Control Center
and determine the effect of increased context comprehension and use of technical systems. To facilitate
this, the operations controllers have been simulated to work in four different control modes. With increasing
control mode the controllers have increased competence, which has been modelled by varying coordination
activities and the use of different decision-making mechanisms.
This research adds to the body of work on the topic of socio-technical agent-based modelling of airline op-
erations control. The inclusion of both social and technical decision making entities and the use of different
decision-making mechanisms in the developed model increases the understanding of this topic.

To enable this research KLM CityHopper provided the unexpected diversion case study and inherent data.
The operational control experts from KLM CityHopper provided their support to; gain an understanding of
the AOCC environment, provide input for the decision-making mechanisms, provide details about the use of
decision support tooling in the AOCC and to validate the model. Moreover, they provided their expert opinion
for making assumptions during the model development.

The performed research has been reported in three parts. In Part I the scientific paper is presented. This
paper summarises the case study, methodologies used, model development, results and discussions. In Part
II the literature study in support of the scientific paper is given. Finally, in Part III, the appendices to the
scientific paper are given. In Appendix A the workflow diagrams used to model the agents according to the
control modes are discussed. The behavioural rules that are derived from these workflow diagrams through
the application of the co-ladder framework are elaborated upon in Appendix B. The preference relations used
as input for the voting protocols in the scrambled- and opportunistic control modes have been given in Ap-
pendix C. In Appendix D the pairwise comparison matrices used for the application of MCDM in the strategic
control mode are given. The approximation of the airline’s cost model is given in Appendix E. The details of
the software implementation are discussed in Appendix F and the specification of the criteria inherent to
the available solution strategies to the agents in Appendix G. To conclude the supporting work, the detailed
results of the tactical- and strategic control modes are respectively presented in Appendix H and Appendix I.

xvii
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Socio-Technical Agent-Based Modelling of Decision-Making in an
Airline Operational Control Center

D.H.Koch,∗

Delft University of Technology, Delft, The Netherlands

Abstract

This paper proposes a socio-technical agent-based model developed to increase the understanding of
decision-making in an airline operational control center (AOCC). In this model human decision-makers,
a Decision Support Tool, and technical systems are included. The selected case study encompasses the
unexpected diversion of a flight from Amsterdam to London City. The decision-making inherent to the
disruption management of this unexpected diversion is studied. In the model, in line with cognitive science
literature, the agents are simulated to operate in the scrambled, opportunistic, tactical, and strategic con-
trol modes, which differ in the situation awareness and use of technical systems. In these control modes
respectively the plurality voting protocol, Borda voting protocol, Clarke Tax Algorithm, and Multi-Criteria
Decision-Making (MCDM) are implemented as decision-making mechanisms. The agents in the strategic
control mode demonstrated the ability to make adaptive decisions. In the tactical control mode, the agents
showed decision-making characterised by adaptive responses and limited anticipation. In the scrambled and
opportunistic control modes, the decision-making was characterised by a lack of adaptation and was solely
based on experience. The analysis of the decision-making showed that decision-making based on the airline’s
cost model results in different decisions than decision-making by the human operations controllers. Due to
this, the operations controllers are not eager to decide on the implementation of a proposed solution strategy
by the Decision Support Tool. It showed that the decision-makers often have to make compromises to arrive
at a collaborative decision. Furthermore, scenarios that are characterised by reserve unavailability do not
require anticipation in the decision-making and can be handled in the opportunistic control mode, which is
the lowest control mode that resulted in adequate decision-making. However, when anticipation is required
the CDM and OrbiFly systems are essential resources. It is recommended that the MCDM decision-making
mechanism can be used to improve the consistency of the operational decision-making and enables the
AOCC to learn from previous occurrences. Hereby, the capability of the AOCC to deal with disruptions
through resistance instead of resilience can be extended. Overall, the analysis of the different decision-
making mechanisms showed that human operations controllers are essential for adaptive decision-making in
the AOCC.

1 Introduction
The operations controllers in an AOCC are faced with many challenges during a day of operations. These
challenges originate from (un)known disruptions occurring to the flight, crew, and passenger schedules. To cope
with these disruptions the controllers can inform themselves on the diverse information related to the disruption
through the use of technical systems. These either provide additional information on the current context or
propose solution strategies by means of optimisation [17]. It is up to the operations controllers to process all
this information and determine which measures are appropriate in order to manage the disruption [12]. As a
consequence, disruption management is largely dependent on situation awareness and human interpretation.

The dynamic variability in an AOCC [18] in combination with human decision-making, makes it challenging
to determine the achieved performance level. This performance level can be characterised from the perspectives
of robustness [2] or resilience [35]. The impact of the Covid-19 pandemic [21] demonstrates the relevance of
resilience for the airline industry. However, also before the pandemic the AOCCs frequently faced unknown
disruptions. To cope with these unknown disruptions, the resilience decision-making ability of the airline’s
operations controllers plays an essential role. This research sets out to investigate this topic, by the development
of a socio-technical agent-based model.

An agent-based model enables the analysis of a system by modelling the actors as autonomous agents. These
agents operate in an environment in which they can perform actions and interact with other agents. By using
an agent-based model the effects of these actions and interactions can be studied. A socio-technical agent-
based model is comprised of human agent and technical agents/resources, similar to an AOCC. Therefore, this
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modelling paradigm is suitable for performing research on decision-making that is inherent to the disruption
management in an AOCC.

Socio-technical agent-based modelling in the air transportation context has already been subject to several
studies. Bouarfa et al. conducted multiple studies on the subject of socio-technical agent-based modelling of
airline operations control [7]-[11]. In a first study [9] they explored the coordination in an AOCC through the
application of the theoretical joint activity framework by Klein et al. [23]. In a follow-up study, they used a
socio-technical agent-based model to simulate the agents using four different disruption management policies to
solve a disruption scenario [10]. Hereafter they combined these policies with different negotiation mechanisms
to determine the impact of these policies on the level of performance of the operational decision-making in an
AOCC [7]. In a recent study, Bouarfa et al. [8] applied the socio-technical agent-based modelling approach to
analyse decision-making under uncertainty in an AOCC.

Zimmer [38] developed a socio-technical agent-based model which included the modelling of personality as
a human factor. From this study, one of the results was that increased awareness of social agents improved
operational decision-making. Feigh and Pritchet [18] suggest the use of the Contextual Control Model by
Hollnagel [20] to use in the design of support systems for dynamic decision-making in airline operations. By
using this framework a variety of human behaviour can be captured in the modelling of an AOCC.

Castro and Oliveira [14] developed an agent-based model of an AOCC which can be used by operations
controllers as a decision support system. This system has been developed to fill the gap between fully automated
decision-making tools and human decision-making. The agents in this model are software agents and interact
with the human operations controller by requesting feedback on proposed solutions. Through this feedback,
the software agents can learn and propose improved solutions next time [5]. Bouarfa et al. [11] used agent-
based modelling and simulation to evaluate the socio-technical and socio-economic implications of using the
multi-agent decision support system from Castro and Oliveira [14]. From this evaluation, it followed that the
implementation of such a system results in a loss of the experience of the AOCC in handling out of the ordinary
disruptions.

To bridge the gap between human decision-making and technical decision-making systems, this research
proposes a socio-technical agent-based model that includes both human and technical decision-makers. The
research objective that followed from this research gap is: ’To analyse the decision-making in the Airline’s
Operational Control Center, by the development of a socio-technical agent-based model.’

The model is simulated for an unexpected diversion case study, provided by the airline. The behaviour of
the social agents is simulated in the scrambled, opportunistic, tactical, and strategic control modes [20]. With
increasing control mode, the social agents have increased situation awareness and make increased use of the
Decision Support Tool and other technical systems. In each of these control modes, the agents are modelled to
use different decision-making mechanisms: plurality voting, Borda voting, Clarke Tax Algorithm, and Multi-
Criteria Decision-Making. The novelty of this research is the application of these decision-making mechanisms
to simulate decision-making in an AOCC. Furthermore, the use of the Decision Support Tool in collaborative
decision-making is analysed. The analysis of the decision-making is performed based on the conceptual resilience
framework by Vert et al. [35], which adds to the body of research in the AOCC domain.

The remainder of this paper is organized as follows. In section 2 an explanation of the case study used
for this research is given. Hereafter the methodological frameworks used are elaborated upon in section 3.
The theoretical background on the used decision-making mechanisms is provided in section 4. The proposed
socio-technical agent-based model is presented in section 5. The verification and validation of this model are
discussed in section 6. In section 7 the simulation setup and results are provided. In section 8 a reflection on
the used methodologies is given, the results are interpreted and recommendations are given. Finally section 9
draws the conclusions.

2 Case Study
The case study for this research has been selected through discussions with the airline’s operations controllers.
The three main requirements imposed on the case study were: the involvement of socio-technical entities, the
inclusion of aircraft, crew, and passenger recovery and relevance to the airline’s daily flight operations.

The selected use case is the unexpected diversion of a flight en-route from Amsterdam Schiphol Airport
(AMS) to London City Airport (LCY):

"The current time is 07:10z. KL985 is cruising above the North Sea, nearing the halfway point of
the flight. The flight crew is contacted by ATC and informs them of the unexpected closure of LCY
airport due to a runway blockage. With this limited information, the flight crew contacts the airline’s
operational control center. Due to which the unexpected diversion scenario is initiated."

The details of the LCY rotation are given in Table 1. The underlying data contained in the flight schedule is
provided in the appendix [24].
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Flight no. STD STA Route
KL985 06:45z 07:50z AMS-LCY
KL986 08:25z 09:30z LCY-AMS

Table 1: LCY rotation Flight Data

In this case study, three parameters define the scenario that is evolving: the available holding time of the
aircraft, the reopening time of LCY airport and the intertwined availability of fleet and crew reserves. The
scenarios that are considered concerning these parameters will be elaborated upon in section 7.1.

In section 2.1 the decision-makers and technical systems included in this use case are described and in
section 2.2 the available solution strategies to solve the disruption are elaborated upon.

2.1 Decision-makers and Technical Systems
The case study evolves in the environment of the AOCC of the airline under consideration. Within this
environment, a total of 11 social entities and 5 technical entities are relevant for this case study. Only four
of the social entities are relevant for the decision-making: the Duty Manager Network (DMN), Fleet Control
(FCo), Crew Control (CC) and the Commercial Desk (CD). The goals of these actors are described as:

• DMN : Ensure integration of long-haul and short-haul flight operations of the airline.

• FCo: Timely and safe execution of the planned flight schedule and ensuring absorbing capacity to counter
disruptions.

• CC : Making minimal changes to the planned crew schedule and ensuring absorbing capacity of this
schedule to counter disruptions.

• CD: Ensuring minimal changes to the passenger schedule, maximum flight completion factor and on-time
performance.

The technical systems that the agents use to be able to accomplish their goals are the Operational Control
System (OCS), Passenger Control System (PCS), Aircraft Communications Addressing and Reporting Sys-
tem (ACARS), Decision Support Tool (DST), Collaborative Decision-Making (CDM) and OrbiFly (OF). The
specifications of these systems are:

• OCS : The main operational control system used. Allows agents to keep track of the exact details of the
flight and crew schedules. All agents in the AOCC have access to this system, but only Fleet Control and
Crew Control can apply changes to this system.

• PCS : This system allows the Commercial Desk and Duty Manager Network to keep track of the exact
details of the passenger schedule. Only the Commercial Desk can apply changes.

• ACARS : Means of communicating between the AOCC and the aircraft while in the air and outside of
VHF range.

• DST : Only accessible by Fleet Control and provides an optimised flight schedule. In this research, this
agent has been modelled based on the business rules as provided by the airline [26].

• CDM : A web portal provided by Amsterdam Schiphol airport that can be accessed by Fleet Control. This
system provides airlines and other operators with additional insights into the turnaround processes and
exact slot times at Amsterdam Schiphol airport [3].

• OF : This web application can be used to check the current weather conditions, Meteorological Aerodrome
Reports (METARs) and Terminal Aerodrome Forecasts (TAFs) at airports all around the world. This
system can be accessed by all agents within the AOCC. The application is accessible through ’www.
orbifly.com’ and has been developed by the OrbiFly European based FAA flight training organisation.

From these technical systems, only the Decision Support Tool can perform autonomous activities. The other
systems are resources that provide the decision-makers with information, but can not make autonomous de-
cisions. Due to this, the Decision Support Tool is regarded to as a technical agent and the other systems as
technical resources.
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2.2 Solving the Disruption

Figure 1: Decision-making hierarchy

To solve the disruption the decision-making agents representing
the fleet, crew, and passenger domains, negotiate about the so-
lution strategy. During this negotiation, the Duty Manager Net-
work acts as a mediator to which Fleet Control, Crew Control,
and the Commercial Desk make proposals based on their pref-
erence on solution strategy. This hierarchical decision-making
structure is shown in Figure 1.

In the use case, there are six (A through F) solution strategies
that the decision-makers can decide upon to resolve the disrup-
tion. These solution strategies have been identified in coopera-
tion with the airline’s operations controllers and are explained
below:

• Solution Strategy A: Flight KL985 is diverted to one of the alternative airports, where it awaits the
reopening time of LCY airport. Hereafter continuing the flight to LCY airport.

• Solution Strategy B: Flight KL985 is diverted to one of the alternative airports and waits there for the
passengers to be bussed from LCY airport to the diversion airport and vice versa. As soon as the passengers
of flight KL986 have arrived at the diversion airport, the aircraft departs for the flight back to AMS.

• Solution Strategy C : Flight KL985 is diverted to one of the alternative airports, where the passengers are
de-boarded, after which the aircraft performs a ferry flight back to AMS. The passengers of the KL985
continue by bus to LCY while cancelling the KL986.

• Solution Strategy D: Mid-air return of KL985 to AMS. Upon arrival at AMS, the complete LCY rotation
is cancelled.

• Solution Strategy E : Mid-air return of KL985 to AMS. The entire LCY rotation is delayed. If the new
estimated time of arrival (ETA) is equal to or later than the reopening time of LCY, the flight is allowed
to depart AMS.

• Solution Strategy F : The aircraft awaits the reopening of LCY airport in a holding pattern.

The next section elaborates upon the main methodologies that have been used to translate this case study
into a socio-technical agent-based model.

3 Methodology
To gain an understanding of the methodologies used for the development of the agent-based model based
upon the case study, the frameworks that have been used are explained throughout this section. First, a
socio-technical agent-based modelling framework is discussed in section 3.1. Hereafter the frameworks used to
capture the agents’ behaviour are described in section 3.2. Lastly, the resilience framework used to analyse the
decision-making of the AOCC is discussed in section 3.3.

3.1 Socio-Technical Agent-Based Modelling
Due to the socio-technical nature of the case study under consideration, a socio-technical modelling approach
is followed in to identify the components of the agent-based model. The methodological framework developed
by Nikolic and Ghorbani [25], which enables the transformation of a socio-technical system into an agent-based
model, has been used. This framework encompasses five iterative phases, as illustrated in Figure 2.:

• System Analysis: The AOCC is studied independently of agent-thinking or software modelling. The main
goal of this phase is to identify the internal structure of the system under consideration, such that a
complex analysis of the respective system can be conducted.

• Model Design: Accommodates for the identification of the agents and interactions between the agents in
the system.

• Detailed Model Design: The required details for the development of a model of the system under consid-
eration are specified. The environment, agents and interaction among agents is modelled.

• Software Implementation: In this phase, the actual programming is performed. The goal is to arrive at a
model that is compliant with the previous phases.
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• Model Evaluation: A continuous process of verification and validation during the development of the
model. Additionally, experiments are performed to gather the results of the model.

Figure 2: Socio-technical modelling approach [25]

This methodological framework aids in the identification of the main components required for the development
of an agent-based model. These main components are the environment which the agents can observe and act
upon, the agents and their local properties, the interaction among agents and interaction among agents and the
environment [32].

3.2 Agent Behaviour

Figure 3: Co-ladder framework [15]

To model the behaviour of the social agents in the
model, the co-ladder framework from Chow et al. [15]
is combined with the contextual control model from
Hollnagel [20]. The co-ladder framework [15] allows
to model the agents’ behaviour based on the defini-
tion of behavioural rules. In Figure 3 the co-ladder
is shown, which helps in the identification of the be-
haviour rules.

These behavioural rules are triggered by observa-
tions of the agents. Observations can be a change in
the environment, communication with other agents,
or output from a technical system. Upon an observa-
tion, the agents can either perform an analysis, action
or develop an expectation. An analysis simulates the
interpretation of an observation, upon which a task or
thought process can be performed. From an analysis
a plan evolves, which is the intention of the agent to execute a certain activity or sequence of activities. An
activity can either be communication among agents or the application of changes to a technical system. At last,
an expectation is based on a observation or the result of an activity. This can be about tasks that might be
assigned to the agent in the near future, a change in the environment or events that might result due to changes
made to the environment.

The behavioural rules of the agents depend on the contextual control mode that the agents are operating
in. Hollnagel [20] captured the following four control modes within the contextual control model:

• Scrambled Control Mode: Panic dominates the agents’ behaviour. No relation can be identified between
the context and the performed actions.

• Opportunistic Control Mode: The agents are applying limited planning or anticipation due to a lack of
context comprehension. The behaviour of the agents is based on experience from similar situations or
frequency of use.

• Tactical Control Mode: The agents can match the context to a predefined working procedure or behavioural
rule. There is increased planning and anticipation capability. However, this is still limited.

• Strategic Control Mode: The agents have a wider time-horizon that allows for higher-level goals to be taken
into account and full competence is available. Hereby the agents have the highest context comprehension.

The impact of the control modes on the agents’ behaviour results in varying levels of situation awareness and
the use of different decision-making techniques. As a consequence varying results are generated, which have
been analysed by using the framework as discussed in the next section.

3.3 Analysis of Resilience
To be able to analyse the results of the agent-based model concerning resilience, the conceptual framework from
Vert et al. [35] has been used. This framework enables the analysis of the reaction of complex socio-technical
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systems to events that require a response from these systems. A system can respond with resilience to either
an unexpected adverse event or an expected unplanned adverse event. A system can respond with resistance
to either an expected unplanned adverse event or an expected planned adverse event. A schematic overview of
this framework is given in Figure 4.

Figure 4: Conceptual framework for resilience [35]

A system responds with resilience to an event when adaptation is required to cope with the events. The types
of adaptation are adaptive responding and adaptive anticipation. Adaptive anticipation takes place when the
system can make predictions about adversities that are potentially going to affect the system in the near-future
and allocate resources accordingly. Based on either the adaptive anticipation or adaptive response, solution
strategies are generated to cope with the adversity. Next, these solution strategies are valuated relative to each
other upon which one is selected and will be implemented.

Besides resilience, this framework also allows for the analysis of resistance that is exercised against an
adversity by the system. Instead of adaptive capacity, the system appeals to predefined procedures, plans, and
buffers. Hereby only procedural anticipation and procedural responses are within the capacity of the system.
These procedures are described in working procedures or are based on the previous experiences of the system.

This concludes the main methodologies that have been used to conduct the research. In section 4 the
theoretical background on the use of decision-making mechanism is given.

4 Decision-making
In the agent-based modelling paradigm, agents have the ability to negotiate to arrive at a common agreement
or decision. Especially in the airline operations control context, decision-making is an imminent part of the
agent-based model. Within the research conducted in this paper two types of decision-making have been
included: Voting and Multi-Criteria Decision-Making (MCDM). These types of decision-making have been used
to simulate the decision-making for the agents operating in the control modes as discussed in section 3.2. In
the remainder of this section, the theoretical background of these techniques is elaborated upon in section 4.1
and section 4.2.

4.1 Voting
Voting as a decision-making mechanism in the agent-based modelling domain is closely related to social choice
theory. This theory captures the combination of individual preference, interests or welfare that leads to reaching
a collective decision or a certain amount of social welfare [31]. Voting mechanisms are designed to generate the
socially most preferred choice based on the personal preferences of the agents [33]. The voting mechanisms that
have been used in this research project are: the Plurality voting protocol, the Borda protocol and the Clarke
Tax Algorithm. These voting mechanisms have been used to model the collaborative decision-making of the
agents in the scrambled, opportunistic, and tactical control modes. The increasing complexity of these voting
protocols has been used to simulate the increasing competence of the decision-makers.

4.1.1 Plurality Voting

In the plurality voting protocol, the mediator agent requests the decision-making agents to vote for the solution
strategy they most prefer. The solution strategy that receives the most votes is decided upon.
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4.1.2 Borda Voting Protocol

In the Borda voting protocol, each decision-making agent assigns the most preferred solution strategy a value
of |O|, the second-highest solution strategy is assigned a value of |O| − 1 and so on. The decision-making
agents provide the Borda votes to the mediator agent, which sums the values across each solution strategy. The
solution strategy with the highest sum is selected as the winner of the vote.

4.1.3 Clarke Tax Algorithm

The Clarke Tax Algorithm is a utility-based social choice mechanism [19]. The rationale of this algorithm is
that each participating agent will be assigned a tax, of which the amount depends on how the agents utility
affects the utility of the rest of the group. The higher the assigned tax, the bigger the influence of the agent on
the choice of solution strategy. When the assigned tax is zero, it means that the other decision-making agents
would arrive at the same solution strategy when the zero-tax paying agent would not participate. The main
advantage of the Clarke Tax Algorithm is that each agents dominant strategy is to tell the truth. Hereby no
effort is wasted on counter-speculating each others declared preferences [33][16]. The basis of the Clarke Tax
Algorithm is the social choice function as in Equation 1. In this equation, g∗ represent the decision and A is
the set of decision-making agents. The decision is made by summing the agents’ valuation for each solution
strategy from which the solution strategy with the maximum sum of valuations is chosen.

g∗ = arg maxg

∑
i∈A

vi(g) (1)

In this function vi(g) is the valuation of agent i and personal preference g. The tax that is paid by the agents
for a certain preference is equal to the amount that the agent’s vote lowers the utility of other agents. This
relation is presented in Equation 2.

taxi =
∑

j ̸=i∈A

v̂j

(
arg maxg

∑
k ̸=i∈A

v̂k(g)
)
−

∑
j ̸=i∈A

v̂j(g
∗) ∀i ∈ A (2)

The utility of each agent is calculated by subtracting the tax from the valuation of the agent for the chosen
preference, which is illustrated in Equation 3

ui(g) = vi(g)− taxi(g) ∀i ∈ A (3)

The Clarke Tax Algorithm is a prescriptive method and involves the decision-making agents to be able to
calculate their valuation of each solution strategy by using utility functions.

4.2 Multi-Criteria Decision-Making
MCDM has been included in this research since it can be used in decision-making that involves the choice of a
most preferred solution strategy from a set of multiple potential solution strategies, which are subject to several
criteria [28]. Moreover, MCDM is employed to aid people in making decisions according to their preference in
situations that are characterised by multiple conflicting criteria and finding the optimal choice among the set
of available alternative solution strategies. Hereby it is deemed to be a representative method for the modelling
of decision-making in an AOCC.

For the application of MCDM, the first step is to derive the goals of the agents from which the set of criteria
and set of available solution strategies can be derived. These two sets are input for the decision-making method
that should be chosen based on the nature of the decision problem [28].

In this research, the Analytical Hierarchy Process (AHP) has been selected as the decision-making method.
The AHP method is found to be an effective way to deal with decision areas in operations management [27]
and has proven to be suitable for application within complex transport decisions [22][29]. In addition, Aziz et
al. [6] highlight that the AHP method is suitable for ranking and analysis of complex decision-making problems
and allows for checking and reducing inconsistencies in opinions. As a result of the application of the AHP
method, a ranking within the set of solution strategies is obtained. This ranking enables the agents to select
their personal most preferred solution strategy, based on qualitative judgement [28].

The application of the AHP method involves several steps. Initially, the pairwise comparison matrix should
be setup. In this matrix, the criteria are judged against each other by using Saaty’s 1-9 scale of pairwise
comparison [1][6][13]. This results in the pairwise comparison matrix Aij as in Equation 4, in which C is the
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set of criteria.

Aij =

a11 a12 ... a1n
... ... ... ...
an1 an2 ... ann

 ∀i, j ∈ C

Aij = 1 for i = j

Aij =
1

Aji
for i ̸= j

(4)

Hereafter the columns of the pairwise comparison matrix Aij are normalized by dividing each column value
with the sum of the column, resulting in the normalised pairwise comparison matrix by using Equation 5.

Aij =
aij∑

∀i∈C aij
∀i, j ∈ C (5)

To obtain the criteria weights Wi the rows of the normalised pairwise comparison matrix should be summed,
and divided by the number of criteria n as in Equation 6.

Wi =

∑
∀i∈C aij

n
∀j ∈ C (6)

Upon determination of the criteria weights, the consistency of the pairwise comparison matrix is calculated.
The initial (not normalised) pairwise comparison matrix (Aij) is re-used and each column is multiplied with
the respective criteria weights (Wi). The resulting matrix rows are then summed to arrive at the weighted sum
values (WS), as can be seen in Equation 7.

WSi =
n∑

∀j∈C

aij ·Wj ∀i ∈ C (7)

For the calculation of the consistency of the pairwise comparison matrix, first, the maximum eigenvalue λmax

has to be calculated by multiplying the weighted sum value of each row with the respective criteria weight.
Finally dividing the sum of the obtained values by the number of rows. This is shown in Equation 8.

λmax =

∑
∀i∈C(

WSi

Wi
)

n
(8)

The obtained λmax serves as input for the calculation of the consistency index CI according to Equation 9.

CI =
λmax − n

n− 1
(9)

Upon this the consistency ratio CR can be calculated according to Equation 10, by dividing the consistency
index (CI) with the random index (RI) according to the n number of criteria from Table 2. This ratio is required
to be < 10% in order to have a consistent and valid pairwise comparison matrix [4].

CR =
CI

RI
(10)

n 1 2 3 4 5 6
RI 0 0 0.58 0.9 1.12 1.24

Table 2: The average stochastic uniformity index target value of judgement matrix [1]

The criteria weights Wi and the consistency of the pairwise comparison matrix have been calculated and
hence the validity has been determined. Following this, the decision matrix can be set up, which provides an
overview of the available solution strategies (alternatives) and the inherent criteria values [1].

To be able to determine the preference on the alternatives in the decision matrix, the criteria values have to
be normalised to enable inter-criteria comparisons. To select a proper normalization technique, the work from
Vafaei et al. [34] has been consulted, in which a case study on normalization techniques for use in the AHP
method is conducted. From this study, it followed that the linear normalization technique proves to be the most
accurate for use in the AHP method. Hence for a criterion that is to be maximised Equation 11 should be used,
and for a criterion that is to be minimised Equation 12 should be used.
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nij =
rij
rmax

(11) nij = 1− rij
rmax

(12)
After the criteria values in the decision matrix have been normalised, the last step is to evaluate each alternative
in the set of solution strategies by multiplying the criteria with their criteria weight and summing the resulting
values for each solution strategy to obtain the relative final priority of each solution in the set of solution
strategies. This is illustrated in Equation 13

Pi =
∑
∀i∈S

Wj · xi,j ∀j ∈ C (13)

In this equation S is the set of solution strategies, and Pi indicates the preference value of solution strategy i
compared to the other available solution strategies.

This concludes the theoretical background on the decision-making mechanisms. In the next section, the
development of the socio-technical agent-based model is described in which these decision-making mechanisms
are incorporated.

5 The Agent-Based Model
In this section, the details of the developed socio-technical agent-based model are discussed. The environment is
specified in section 5.1, the agent behaviour based on the control modes is described in section 5.2, the decision-
making of the agents is discussed in section 5.3, and the criteria used in the decision-making are explained in
section 5.4. Finally, the software implementation is elaborated upon in section 5.5.

5.1 Environment
The model is developed in the environment of the AOCC of the airline under consideration. The high dynamic
variability in this environment is due to aircraft status, crew status, passenger status and airport status.

The environment has been modelled using categorical variables since the exact variability of the processes
considered in this research project is unknown by the airline’s operational control experts. The categorical
variables are listed in Table 3 and are elaborated upon below.

Variable Values
Holding time of diversion aircraft ’Short’/’Long’
Availability of fleet and crew reserves ’Yes’/’No’
Reopening time of LCY airport 08:20z/08:50z/09:20z
Diversion airport ’SEN’/’SOU’/’NWI’

Table 3: Categorical variables in the environment of the agent-based model

• Holding time: A short holding time of the aircraft subject to the diversion indicates that the aircraft is
not able to stay in a holding pattern and await reopening of LCY airport. However, the aircraft can fly
to a diversion airport or return to AMS.

• Fleet and crew reserves: The availability of fleet and crew reserves allows the agents to use them in their
solution strategies. If they are unavailable, the solution strategies can neither encompass the use of reserve
fleet nor reserve crew.

• Reopening Time: The reopening time of LCY airport can be set at either 30 minutes after Scheduled
Time of Arrival (STA) of the KL985 (08:20z), 60 minutes after STA of the KL985 (08:50z) or 90 minutes
after STA of the KL985 (09:50z).

• Diversion airport: The available diversion airport can be set to either Southend (SEN), Southampton
(SOU) or Norwich (NWI). These are defined as the top three alternative airports for flights with destination
LCY airport by the airline under consideration.

5.2 Agent Behaviour and Control Mode
The behaviour of the agents has been modelled to be dependent on the control mode that the agents are
operating in. The control modes affect the situation awareness and coordination among the agents. In this
research, and in accordance with the Contextual Control Model [20], the agents are modelled to have increasing
situation awareness from the scrambled control mode to the strategic control mode. In Table 4 the varying
coordination and situation awareness of the agents per control mode is depicted.
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Control Mode Reopening Div. Airport Technical Systems
Scrambled 7 SEN OCS, PCS, ACA
Opportunistic 3 SEN OCS, PCS, ACA
Tactical 3 SEN, SOU, NWI OCS, PCS, ACA, DST
Strategic 3 SEN, SOU, NWI OCS, PCS, ACA, DST, CDM, OF

Table 4: Agent situation awareness per control mode

In the scrambled control mode, the agents are simulated to act in panic and do not collect information, such
as calling LCY airport to inform on the reopening time. The only diversion airport considered is SEN and only
the essential technical systems are used.

The agents operating in the opportunistic control mode know from their experience that the reopening time
of LCY is essential information for decision-making. Therefore, they make the call to LCY airport resulting
in increased situation awareness. However, no additional diversion airport or technical system is considered
to simulate the limited anticipation and lack of context comprehension of the agents. Hereby, the agents are
simulated to apply limited planning or anticipation due to a lack of context comprehension.

In addition to the previous control mode, the agents operating in the tactical control mode consider all
the available diversion airports and use the Decision Support Tool. Hereby simulating increased planning and
anticipation of the agents.

The strategic control mode enables the agents to also use CDM and OrbiFly to gather extra information
about the situation. The use of these technical systems simulates the agents having a wider time-horizon which
allows them to take higher-level goals into account and act with full competence.

The behaviour of the social agents has been modelled through the co-ladder framework [15]. This framework
proposes human model constructs that enable the modelling of human behaviour (section 3.2). The relation
between these model constructs is defined with behavioural rules. The behavioural rules derived from the
co-ladder framework and used in this research project are:

Observation → Expectation
Observation → Activity → Expectation
Observation → Analysis → Plans → Activity → Expectation

All agent behaviour is initiated with the agent making an Observation. An observation can be made through
interaction with the environment or through interaction/coordination with other agents. Examples of observa-
tions are messages from other agents or changes in the flight, crew, or passenger schedules. From an observation
either an Analysis, Activity, or Expectation originates.

While performing an Analysis the agent is interpreting the observation and performing a task or thought
process based on this observation. An example of an analysis is the determination of the preferred solution
strategies by Fleet Control, Crew Control, and Commercial Desk.

Following an analysis, Plans are made. A plan is the intention of the agent to execute a certain activity or
sequence of activities that are the result of an analysis. An example of a plan would be Fleet Control planning
to first send information via ACARS to the Flight Crew and thereafter setting up a conference call with other
agents.

Activities are modelled as either communication to other agents or an agent applying an action in a technical
system. In this case study communication can be in the form of conference calls, ACARS messages, or direct
agent to agent communication via phone calls or face-to-face. With technical systems, the agents are modelled
to have an input-output relation. An example of this is Fleet Control requesting the Decision Support Tool to
propose an optimised solution strategy, upon which the Decision Support Tool outputs the optimised solution
strategy.

From either an activity or an observation an agent sets an Expectation. Expectations are about the result
of an applied action, tasks that might be assigned to the agent in the near future, about a change in the
environment, and events that might evolve from changes to the environment.

As a result of the different control modes the behaviour and thus the behavioural rules of the agents are
different per control mode. The exact definition of the behavioural rules and the individual components of these
rules (observations, analyses, plans, activities and expectations) concerning the control modes, are defined in
the appendix [24].

5.3 Decision-Making and Control Mode
Naturally, the control mode that the agents operate in impacts the decision-making. To simulate this in the
model, the agents have been modelled to use different decision-making mechanisms per control mode.
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Control Mode Decision-making mechanism
Scrambled Plurality voting protocol
Opportunistic Borda voting protocol
Tactical Clarke Tax Algorithm
Strategic MCDM - AHP Method

Table 5: Decision-making mechanisms per control mode

The decision-making mechanisms per control mode are given in Table 5. In section 5.3.1 through section 5.3.4
the reasoning for the use of these decision-making mechanisms is elaborated.

5.3.1 Decision-making in scrambled control mode

In the scrambled control mode the agents have no control over the situation and are not able to obtain a good
comprehension about the context. They will make decisions based on their gut-feeling. To represent this, the
plurality voting protocol is implemented to simulate that the agents can prefer a solution strategy over the
alternatives, but can not give any indication of relative preference. As a consequence of the limited situation
awareness inherent to this control mode, there is only a limited set of solution strategies available. The solution
strategies that the decision-making agents can vote on are:

B C D E

Solution strategies A and F are not in the solution space since the agents are not aware of the reopening
time of LCY airport. This knowledge is a prerequisite for these solution strategies.

The votes of the decision-making agents have been identified through discussions with the airline’s operational
control experts and are described in the appendix [24]. These preferences are based on the scenarios that will
be explained in section 7.1.

5.3.2 Decision-making in opportunistic control mode

Increased comprehension of the context is obtained by the agents while operating in the opportunistic control
mode. To simulate that the agents are more aware of the impact of a solution strategy relative to the alternatives,
but not being able to quantitatively express this, the Borda voting protocol is implemented. This protocol allows
the agents to express their experience through the relative priority of the solution strategies. Hereby simulating
the human decision-making of the real AOCC. In comparison to the scrambled control mode, an increased set
of solution strategies is available due to the awareness about the reopening time of LCY airport. The available
solution strategies are:

A B C D E F

To enable the implementation of the Borda voting protocol, preference relations for all scenarios have been
derived based upon discussions with the airline’s operational control experts. These preference relations are
attached in the appendix [24].

5.3.3 Decision-making in tactical control mode

In the tactical control mode, the agents have a thorough comprehension of the context and have full control
over the situation. Hereby they are able to compare the available solution strategies in detail. Furthermore, the
agents are able to determine the impact of their preferred solution strategy on the other domains. To capture
this in the model it is chosen to implement the Clarke Tax Algorithm as the decision-making mechanism. By
using this algorithm the agents are able to quantify the impact of each solution strategy and can calculate a
quantitative indication of the influence they have on the collaborative decision-making.

Within this research project, the agents’ social welfare is expressed by cost functions. As a consequence the
agents prefer minimum valuations (vi(g)). Therefore, the social choice function is rewritten in Equation 14.
The cost functions used for the valuations are elaborated in section 5.4.

g∗ = arg ming

∑
∀i∈A

vi(g) (14)

Conform with this, the taxes are calculated as in Equation 15.

taxi =
∑

j ̸=i∈A

v̂j

(
arg ming

∑
k≠i∈A

v̂k(g)
)
−

∑
j ̸=i∈A

v̂j(g
∗) ∀i ∈ A (15)
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The utility of each agent is calculated by adding the tax to the valuation of the agent for the chosen preference,
which is illustrated in Equation 16.

ui(g) = vi(g) + taxi(g) ∀i ∈ A (16)

Due to this, the agents prefer the total obtained utility to be as low as possible. This means that the impact of
the implementation of a solution strategy is minimal.

Since the decision-making agents are able to use the Decision Support Tool in this control mode, there is an
increase in size of the solution space. For each regular solution strategy there is also a proposal of the Decision
Support Tool available. The resulting solution space is:

A ADST B BDST C CDST
D DDST E EDST F FDST

5.3.4 Decision-making in strategic control mode

The strategic control mode simulates the agents having full competence and should be able to make the most
thorough decisions. In addition, the agents have plenty of time to make decisions and evaluate all available so-
lution strategies. To capture this in the model, MCDM with the AHP decision-making method is implemented.
This method allows the agents to be aware of the details of each solution strategy and make a qualitative com-
parison between the alternatives. Additionally, it allows the agents to incorporate anticipatory behaviour due to
the possibility of pursuing changing goals in different contexts. These contexts result from the use of CDM and
OrbiFly by the agents and capture the anticipation of the future state of the environment. Hereby an accurate
representation of real-life human decision-making, through qualitative judgement, has been incorporated in the
model.

To capture the different contexts in the decision-making, each scenario is evaluated for four different contexts.
These contexts are chosen based on the experience of the airline’s operational control experts and the regularity
of occurrence. The contexts are depicted in Table 6.

Context ID Description
Context 1 Regular day of operations
Context 2 Slot delays at AMS until 10:00z
Context 3 Slot delays at AMS effective from 10:00z
Context 4 Critical passenger connections

Table 6: Contexts strategic control mode

The qualitative judgement and anticipation of the airline’s operations controllers in these contexts result
in different pairwise comparison matrices, through which the relative importance of the criteria are captured.
These pairwise comparison matrices are determined by the airline’s operational control experts and are attached
in the appendix [24]. A more detailed description of each context is:

• Context 1 : A regular day of operations is assumed. Hereby the controllers anticipate that no major
disruptions are going to impact the airline’s flight operations.

• Context 2 : From using CDM it is noticed that currently all flights at AMS are affected by slot delays.
OrbiFly shows that these slot delays are due to bad weather, which is expected to be cleared by 10:00z.

• Context 3 : Currently the flight operations are not suffering from any disruption. However, by accessing
OrbiFly it is noticed that a storm will hit AMS at around 10:00z. This is confirmed by the CDM system,
which indicates expected slot delays from 10:00z onward.

• Context 4 : The CDM system shows that many flights are suffering from unstable slot times. Hereby the
agents are aware that the passenger connections are critical.

The available set of solution strategies in this control mode is not changing over the contexts. Hereby the
available set of solution strategies is identical to the set of solution strategies available in the tactical control
mode:

A ADST B BDST C CDST
D DDST E EDST F FDST
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5.4 Agent Decision-Making Criteria
To enable the decision-making agents to express their preferences on solution strategies in the tactical and
strategic control modes, respectively the Clarke Tax Algorithm and the MCDM decision-making mechanisms
are applied. To enable the application of MCDM, the goals of the agents have to be derived into criteria, on
which optimality conditions are applied [36][28]. Additionally, these criteria can then be re-used to develop cost
functions that facilitate the application of the Clarke Tax Algorithm.

The criteria and cost functions for the decision-making agents are derived in section 5.4.1 through sec-
tion 5.4.4.

5.4.1 Fleet Control Criteria and Cost Function

Fleet Control represents the fleet domain in the decision-making. The goal of this agent is two-fold:

’Timely and safe execution of the planned flight schedule and ensuring absorbing capacity to
counter disruptions’.

Based on these goals, six criteria have been derived:

• c1 - Extra cycles flown: Refers to the extra cycles flown compared to the planned flight schedule and is
a positive integer number. The aim is to minimize this criterion since extra cycles imply more intensive
maintenance activities.

• c2 - Extra minutes of flight: Extra flying time results in a higher fuel burn and additional maintenance.
The criterion is a positive integer number that is to be minimised.

• c3 - Leg cancellation count: Cancelling a leg is undesirable since it means that the airline loses expected
profits. This criterion is a positive integer, which is to be minimised.

• c4 - Registration swaps in early window: Registration swaps of flight with a Scheduled Time of Departure
(STD) that is within a time span of 180 minutes from the current time, is said to be in the ’early window’.
Registration changes made in this window requires quick re-scheduling for multiple departments: fleet,
crew, gate, and turnaround planning. Therefore this is a criterion to be minimised, as a positive integer.

• c5 - Registration swaps in late window: Registration swaps of flight with an STD more than 3 hours from
the current time requires less effort to reschedule and is therefore evaluated separately from c4. It is a
positive integer number that is to be minimised.

• c6 - Reserve devaluation minutes: The decrease in the number of minutes of reserve fleet in the flight
schedule as a result of the implementation of a solution strategy is captured by this criteria. It is calculated
as the scheduled reserve fleet time subtracted by the actual reserve fleet time, hereby it is a positive integer
number that is to be minimised.

Based on these criteria the cost function as in Equation 17 is developed. The exact values of the cost variables
are based on the airline’s cost model.

Fleet Control Cost = c1 · Ccycle + c2 · Cfuel · Aburn

+ c3 · Ccancellation + c4 · Cswap + c6 · Creserve
(17)

In this equation Ccycle is the cost of flying an extra cycle, Cfuel is the cost of fuel, Aburn is the fuel use per
minute of flying time, Ccancellation is the cancellation cost, Cswap is the cost of making registration changes, and
Creserve is the cost per minute of reserve devaluation. Criterion c5 is not included in this cost function, since
this criterion is considered to be free of charge in the airline’s cost model.

5.4.2 Crew Control Criteria and Cost Function

Crew Control represents the crew domain in the decision-making. The goal of this agent is two-fold:

’Making minimal changes to the planned crew schedule and ensuring the absorbing capacity of this
schedule to counter disruptions’.

Based upon these goals two criteria have been identified, which aim at capturing these goals in the decision-
making:

• c7 - Crew swap count: Swapping crew introduces a domino effect in the crew schedule and requires a lot of
additional work for the crew controllers, moreover introducing instability in the crew rosters and therefore
being undesirable. It is a positive integer that is to be minimised.
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• c8 - Crew reserve usage count: Crew reserves should be treated delicately due to the working time
restrictions imposed by the Collective Labour Agreement (CLA). Additionally, if crew reserves are used,
they should be used efficiently due to the stringent rules regarding the flight duty period. This is captured
by this criterion, which is a discrete positive count to be minimised.

The cost function that has been developed with these criteria is given in Equation 18.

Crew Control Cost =c7 · Ccrewswap + c8 · Ccrewreserve (18)

In this equation Ccrewswap is the cost of a crew swap and Ccrewreserve is the cost of using crew reserves.

5.4.3 Commercial Desk Criteria and Cost Function

The last decision-maker for which it is required to define criteria and a cost function is the Commercial Desk.
The goal of this agent is three-fold:

’Ensuring minimal changes to the passenger schedule, maximum flight completion factor and
on-time performance’.

From these goals, a total of six criteria have been identified. In some of these criteria, differentiation has been
made between elite and non-elite passenger. This is done since this differentiation is also made in the airline’s
cost model which serves as a basis for the cost functions. Elite passengers enjoy more privileges compared to
non-elite passengers. Hereby they might be prioritised in the decision-making based upon the context. The
derived criteria are:

• c9 - Bussed elite passenger count: The number of elite passengers that have to be bussed from an alternative
airport to the planned destination airport. This criterion is a positive integer value, that is to be minimised.

• c10 - Bussed non-elite passenger count: The amount of non-elite passengers that have to be bussed from
an alternative airport to their planned destination airport. This criterion is a positive integer value, that
is to be minimised.

• c11 - Rebooked elite passenger count: The number of elite passengers who need to be rebooked due to
cancellation of a connecting flight. This criterion is a positive integer value, that is to be minimised.

• c12 - Rebooked non-elite passenger count: The number of elite passengers who need to be rebooked due to
cancellation of a connecting flight. This criterion is a positive integer value, that is to be minimised.

• c13 - ETD delay minutes: The total minutes of delay that have been introduced by setting confirmed
delays (ETDs). This criterion is a positive integer value, that is to be minimised.

• c14 - Collateral delay minutes: The total minutes of propagated delay that are a result of ETDs set on
other flights. These flights have an unconfirmed delay but are likely to receive a confirmed delay in the
future. This criterion is a positive integer value, that is to be minimised.

Combining these criteria with the airline’s cost model, the cost function in Equation 19 results.

Commercial Desk Cost = c9 · FVLelite + c10 · FVLnon-elite + (c11 + c12) · Ccanxclaim

+
∑
i∈F

(
c13i · (paxelitei · FVLelitei + paxnon-elitei · FVLnon-elitei)

)
+

∑
j∈G

(
c14j · (paxelitej · FVLelitej + paxnon-elitej · FVLnon-elitej )

) (19)

In this function, F is the set of flights affected by confirmed delays and G is the set of flights that are affected by
collateral delays. Furthermore, FV L is the expected future value loss of the airline due to bussing of passengers,
Ccanxclaim is the cost of a cancellation claim due to rebooking of passenger, and pax are the number of passengers
on a flight.

5.4.4 Duty Manager Network Criteria and Cost Function

The Duty Manager Network is acting as the mediator agent in the decision-making between the fleet, crew, and
passenger domains, as has been illustrated in Figure 1. Due to this hierarchical structure, the Duty Manager
Network integrates the criteria of the decision-making agents. This integration is performed with the following
goal:
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’Ensure smooth cooperation between long-haul and short-haul flight operations’.

The criteria that have been derived from this goal are:

• Fleet: Captures the relative importance of the fleet domain with respect to the crew and passenger
domains.

• Crew: Captures the relative importance of the crew domain with respect to the fleet and passenger
domains.

• Passengers: Captures the relative importance of the passenger domain with respect to the fleet and crew
domains.

Since these criteria are of a high level and are not directly related to KPIs within the solution strategies, no
optimality conditions have to be applied.

The cost of a solution strategy for the Duty Manager Network is equal to the sum of the costs of the domain
representative agents, since this agent integrates the fleet, crew, and passenger domains.

The structure and hierarchy of the complete set of criteria for all agents is shown in Figure 5. These criteria
are used in the simulation of the tactical and strategic control mode. In the tactical control mode the criteria
are used by the agents in the cost functions for the application of the Clarke Tax Algorithm as decision-making
mechanism. The agents operating in the strategic control use the criteria for the application of the Multi-
Criteria Decision-Making mechanism. In this mechanism, these criteria allow the qualitative judgment of the
airline’s operations control experts to be captured in the model.

Figure 5: Complete set and hierarchy of criteria

5.5 Software Implementation
The software implementation of this model has been done in the Python programming language. An object-
oriented programming structure has been used. The environment, social agents and technical systems have
been modelled as individual objects. Through the environment, the agents can interact with each other and
make observations. The social agents, if allowed, can access the technical system objects to extract information
or apply changes.

For the exact details of the software implementation, one is advised to consult the appendix [24].
This concludes the section about the development of the socio-technical agent-based model. In the next

section, the verification and validation of the model are discussed.

6 Verification and Validation
To ensure that the agent-based model generated the desired and expected results, verification and validation
have been performed.

Verification has been performed through unit testing during the model development phase. Additionally,
errors were tracked while programming through compiling errors. These errors have been resolved at the
moment they occurred. For example, the results of the voting protocols (Plurality, Borda, Clarke Tax), the cost
functions, and the functions of the agent objects have been verified.

Three major parts of the model needed validation. One of these being the agents’ behaviour. To validate
the agents’ behaviour, trace plots have been outputted and were matched with the airline’s workflow diagrams
and the implemented behavioural rules [24]. An example trace plot is given in Figure 6. In this figure, the
communication between agents is shown. The ATC agent contacts the FC agent over the radio. After the FC
agent has interpreted the message from ATC, the FC agent contacts the DM via ACARS. With the information
that the DM received, a conference call is started to spread the information to other agents in the AOCC.
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Figure 6: Traces of agent behavior

Secondly, the predefined solution strategies used in the model
have been subject to validation. This entails both the solution
strategies representing the human controllers and the solution
strategies according to the business rules of the Decision Support
Tool. These have been validated through face validation with the
airline’s operational control experts [30].

Lastly, the output of the decision-making mechanisms and
thus results of the model, have been validated through face vali-
dation with the airline’s operational control experts. Hereby the
results of the developed model are verified and validated.

7 Results
The results that are generated by the developed agent-based model are discussed in this section. In section 7.1
the simulation setup and scenarios for which the results are generated are elaborated. Thereafter, the results
of the decision-making per control mode are discussed in section 7.2 through section 7.5.

7.1 Simulation Setup and Scenarios
The purpose of simulation in this research is to analyse the decision-making of the agents’ in the AOCC while
operating in the different control modes. The simulation is performed on a flight schedule that has been flown
by the airline on Monday the 30th of July 2019. This flight schedule has been used since it is representative of
a regular summer flight schedule of the airline under consideration. Summer flight schedules are characterised
by a high density of flights and do not provide any slack to accommodate for disruptions. One reserve aircraft
and one set of reserve crew are present in the schedule. However, the scenarios specify whether the agents are
allowed to make use of these reserves in their disruption management strategies.

The scenarios that are evaluated are characterised by the categorical variables that describe the state of the
environment. To recall from section 5.1 these variables are: the available holding time of the diversion aircraft,
availability of fleet and crew reserves, reopening time of LCY airport and the selected diversion airport. The
scenarios that evolve from these variables are shown in Figure 7.

Figure 7: Scenario tree indicating the twelve scenarios

Four main scenarios (1,2,3,4) and three sub scenarios (a,b,c) make that a total of twelve scenarios have been
evaluated. The model was run separately for the agents operating in the scrambled, opportunistic, tactical, and
strategic control modes. In the strategic control mode, each scenario has been run additionally for four different
contexts as per section 5.3.4. Hereby the strategic control mode will be analysed for a total of 12 scenarios and
four levels of context, which makes a total of 48 results.

In the following section, the results are presented. These results will be grouped per control mode and based
on reserve availability. Hereby scenario 1 and scenario 3 (characterised by reserve availability) are analysed
simultaneously and scenario 2 and 4 (characterised by reserve unavailability) are analysed simultaneously.

To increase the understanding of the solution strategies in the following section, the abbreviations of the
solution strategies are summarized in Table 7. These solution strategies have been elaborated upon in section 2.2
and are included in more detail in the appendix [24].
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Abbreviation Description
A Divert to alternative airport - await reopening - continue flight to LCY
B Divert to alternative airport - bus passenger to alternative airport - return to AMS
C Divert to alternative airport - bus passengers to LCY - ferry empty to AMS
D Mid-air return of KL985 to AMS - cancelling the complete LCY rotation
E Mid-air return of KL985 to AMS - delay the LCY rotation to a later moment on the day
F Await reopening of LCY in a holding pattern

XDST Solution strategy X as proposed by the Decision Support Tool

Table 7: Abbreviations of solution strategies

7.2 Results for the scrambled control mode
In this section, the results generated by the model for the agents operating in the scrambled control mode are
presented. The agents decide on the solution strategy by using the plurality voting protocol. The resulting
decisions of the agents in this control mode are discussed in section 7.2.1 and section 7.2.2.

7.2.1 Scenario 1 & 3

For scenarios 1 and 3, the agents in the scrambled control mode decide on the implementation of solution
strategy B. This is unanimously decided since all three decision-makers vote for this solution strategy. This can
be explained since solution strategy B induces the least damage on the remainder of the flight operations out
of the available set of solution strategies. Solution strategy B involves the use of the reserve aircraft and crew.
However, no extra delays are introduced on other flights, no cancellations are necessary, and no passengers need
to be rebooked.
Reopening time does not influence the decision-making since the agents are not aware of the reopening time
in this control mode. Furthermore, the only diversion airport considered by the agents is SEN which also is a
result of the limited situation awareness.

7.2.2 Scenario 2 & 4

In scenarios 2 and 4, the agents decide upon implementation of solution strategy C. This decision was not
unanimously. The Commercial Desk votes for solution strategy B, in contrast to Fleet Control and Crew
Control, who vote for solution strategy C. Fleet Control and Crew Control vote for C since there are no reserves
available and they want to minimise the damage to other scheduled flights. The Commercial Desk votes for the
passengers, similar to scenarios 1 and 3, and does not change its vote based on reserve availability.

7.3 Results for the opportunistic control mode
In the opportunistic control mode, the solution strategy is voted upon through the preference relations of the
agents. These preference relations are evaluated by the Borda voting protocol to arrive at a decision on solution
strategy. The decisions made by the agents in this control mode are discussed in section 7.3.1 and section 7.3.2.

7.3.1 Scenario 1 & 3

In Table 8 the Borda vote results for scenario 1 are given. In this table, it can be seen that solution strategy A
is the most preferred solution independent of reopening time. In all sub scenarios, the votes of the agents for
solution strategy A and B are close. In scenarios 1a and 1b Fleet Control and Commercial Desk prefer solution
strategy A over B. Fleet Control prefers solution strategy A since a reserve aircraft is available and they want
to achieve the goal of completing all planned flights. The Commercial Desk votes for solution strategy A to
maximise passenger convenience. Hereby this agent aims to minimise the bussing and rebooking of passengers.
Crew Control prefers solution strategy B over A. In the crew domain, it is preferred to not fly an extra cycle,
since this changes the planned duties of the flight crew due to which they might not be able to execute the
remainder of their planned flights.

In scenario 1c Fleet Control prefers solution strategy B over A since bussing the passenger from SEN to
LCY takes less time compared to continuing the flight from SEN to LCY. However, for passenger convenience,
the Commercial Desk still prefers solution strategy A over B. Crew Control prefers to fly empty back to AMS
by means of solution strategy C since this reduces the impact of the diversion on the flight duty period of the
crew, which results in the least extra flying time, no extra cycles, and no waiting for passengers to be bussed.
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Scenario A B C D E
1a 1414141414141414141414141414141414 13 8 3 7
1b 1414141414141414141414141414141414 13 8 3 7
1c 1313131313131313131313131313131313 12 10 3 7

Table 8: Borda vote results - scenario 1

Scenario A B C D E F
3a 14 13 8 3 7 1818181818181818181818181818181818
3b 14 13 8 3 7 1818181818181818181818181818181818
3c 14 12 11 3 7 1616161616161616161616161616161616

Table 9: Borda vote results - scenario 3

The Borda vote results for scenario 3 are given in Table 9. In scenarios 3a and 3b, the agents vote unanimously
for solution strategy F. However, in scenario 3c the decision-makers do not agree on their first preferences.
Fleet Control prefers F since this solution only involves extra flying time and the use of the reserve aircraft.
Crew Control wants to reduce the impact of the disruption and does not want to use the set of reserve crew.
Lastly, the Commercial Desk prefers solution strategy A since loitering is usually experienced as unpleasant by
the passengers according to the airline’s operational control experts and the delayed arrival of either solution
strategy A and F in this scenario is approximately equal.

7.3.2 Scenario 2 & 4

In scenario 2 the Borda voting protocol results in the decision on solution strategy C, independent of the
reopening time of LCY airport. The exact Borda count is given in Table 10. From these resulting Borda count
values, it can be seen that solution strategy C is increasingly preferred with increasing reopening time. This
is mainly because solution strategy C is most preferred by Fleet Control and Crew Control. Commercial Desk
votes, independent of reopening time, for solution strategy A. Fleet Control and Crew Control want to minimise
the damage on other flights by voting for solution strategy C. The Commercial Desk does not mind the lack of
fleet and crew reserves and votes for passenger satisfaction.

Scenario A B C D E
2a 9 10 1212121212121212121212121212121212 9 5
2b 7 8 1515151515151515151515151515151515 12 3
2c 7 8 1515151515151515151515151515151515 12 3

Table 10: Borda vote results - scenario 2

Scenario A B C D E F
4a 9 10 12 9 5 1818181818181818181818181818181818
4b 10 10 14 9 5 1515151515151515151515151515151515
4c 10 10 1414141414141414141414141414141414 11 5 13

Table 11: Borda vote results - scenario 4

The Borda vote results for scenario 4 can be seen in Table 11. The results are approximately equal to the
results of scenario 2. However, the set of available solution strategies is extended with solution strategy F. In
scenario 4a and 4b the Borda vote results in solution strategy F. However, in scenario 4c it is determined to
implement solution strategy C, which is motivated by the preference of Fleet Control and Crew Control. Due
to the lack of reserves, there is no room in the flight schedule to absorb the induced delays by solution strategy
F in this scenario. To prevent the cancellation of other flights, it is decided to cancel the return flight from LCY
through the implementation of solution strategy C.

7.4 Results for the tactical control mode
In the tactical control mode, the agents decide on their solution preferences based on the cost functions that
have been defined in section 5.3. These preferences serve as input for the Clarke Tax Algorithm that is used
as decision-making mechanism. Furthermore, the decision-making agents are able to evaluate the solution
strategies for all the available alternative airports and are able to use the Decision Support Tool. An overview
of the resulting decisions and exact costs and taxes paid by the agents is attached in the appendix [24].

In the Clarke Tax Algorithm, as implemented in this research, a decision is made based on the minimum total
utility obtained that results from the implementation of a solution strategy. This total utility is calculated by
the sum of the total costs inherent to a solution strategy and taxes paid by the agents. The total cost resulting
from the implementation of a solution strategy is calculated by summing the cost functions of Fleet Control,
Crew Control, and Commercial Desk. Taxes are paid when agents are influential in the decision-making. A
tax is paid to compensate other agents for not implementing their preferred solution strategy. The theoretical
background of this algorithm has been given in section 4.1.3 and the details on the implementation in this
research are given in section 5.3.3.

The resulting decisions from the application of the Clarke Tax Algorithm in the tactical control mode are
discussed in section 7.4.1 and section 7.4.2.

7.4.1 Scenario 1 & 3

Table 12 and Table 13 depicts the chosen solution strategies per diversion airport for scenarios 1 and 3.
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For scenario 1 it can be seen that the decision on solution strategy does not vary with reopening time, but is
varying with selected diversion airport. For diversion airport SEN, the agents decide on the implementation of
solution strategy BDST. In this solution strategy, the agents decide to divert the aircraft to an alternative airport
and wait for the passengers to be bussed from LCY, after which the aircraft returns to AMS. For diversion
airport SOU the agents decide to implement solution strategy ADST. In this solution strategy, the aircraft is
diverted to an alternative airport, where the aircraft awaits the reopening of LCY. Upon reopening the flight
continues to LCY. For diversion airport NWI it is decided to implement solution strategy C, which is to divert
to an alternative airport and then return empty back to AMS.

Scenario SEN SOU NWI
1a BDST ADST C
1b BDST ADST C
1c BDST ADST C

Table 12: Clarke Tax results - scenario 1

Scenario SEN SOU NWI
3a F F F
3b FDST FDST FDST
3c FDST FDST FDST

Table 13: Clarke Tax results - scenario 3

The analysis of the taxes paid in scenario 1 shows that Fleet Control consistently pays a tax for the im-
plementation of the solution strategies, independent of diversion airport. This indicates that Fleet Control is
influential in the decision-making. By paying a tax, Fleet Control is aware that the other decision-makers would
prefer the implementation of a different solution strategy.

For diversion airport SEN, the other decision-makers prefer the implementation of solution strategy C.
However, Fleet Control pays a tax to prevent the (expensive) cancellation that is inherent to this solution
strategy. As a result, the agents agree on the implementation of solution strategy BDST.

In the case that diversion airport SOU is selected, the other decision-makers would prefer the implementation
of solution strategy A. Fleet Control pays a tax to prevent the high cost involved by the reserve devaluation
that is inherent to this solution strategy. Hereby, Fleet Control influences the other decision-makers to decide
for solution strategy ADST.

For diversion airport NWI, Fleet Control pays a tax and influences the other decision-makers to decide on
the implementation of solution strategy C. The tax is paid to prevent the additional costs that are involved
with flying an extra cycle, additional flying time, and increased reserve devaluation in solution strategy A.

The Commercial Desk only influences the decision-making when SOU is selected as diversion airport. This
agent pays a tax to prevent the bussing and rebooking of passengers that are involved with the preference of
Fleet Control and Crew Control for solution strategy C.

In Table 13 the resulting solution strategies for scenario 3 are given. In this table, it can be seen that
solution strategy F is dominantly preferred. For increasing reopening time the decision-makers decide on the
implementation of solution strategy FDST. In solution strategy F the aircraft awaits reopening of LCY airport
while flying a holding pattern.

In scenario 3a, independent of diversion airport, the agents unanimously decided on the implementation of
solution strategy F. This decision is unanimous since none of the decision-makers pays a tax and therefore the
total utility obtained is equal to the total costs inherent to the solution strategy. As a result, all decision-makers
are satisfied, since their most preferred solution strategy is decided upon.

In scenario 3b, Fleet Control and the Commercial Desk influence the decision-making. This influence is
expressed by the taxes that are paid by these agents. Both agents prefer solution strategy FDST over solution
strategy F. The reasoning behind this is that FDST is characterised by a lower reserve devaluation and less
induced delays.

The decision in scenario 3c for diversion airport SEN is influenced by the Commercial Desk. This agent
pays a tax to minimise the bussing of passengers and reduce the amount of delay introduced in the schedule.
As a result, the total obtained utility increases. Hence, there is a disagreement in the preference of the decision-
makers. For the diversion airports of SOU and NWI, none of the decision-makers pays a tax. Hereby, it can be
stated that the socially most preferred solution is decided upon.

The results described in this section for scenarios 1 and 3 indicate that Fleet Control and the Commercial
Desk frequently influence the decision-making. This results in an increase of the total obtained utility, which is
undesired. Due to this increase, it is evident that the decisions are not preferred by all decision-makers. Crew
Control never pays a tax which means that this agent does not have any influence on the decision-making in the
analysed scenarios. This can be an indication that the cost functions from Fleet Control and the Commercial
Desk do not anticipate the impact of a decision on the other domains.

In general, it is noticed that the use of reserve aircraft and crew is avoided, which is due to the costs involved.
This is also confirmed by the influence of Fleet Control in most decisions. To prevent reserve devaluation, a
high number of registration swaps in the late window are applied.
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7.4.2 Scenario 2 & 4

Upon analysis of Table 14 and Table 15, it is obvious that the decided solution strategies in scenarios 2 and
4 are not different from scenario 1 and 3. However, there is a difference in the total obtained utilities by the
agents, due to different amounts of tax being paid.

Scenario SEN SOU NWI
2a BDST ADST C
2b BDST ADST C
2c BDST ADST C

Table 14: Clarke Tax results - scenario 2

Scenario SEN SOU NWI
4a F F F
4b FDST FDST FDST
4c FDST FDST FDST

Table 15: Clarke Tax results - scenario 4

In scenario 2 for diversion airport SEN, Fleet Control and the Commercial Desk influence the decision-
making. Fleet Control has a strong preference for solution strategy BDST, in contrast to the other decision-
makers who prefer solution strategy C. This preference is motivated by the cost of a cancelled leg. The Com-
mercial Desk influences the decision-making by preferring solution strategy BDST over solution strategy B. This
is motivated by the minimisation of the induced delays.

For diversion airport SOU only the Commercial Desk pays a tax. Without the participation of this agent,
the other decision-makers would decide on solution strategy B. However, the Commercial Desk pays a tax to
minimise the delay minutes, rebookings, and bussing activities. Hereby, influencing the other decision-makers
to decide upon solution strategy ADST.

Lastly, in scenario 2 and diversion airport NWI it is noticed that none of the agents pays a tax and hereby
they have a common agreement on the implementation of solution strategy C.

In scenario 4 again solution strategy F is dominating as seen in Table 15. Fleet Control is influential for
the decision-making in scenario 4c with diversion airport SEN. Without the participation of Fleet Control, the
other decision-makers would decide upon implementation of solution strategy C. Fleet Control pays a tax to
prevent the cancellation inherent to this solution strategy.

The Commercial Desk influences the decision-making in scenario 4a, 4b, and 4c. This influence increases
with reopening time since the total obtained utility increases with reopening time. The Commercial Desk is
motivated to decide on solution strategy F to prevent excessive delays, rebookings, and bussing of passengers.

For diversion airport SOU the Commercial Desk influences the decision-making in scenario 4b and 4c.
The other decision-makers would prefer the implementation of solution strategy B. However, the Commercial
Desk convinces them to decide on solution strategy FDST. The Commercial Desk is motivated here by the
minimisation of bussing and rebooking of passengers. The total obtained utility, in this case, increases with
reopening time due to the increasing amount of tax paid with increasing reopening time.

For diversion airport NWI, the decision-making is only influenced by the Commercial Desk. The Commercial
Desk pays a tax to minimise the amount of rebooked passengers. Due to the influence of this agent, the other
decision-makers agree with the implementation of solution strategy FDST instead of solution strategy F.

The described results for scenario 2 and 4 indicate Fleet Control and Commercial Desk regularly influence
the decision-making. Due to this, the total obtained utility is increased. This is an indication that a preferred
solution strategy for one domain is not necessarily preferred by the other domains. As a result the decision-
making agents regularly disagree in the decision-making. This disagreement shows through the difference
between the total costs inherent to a decision and the total obtained utility by the decision-makers.

7.5 Results for the strategic control mode
In the strategic control mode, the agents use MCDM with the AHP decision making-mechanism to make their
decisions (section 4.2). Each scenario is analysed for four different contexts to capture the use of the CDM and
OrbiFly systems by the decision-makers. These contexts are (section 5.3.4):

1. Regular day of operations.

2. Slot delays at AMS until 10:00z.

3. Slot delays at AMS effective from 10:00z.

4. Critical passenger connections.

For the application of this decision-making method, the goals of the agents have been derived into criteria
(section 5.4). These criteria are then subject to a pairwise comparison by the airline’s operations controllers for
each scenario and context combination. These pairwise comparison matrices capture the expert judgement of the
operations controllers in the decision-making and are attached in the appendix [24]. The pairwise comparisons
express the relative importance of the criteria and are transformed by means of calculation into criteria weights.
These criteria weights ultimately define the solution strategy preference of the decision-makers. This process is
summarized as:
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Goals −→ Criteria −→ Pairwise comparisons −→ Criteria weights −→ Solution strategy preference

In the remainder of this section, the criteria weights that lead to the implementation of a solution strategy will
be discussed. Scenarios 1 and 3 are analysed simultaneously for the different contexts as well as scenarios 2 and
4. In Table 16 the definition of each criterion is given, as discussed previously in section 5.4.

Criterion ID Description Optimality Condition Agent
c1 Extra cycles flown Minimize Fleet Control
c2 Extra minutes of flight Minimize Fleet Control
c3 Leg cancellation count Minimize Fleet Control
c4 Registration swaps in early window Minimize Fleet Control
c5 Registration swaps in late window Minimize Fleet Control
c6 Reserve devaluation minutes Minimize Fleet Control
c7 Crew swap count Minimize Crew Control
c8 Crew reserve usage count Minimize Crew Control
c9 Bussed elite passenger count Minimize Commercial Desk
c10 Bussed non-elite passenger count Minimize Commercial Desk
c11 Rebooked elite passenger count Minimize Commercial Desk
c12 Rebooked non-elite passenger count Minimize Commercial Desk
c13 ETD delay minutes Minimize Commercial Desk
c14 Collateral delay minutes Minimize Commercial Desk

Table 16: Criterion Definition

In section 7.5.1 through section 7.5.5 the decisions made by the agents for the scenarios in the different
contexts are evaluated.

7.5.1 Scenario 1 & 3 in the context of a regular day of operations

The decisions of the agents for scenario 1 and 3 in the context of a regular day of operations are given in Table 19
and Table 20. In scenario 1 the decisions are changing with the diversion airport. For diversion airport SEN
and NWI the agents decide upon implementation of solution strategy C. In this solution strategy, the aircraft
is diverted to an alternative airport and flies empty back to AMS. For diversion airport SOU it is decided
to implement solution strategy D. In this solution strategy the aircraft returns mid-air back to AMS and the
complete LCY rotation is cancelled.

In scenario 3 the agents decide, independent of diversion airport or reopening time, on the implementation
of solution strategy F. In this solution strategy the aircraft awaits reopening of LCY while loitering.

Scenario SEN SOU NWI
1a C D C
1b C D C
1c C D C

Table 17: Results scenario 1 - Context 1

Scenario SEN SOU NWI
3a F F F
3b F F F
3c F F F

Table 18: Results scenario 3 - Context 1

Figure 8: Criteria weights scenario 1 & 3 -
Context 1

The criteria weights that result in these decisions are shown
in Figure 8. In this context, the agents anticipate that no ma-
jor events will affect the airline’s operations in the near future.
Each domain is assigned equal importance by the Duty Manager
Network since no major events are expected to affect the flight,
crew and passenger schedules.

Fleet Control translates this anticipation by assigning a high
criterion weight to the leg cancellation count criterion (c3). This
criterion is deemed to be important since no major events are
expected to occur and there is a reserve aircraft available, which
can be used to absorb delays. Furthermore, the reduction of
registration swaps in the early window (c4) are deemed to be
important. This is explained by Fleet Control’s goal of executing
the flights as planned. The registration swaps in the early window
require quick re-scheduling of the gate and turnaround planning
at AMS airport. Under the current context, the effort required
for this re-scheduling is not deemed to be necessary.
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Crew Control deems the crew reserve usage count (c8) to be
the most important. Hereby, Crew Control anticipates that the crew reserves might be needed at a later moment
during the day of operations. To prevent the use of crew reserves, Crew Control is willing to apply crew swaps
in the crew schedule.

The Commercial Desk assigns the highest criteria weights to the delay criteria (c13, c14). Due to the early
morning time of the unexpected diversion, the Commercial Desk aims to minimise the impact of the solution
strategy on the passenger schedule. If a delay is introduced into the schedule at this time in the morning, it is
most likely that passenger connections will be broken. Hence, the anticipation of the possible consequences of
introduced delays results in these criteria weights.

In scenario 1 the decision-makers decide to implement either solution strategy C or D, depending on the
diversion airport. These solution strategies are both limiting the damage to the remainder of the flight schedule.
Solution strategy C comes at the cost of a single cancellation and solution strategy D involves two cancellations.
However, these strategies do not require any registration swaps, crew reserves to be used, and do not introduce
any delays into the schedule. Fleet Control would not prefer these solution strategies due to the cancellations
involved. However, the other agents overrule Fleet Control with their priorities. The anticipation of Crew
Control and the Commercial Desk is reflected in the solution strategies which results in a compromised decision
for Fleet Control.

The decisions made by the agents in scenario 3 are given in Table 18. In this scenario, solution strategy
F is decided upon, independent of reopening time or diversion airport. This solution strategy requires no
cancellations, no crew reserves to be used, and only comes at the cost of a delayed return flight to AMS. Hereby
the KPIs of this solution strategy are in favour of the assigned criteria weights and all decision-makers are
satisfied with this decision.

7.5.2 Scenario 1 & 3 in the context of slot delays at AMS until 10:00z

The decisions of the agents for scenario 1 and 3 in the context of slot delays at AMS until 10:00z, are given
in Table 19 and Table 20. In scenario 1 the decisions vary with diversion airport. For diversion airport SEN
and NWI the agents decide upon implementation of solution strategy C. In this solution strategy, the aircraft
is diverted to an alternative airport and flies empty back to AMS. For diversion airport SOU it is decided to
implement solution strategy ADST. In this solution strategy, the aircraft is diverted to an alternative airport,
where it awaits the reopening of LCY airport. Upon reopening, the flight is continued towards LCY.

In scenario 3 the agents decide, independent of diversion airport or reopening time, on the implementation
of solution strategy F. In this solution strategy the aircraft awaits reopening of LCY while loitering.

Scenario SEN SOU NWI
1a C ADST C
1b C ADST C
1c C ADST C

Table 19: Results scenario 1 - Context 2

Scenario SEN SOU NWI
3a F F F
3b F F F
3c F F F

Table 20: Results scenario 3 - Context 2

Figure 9: Criteria weights scenario 1 & 3 -
Context 2

The criteria weights that result in these decisions are shown
in Figure 9. In this context, all flights at AMS are suffering
from slot delays due to bad weather. The weather is expected to
be clear by around 10:00z. The Duty Manager Network assigns
the fleet and crew domains relatively high importance compared
to the passenger domain. This is due to the anticipation that
sufficient fleet and crew should be available to fly the remainder
of the schedule when the slot delays are resolved. Consequently,
the decision-making is fleet and crew driven.

Fleet Control deems the leg cancellation count (c3) to be most
important. The slot delays already introduce a lot of stress on
the other flights in the flight schedule, due to which Fleet Control
wants to protect the LCY rotation from cancellations. However,
since there are also other flights suffering from slot delays, it is
not preferred to use the reserve aircraft (c6). It is anticipated that
the reserve aircraft will be needed to manage disruptions on other
flights. Hereby, Fleet Control is adapting to the current context
and still trying to achieve its goals. The low weights assigned to
the remaining criteria shows that Fleet Control wants to do everything possible to prevent cancellations and
the use of the reserve aircraft.
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Crew Control is not eager to use the reserve crew (c8). This controller anticipates that, due to the other
flights that are suffering from the slot delays, the reserve crew will be needed to solve bigger disruptions. To
prevent the use of crew reserves, Crew Control is willing to make the necessary crew swaps (c7).

The Commercial Desk’s criteria are assigned relatively low weights compared to the other decision-makers.
In this context, the fleet and crew domains are more important, since if the disruption is poorly managed in
these domains the passenger domain will also suffer. The most significant weights are assigned to the prevention
of delays (c13, c14). Due to the slot delays, there are already a lot of delays in the passenger schedule. Hereby,
the aim is to minimize any additional delays and try to ensure timely flight execution of the afternoon flights.

In scenario 1, for diversion airports SEN and NWI, the assigned criteria weights result in the decision on
solution strategy C. The decision for this solution is motivated by the protection of the reserve aircraft and
crew. However, this is conflicting with the prevention of cancellations. The criterion of the leg cancellation
count is overruled by the criteria which capture the use of reserve aircraft, the use of reserve crew, and the
minimisation of delays.

For diversion airport SOU the agents decide on the implementation of solution strategy ADST. The agents
do not decide on solution strategy C, since the flight from SOU to AMS takes a relatively longer time than
from the other diversion airports. As a result, this strategy would also require a reserve aircraft to be used.
Therefore, it is chosen to continue the flight to LCY and make full use of the reserve aircraft and crew and
prevent additional delays in the flight schedule by making a high number of registration swaps.

In scenario 3 it is chosen to implement solution strategy F. This solution strategy requires minimal use of
reserve aircraft, no cancellations, no reserve crew, and the delays are limited to the LCY rotation. Hereby, this
solution strategy satisfies all decision-makers.

7.5.3 Scenario 1 & 3 in the context of slot delays at AMS effective from 10:00z

The decisions of the agents for scenario 1 and 3 in the context of slot delays at AMS effective from 10:00z, are
given in Table 21 and Table 22. In scenario 1 the agents’ decisions are dependent on the diversion airport. For
diversion airports SOU and NWI, the agents decide upon implementation of solution strategy C. In solution
strategy C it is decided to divert the aircraft to an alternative airport and return without passengers back to
AMS. For diversion airport SOU, the agents decide on the implementation of solution strategy A. In solution
strategy A the aircraft is diverted to an alternative airport, where it awaits the reopening of LCY airport. Upon
reopening, the flight departs from the diversion airport to LCY.

In scenario 3 the agents decide, independent of diversion airport or reopening time, on the implementation
of solution strategy F. In this solution strategy the aircraft awaits reopening of LCY while flying a holding
pattern.

Scenario SEN SOU NWI
1a C A C
1b C A C
1c C A C

Table 21: Results scenario 1 - Context 3

Scenario SEN SOU NWI
3a F F F
3b F F F
3c F F F

Table 22: Results scenario 3 - Context 3

Figure 10: Criteria weights scenario 1 & 3 -
Context 3

The criteria weights that result in these decisions are shown in
Figure 10. In this context, all flights at AMS are expected to be
suffering from slot delays from 10:00z. The Duty Manager Net-
work assigns the fleet and crew domains the highest importance
since the availability of fleet and crew are the limiting factors in
the decision-making in this context. They are the limiting fac-
tors since fleet and crew are important to be available for the
flights that will be suffering from slot delays. Consequently, the
decision-making is again fleet and crew driven.

Fleet Control aims to minimize the leg cancellation count (c3).
Due to the slot delays that are expected to be effective later on
the day of operations, it is likely that more disruptions will affect
the flight schedule. Due to this anticipation, Fleet Control does
not prefer to cancel a flight in solving the unexpected diversion.
Furthermore, a high weight is assigned to the registration swaps
in the late window (c5). These registration swaps are likely to
involve the flights that are expected to suffer from the slot delays
later on, due to which Fleet Control does not want to make the
situation more complex by making registration changes on these flights.
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Crew Control expects the crew reserves to be needed to solve disruptions that are going to be introduced by
the slot delays and therefore does not want to use them to solve the unexpected diversion. This explains the
high criterion weight of the crew reserve usage count (c8).

The Commercial Desk expects difficulties with the rebooking of the passenger as a consequence of the slot
delays. As a result of this anticipation, the rebooking criteria (c11, c12) are assigned high weights. Furthermore
the (confirmed) ETD delays (c13) are also deemed to be important. If ETDs are set due to the disruption
management of the unexpected diversion, these delays are likely to propagate to the flights that are going to
suffer from slot delays. This is unwanted since the slot delays will add to these ETDs and the resulting delays
will be even bigger.

The decision on solution strategy C for diversion airports SEN and NWI conflicts with the prevention of
cancellations and rebookings but is in accordance with the reduction of registration swaps in the late window,
the preservation of fleet and crew reserves, and the minimisation of introduced delays. Fleet Control expresses
conflicting objectives through the criteria weights and therefore the minimisation of the registration swaps and
the preservation of the reserve aircraft, come at the cost of a cancellation.

For diversion airport SOU the agents decided on the implementation of solution strategy A. This solution
strategy is characterised by using reserve aircraft and crew, no registration swaps in the late window, and the
induced delays being isolated to the LCY rotation. Hereby, the most important criteria of the decision-makers
are satisfied.

In scenario 3 the decision-makers decide on solution strategy F, independent of reopening time or diversion
airport. This solution strategy requires minimal use of reserve aircraft, no cancellations, no reserve crew, and
the delays are limited to the LCY rotation. Due to this, the implementation of this solution strategy will not
affect the flights that are expected to suffer from slot delays. Additionally, the reserve aircraft will be available
from 10:00z onward to use for the disruption management during the slot delay period.

7.5.4 Scenario 1 & 3 in the context of critical passenger connections

The decisions of the agents for scenario 1 and 3 in the context of critical passenger connections, are given in
Table 23 and Table 24. In these tables, it can be seen that for scenario 1 and diversion airports SEN and NWI,
the decisions are independent of reopening time. The agents decide on the implementation of solution strategy
B, which involves a diversion after which the aircraft waits for the passengers being bussed from LCY to the
diversion airport. After the passengers have arrived at the diversion airport, the aircraft departs back to AMS.
For diversion airport SOU the agents decide on the implementation of solution strategy BDST.

Scenario SEN SOU NWI
1a B BDST B
1b B BDST B
1c B BDST B

Table 23: Results scenario 1 - Context 4

Scenario SEN SOU NWI
3a F F F
3b F F F
3c F F F

Table 24: Results scenario 3 - Context 4

In scenario 3 the agents decide, independent of diversion airport or reopening time, on the implementation of
solution strategy F. In this solution strategy the aircraft awaits reopening of LCY while flying a holding pattern.

Figure 11: Criteria weights scenario 1 & 3 -
Context 4

The criteria weights that result in these decisions are shown
in Figure 11. In this context, the agents observe in CDM that
a lot of flights are suffering from unstable slot times. Due to
this, the decision-makers focus on flight completion and minimal
collateral damage to other flights. The Duty Manager Network
determines that the passenger domain is the most important in
this context since the disruption management of the passenger
schedule is critical. This results in relatively low criteria weights
for Fleet Control and Crew Control and the decision-making be-
ing passenger driven.

Fleet Control again focuses on the minimisation of the leg
cancellation count (c3). Furthermore, the minimisation of extra
cycles flown (c1) and extra minutes of flight (c2) are deemed to
be important. The importance of these criteria is motivated by
the goal of executing flights as planned. Flying an extra cycle
or increased flight time results in changes to the maintenance
schedule. This is undesired since Fleet Control anticipates that
these changes will endanger the execution of the remainder of the flights.
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Crew Control is not changing the priorities based on this context and acts identical to the context of a
normal day of operations. Due to this, Crew Control is not keen on already using reserve crew (c8) at the start
of the day.

The decision-making in this context is mainly driven by the Commercial Desk. The minimisation of the
rebookings (c11, c12) and the delay minimisation (c13, c14) are assigned the highest criteria weights. The unstable
slot times result in uncertainty about the exact departure times of the other flights in the schedule. Due to this,
the Commercial Desk wants to minimise the rebookings and does not want to introduce additional delays. The
anticipation of uncertain departure times makes it difficult to rebook the passengers as efficiently as possible.
Furthermore, additional delays will further increase the damage to the passenger schedule by endangering other
flights and passenger connections.

In scenario 1, solution strategies B and BDST were decided upon. Solution strategy B involves the use of
reserve aircraft and crew, the bussing of passengers, and isolates the induced delays to the LCY rotation. In
solution strategy BDST the reserve aircraft is not used, but instead, a tremendous amount of registration swaps
is applied. From the criteria weights and the characteristics of the implemented solution strategies, it can be
said that Fleet Control and Commercial Desk are satisfied with their decisions. However, Crew Control would
have liked to not use the reserve crew already.

In scenario 3 solution strategy F was decided upon. This solution strategy involves extra minutes of flight
and the use of a reserve aircraft. Crew Control and Commercial Desk are satisfied with this solution since no
reserve crew has to be used and the passengers arrive at their destination with only a relatively small delay.

7.5.5 Scenario 2 & 4 in all contexts

In scenarios 2 & 4, which are characterised by reserve unavailability, the decisions that the agents make are not
changing with the contexts. Due to this, the results for the different contexts are analysed simultaneously. The
resulting decisions of the agents in scenario 2 are shown in Table 25 and for scenario 4 in Table 26.

In scenario 2 the decisions are independent of reopening time but vary with diversion airport. For diversion
airport SEN the agents decide to implement solution strategy B, which involves a diversion after which the
aircraft waits for the passenger being bussed from LCY to the diversion airport. As soon as the passengers
from LCY have arrived, the aircraft departs back to AMS. For diversion airports SOU and NWI the decision
was made to implement solution strategy C. In solution strategy C it is decided to divert the aircraft to an
alternative airport and return without passengers back to AMS.

Scenario SEN SOU NWI
2a B C C
2b B C C
2c B C C

Table 25: Results scenario 2 - All Contexts

Scenario SEN SOU NWI
4a F F F
4b B F F
4c B C C

Table 26: Results scenario 4 - All contexts

Figure 12: Criteria weights scenario 2 & 4 -
All contexts

In scenario 4 the decisions are changing with reopening time.
For the earliest reopening time it is decided to implement solution
strategy F. In this solution strategy the aircraft awaits reopening
of LCY airport in a holding pattern. With increasing reopening
time, depending on diversion airport, the agents revert to the
decisions as made in scenario 2.

The criteria weights that result in these decisions are shown
in Figure 12. Scenario 2 and 4 are characterised by reserves being
unavailable. Due to this, the Duty Manager Network determines
that the decision-making, independent of context, should be fleet
and crew driven. As a result, the criteria weights have a negligible
variation over the contexts and do not result in different decisions
being made.

Fleet Control assigns the highest criterion weight to the min-
imisation of extra cycles flown (c1). Due to the unavailability of
a reserve aircraft, the absorbing capacity of the flight schedule
is reduced to a minimum. Flying an extra cycle can result in
additional maintenance activities, for which the flight schedule is
not able to accommodate. Additionally, flying an extra cycle is likely to come at the cost of cancelling other
flights which is a consequence of the lack of absorbing capacity. The anticipation of these consequences makes
that this is one of the focus points of Fleet Control. Furthermore, the minimisation of the leg cancellation
count (c3) is deemed to be important. Since the flight schedule is characterised by reduced absorbing capacity,
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Fleet Control is willing to do everything possible to minimise the leg cancellation count. This is confirmed by
the relatively low criteria weights of the extra flying time (c2) and registration swaps (c4, c5). As a result of
the unavailability of a reserve aircraft, the minimisation of the reserve devaluation (c6) is assigned a negligible
criterion weight.

Crew Control aims at the minimisation of the crew swap count (c7). Due to the unavailability of crew reserves,
the only measure available to Crew Control in this scenario is making adjustments to the crew schedule. Crew
Control aims to reduce the crew swaps since this induces a lot of extra work. All changes made should be in
accordance with the CLA of the crew. The anticipation of the work involved with checking the conformity of
these changes with the CLA and the dangers inherent to this makes that Crew Control is not eager to do this.

The Commercial Desk is motivated to minimise the introduction of delays (c13, c14) in the passenger schedule.
The awareness about the lack of absorbing capacity in the flight and crew schedules makes that the Commercial
Desk anticipates that all delays can endanger other flights. Through these criteria, the agent expresses the
anticipation of the damage that can be done to other flights as a result of delays. The bussing of passengers (c9,
c10) and rebookings of passengers (c11, c12) are deemed to be appropriate measures to prevent the introduction
of delays in the passenger schedule. Overall, the criteria weights of the Commercial Desk are relatively low
compared to Fleet Control and Crew Control. This is due to the decision-making being fleet and crew driven.

In scenario 2, solution strategies B and C were decided upon. For diversion airport SEN, solution strategy B
was chosen. Solution strategy B is characterised by a small amount of extra flying time, bussing of passengers
and the introduction of delays. This decision shows that the decision-making is fleet and crew driven since
the main priorities of the Commercial Desk are overruled by the fleet and crew criteria. Solution strategy C
is characterised by a single cancellation and the bussing of passengers. The agents do not decide on solution
strategy B for diversion airport SOU and NWI, since waiting for the passengers to be bussed from LCY to
these airports takes a significant amount of time and comes at the cost of two cancellations. Therefore, the
criteria values of solution strategy C are favoured by the agents for diversion airport SOU or NWI. Overall, these
solution strategies are characterised by a minimum amount of cancellations and low impact on other flights.

In scenario 4 the agents decided on solution strategy F for the earlier reopening times. This solution strategy
only involves increased flying time and delays. However, with increasing reopening time these criteria increase
in value and also require additional cancellations to be made. For diversion airport SEN, solution strategy
F is only favourable in scenario 4a. For diversion airport SOU and NWI, solution strategy F is favourable in
scenarios 4a and 4b. In the remaining scenarios, the same decisions as in scenario 2 are made, which is compliant
with the discussed criteria weights.

8 Discussion
In this section, the obtained results are discussed in relation to resilience (section 8.1), the decision-making of
the agents in the different control modes is discussed (section 8.2) and recommendations for the improvement
of operational decision-making and further research are given (section 8.3).

8.1 Reflection on Resilience
The goal of this research was to analyse the decision-making in the AOCC by developing a socio-technical
agent-based model. More specifically, the resulting decisions from the proposed decision-making mechanisms
are analysed. To perform the resilience analysis of the developed model the conceptual framework for resilience
by Vert et al. [35] has been used. In this framework, resilience is defined through the use of adaptive capacity
by the agents in response to either an unexpected- or an expected unplanned adverse event. Opposing resilience
is resistance, which is defined by the use of procedures and plans in response to either an expected planned- or
expected unplanned adverse event.

The results for the agents in the scrambled control mode showed that the agents are not able to adapt their
decision-making to the sub-scenarios. This is a consequence of a lack of situation awareness and coordination
concerning the reopening time of LCY airport. This reduced context comprehension results in the agents
having a limited set of available solution strategies. Moreover, the agents vote on the solution strategies based
on their interpretation of the airline’s working procedures and personal experience, due to which they are not
able to make sense of the complications that might occur in the near future as a result of the implementation
of a solution strategy. Decisions that are made in this control mode are therefore characterised by a lack of
anticipation. The combination of the lack of adaptive responses and lack of anticipation results in the agents
not being able to make resilient decisions. To conclude, the scrambled control mode does not allow the agents
to make resilient decisions, since the agents do not use any adaptive capacity in their response to the disruption.
Hereby the agents can only exercise resistance to expected (un)planned adverse events.

The results of the agents operating in the opportunistic control mode show that increased situation awareness
allows the agents to evaluate all scenarios individually. This increased context comprehension enables the agents
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to determine the importance of the solution strategies relative to each other. Hereby being able to express their
goals in a preference relation concerning the solution strategies. This shows that the agents can make sense
of the current situation. However, they are still lacking anticipation. The situation awareness is too limited
for the agents to be able to adapt their decision-making based on the anticipation of possible future events.
Since the preference relations only hold for the scenarios that either are encountered before or are defined in
the working procedures of the airline, the agents will not be able to respond to an unexpected adverse event.
Therefore, the agents in the opportunistic control mode are only able to manage disruptions that have occurred
before and would not be able to make decisions to manage unknown and unexpected disruptions. The decision-
making in the opportunistic control mode does not allow for resilient decision-making due to the lack of adaptive
capabilities.

From the model variant in which the agents operate in the tactical control mode, it showed that the decisions
of the agents were not varying over the scenarios based on reserve (un)availability. The agents decided not to use
the reserve aircraft and crew due to the costs inherent to these measures. The ability of the agents to evaluate
the costs that are involved with the implementation of a solution strategy is a form of procedural anticipation.
These costs are a result of the translation of the airline’s working procedures to a cost model. According to the
cost model used in this research, the use of a reserve aircraft is highly undesirable, which explains the decisions
made in this control mode. Furthermore, the situation awareness and coordination of the agents is increased.
The decision-makers coordinate about the selection of the diversion airport and Fleet Control uses the Decision
Support Tool to obtain cost-optimal solution strategies and extend the available solution space. Hereby, the
decision-makers have greater context comprehension than in the scrambled and opportunistic control modes.
Additionally, through the use of the Clarke Tax Algorithm, the agents are aware of their influence in the
decision-making. The ability to quantitatively calculate the impact of a solution strategy, allows the agents to
increase their sense-making and improve the decision-making. The agents can quantitatively value each solution
strategy and select the most preferred solution based on these valuations. This can be considered to be a form of
adaptive responding since this holds for both unexpected adverse events and expected unplanned adverse events.
To conclude, the tactical control mode allows the agents to apply a combination of procedural anticipation and
adaptive responding which is referred to as resilience as rebound [37]. Hereby the decision-making in this control
mode is partly characterised by resilience.

The results of the model being run in the strategic control mode show that the contexts result in varying
decisions per scenario. In this control mode, the agents have the most extensive situation awareness due to the
additional access to CDM and OrbiFly. These systems allow the agents to increase their anticipation and sense-
making of events that might affect flight operations in the near future. The anticipation and adaptation of the
agents are reflected in the results through the varying criteria weights over the contexts. The decisions resulting
from the MCDM decision-making mechanism are dependent on the nature of the event that is disrupting the
flight operations and on the sense that the agents make about the context. The reasoning that the agents apply
results in criteria weights that are determined based upon the combination of context and scenario. These criteria
weights indicate which KPIs of a solution strategy are deemed to be important by the decision-makers. Based
on these criteria weights the solutions are evaluated, resulting in a ranking of the different solution strategies
relative to each other. The higher this ranking, the more preferred the solution strategy. Therefore the use of the
MCDM decision-making mechanism allows the agents to adapt to unexpected and expected unplanned adverse
events. Thus, the strategic control mode reflects resilient decision-making of the operations controllers. In this
control mode, the decision-makers use both their adaptive responding and adaptive anticipation capacities.

8.2 Reflection on the decision-making
The results generated by the model for the agents operating in the different control modes indicate that the
decisions on solution strategies are varying with control mode. These variable decisions are a consequence of
the resistance or resilience that is exercised to the unexpected diversion as has been discussed in the previous
section.

The disagreement between the decisions of the agents operating in the opportunistic and tactical control
modes showed that the experience of the decision-makers does not match the working procedures that are
represented by the airline’s cost model. The combination of the access to the Decision Support Tool and the
use of the Clarke Tax Algorithm as decision-making mechanism in the tactical control mode results in different
decisions being made. The preference relations expressed in the opportunistic control mode are representative
for the experience and interpretation of the airline’s working procedures by the operations controllers. Hence,
it is concluded that the experience and interpretation of the working procedures by the operations controllers
is not captured in the cost functions and cost model as used in this research.

By a closer examination of the difference between the rationale of the operations controllers and the working
procedures, the differences in the decision-making between the tactical and strategic control modes are analysed.
In both of these control modes, the agents have the competence to use the Decision Support Tool. In the tactical
control mode, the agents frequently decide on the implementation of a proposed solution strategy by the Decision
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Support Tool, in contrast to the agents in the strategic control mode. A trend that can be observed in the
proposed solution strategies by the Decision Support Tool, is that these solutions are characterised by a lower
reserve devaluation (c6) but an increased number of registration swaps in the late window (c5) and additional
induced delays (c13, c14). The reserve devaluation is minimised by the Decision Support Tool since this is a cost-
intensive measure according to the airline’s cost model. Opposed to the registration swaps in the late window,
which are free of charge in this cost model. There are costs inherent to the delays but these are relatively
cheap compared to reserve devaluation. The free of charge registration swaps and the high cost for reserve
devaluation represents a lack of procedural anticipation in the cost model. The difference between procedural
anticipation in the tactical control mode and adaptive anticipation in the strategic control mode makes that
the decision-makers in the strategic control mode are not eager to decide on the implementation of one of the
proposed solution strategies by the Decision Support Tool.

Comparing the results of the opportunistic control mode to the results from the strategic control mode,
one can observe that the experience of the operations controllers in the opportunistic control mode is not
representative for the adaptive responses of the decision-makers in the strategic control mode. This difference
can be explained by the reasoning that the agents can express through the criteria weights by the use of the
MCDM decision-making mechanism in the strategic control mode. This reasoning allows the agents to focus
on specific criteria based on their knowledge about the current and future state of the environment. In the
opportunistic control mode, the agents’ lack of context comprehension, lack of anticipation, and decision-making
mechanism used do not enable the agents to reason at this level of detail.

In the higher control modes, the number of coordinating activities among the agents increased. The coor-
dination of the airline’s agents with the agent from the closed destination airport (LCY) about the reopening
time proved to be essential. This coordination activity adds solution strategies A and F to the solution space
which are frequently decided upon by the agents when available. Due to this, the opportunistic control mode is
the lowest control mode that the decision-makers should operate in during operational decision-making. Hereby
it is concluded that the coordination about the reopening time of LCY airport is essential for the response to
the unexpected diversion. Moreover, the decision-makers should at least operate in the opportunistic control
mode to have sufficient awareness for adequate operational decision-making.

Furthermore, the communication between the decision-makers and technical systems in the AOCC showed
to be crucial for the anticipation in the decision-making. Especially the use of CDM and OrbiFly in combination
with the MCDM decision-making mechanism allows the agents to express their anticipation in the model. These
systems contain the information that is required for the decision-makers to make predictions about the future
state of the environment. The use of the Decision Support Tool did not prove to be essential which is explained
by the mismatch between the procedural anticipation of this tool and the adaptive anticipation of the decision-
making agents. In conclusion, the use of CDM and OrbiFly are essential for the adaptive anticipation in the
decision-making.

The agents operating in the opportunistic, tactical and strategic control modes unanimously decide on solu-
tion strategy F (loiter until reopening of LCY) within scenario 3 (long holding time and fleet and crew reserves
available). Due to this, it is concluded that solution strategy F is the preferred solution independent of reopen-
ing time, diversion airport and context within this scenario. The AOCC is capable of managing the unexpected
diversion without the need for the agents to operate in the higher control modes. The coordination efforts
and decision-making mechanism applied in the opportunistic control mode have proven to exercise sufficient
resistance. Hereby, there is no need for the agents to waste their time and effort to operate in the tactical or
strategic control mode.

The results for scenarios 2 and 4 (characterised by reserve unavailability) showed that the decisions made by
the agents in the strategic control mode were fleet and crew driven. This resulted in the criteria of Fleet Control
and Crew Control to be prioritised over the criteria of the Commercial Desk. These criteria resulted in identical
decisions, independent of context. From this, it is concluded that the anticipation of the agents on the future
state of the environment is not required for the decision-making in these scenarios. Due to this, the agents are
able to handle these scenarios and contexts in the opportunistic control mode. A prerequisite for the agents
operating in this control mode is that the voting preferences of the agents in the opportunistic control mode are
updated to match the solution preferences that result from the decision-making in the strategic control mode.
This is a prerequisite since the strategic control mode evaluates the impact of the implementation of a solution
strategy in more detail and thus results in more representative decision-making. Voting methods are beneficial
in these scenarios since it requires less effort from the decision-makers and more time can be spent on other
disruptions that might require more adaptation.

8.3 Recommendations
The recommendations that follow from the interpretation of the results are two-fold: recommendations for the
improvement of operational decision-making within the airline and recommendations on the developed model.
These topics are discussed respectively in section 8.3.1 and section 8.3.2.
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8.3.1 Recommendations for operational decision-making

In this research four decision-making mechanisms have been proposed: plurality voting, Borda voting, Clarke
Tax Algorithm, and MCDM. The plurality and Borda voting protocols represent the decision-making based
on the experience of the operations controllers and therefore are representative for the decision-making in the
AOCC. However, they do not expose the exact reasoning behind a decision. From the decisions made based on
the Clarke Tax Algorithm, it was concluded that this decision-making mechanism is not representative of human
decision-making due to a lack of anticipation of the future state of the environment. The decisions made with
the MCDM decision-making method showed that this mechanism is able to fully adapt the decision-making to
a specific context and reveals the reasoning of the decision-making. Hereby, this mechanism is representative of
the decision-making of the operations controllers in the AOCC. The recommendation that follows from this is
explained in Figure 13 and elaborated below.

Figure 13: Recommendation for improvement of operational decision-making

The MCDM decision-making mechanism can be used to improve the operational decision-making by deriv-
ing the criteria of the fleet, crew, and passenger domains in close cooperation with the responsible operations
controllers. It is not recommended to adopt the criteria as used in this research since only a few operations con-
trollers have been involved in identifying these criteria. Involving all operations controllers in the identification
of the criteria will increase the understanding, and thus acceptance, of the decisions resulting from the MCDM
decision-making mechanism. After the criteria have been identified, the MCDM decision-making mechanism
can be used to determine the importance of criteria for scenarios and contexts that suffer from inconsistent
decision-making. The insights gained through the use of MCDM can lead to updated or additional working
procedures. These working procedures describe for a certain scenario and context, which criteria should drive
the decision-making. During a day of operations, the identification of a disruption can be related to a working
procedure, from which the operations controllers know which criteria are leading in the disruption management.
Based on these criteria the operations controllers can collaboratively decide on a solution strategy. Hereby,
the operations controllers are facilitated with guidelines in the decision-making. Ultimately, this will lead to
more consistent and efficient decision-making since the operations controllers do not need to use their adaptive
capacity in scenarios that are contained in the working procedures. Lastly, a feedback loop should be included.
This feedback loop allows the AOCC to learn from scenarios that have been challenging to manage during a day
of operations. The goal of this feedback loop is to improve the decision-making, the next time a similar scenario
occurs. Ultimately, the goal of this recommendation is to improve the consistency in the decision-making and
extend the capability of the AOCC to deal with disruptions through resistance instead of resilience.

The decision-making in the tactical and strategic control modes showed that the decision-makers rarely reach
a mutual agreement about a decision on solution strategy. In the scrambled and opportunistic control modes,
the vote of the Commercial Desk in scenarios 2 and 4 was different from the votes of Fleet Control and Crew
Control. The decision-making in the tactical control mode showed that Fleet Control and the Commercial Desk
are influential in the decision-making since they often had to pay a tax. The decision-makers operating in the
strategic control mode, could not always be pleased since they express conflicting priorities through the criteria
weights. An example of conflicting criteria are the reserve devaluation minutes (c6) of Fleet Control and the
crew reserve usage count (c8) of Crew Control. In the case study, using a reserve aircraft often implies the use
of a reserve crew. For example in the context of a regular day of operations (context 1), Fleet Control deems the
reserve devaluation to not be one of the priorities. However, Crew Control’s main priority in this context is the
prevention of using crew reserves. To prevent these conflicts in the decision-making, it would be recommended
to define inter-department criteria instead. In this example, it would be the ’reserve’ criteria. To determine
the importance of these criteria in the contexts, Fleet Control and Crew Control would have to collaboratively
decide on the importance of the inter-department criteria. This is dependent on the scenario and context and
can be determined by using the proposed MCDM decision-making mechanism.

Lastly, the solution strategies proposed by the Decision Support Tool are not appreciated by the human

29



decision-makers in the model. To increase the appreciation of the operations controllers of the solution strategies
as proposed by the Decision Support Tool, a modification to the cost model should be made. More specifically,
the lack of anticipation on the use of the reserve aircraft should be resolved. The results from the tactical control
mode showed that the reserve devaluation criterion (c6) is minimised at the cost of increasing the criterion value
of registration swaps in the late window (c5). To achieve this the costs regarding these criteria should be adjusted
in the cost model. Overall, the Decision Support Tool should be more willing to make use of the reserve aircraft
instead of making a tremendous amount of registration swaps. The cost parameters, that are required to resolve
this behaviour of the Decision Support Tool, can be calibrated by running the developed model in the strategic
control mode for scenarios in which anticipation of the use of reserve aircraft is needed. The proposals of the
Decision Support Tool will increase in preference by the decision-makers if the cost parameters approach the
desired values.

8.3.2 Recommendations for the developed model

The proposed model in this research is subject to improvement with respect to several aspects.
The cost model that is used in this research for the decision-making in the tactical control mode and the

Decision Support Tool, is a simplified version of the airline’s cost model. Due to the complicated nature and
confidentiality of this cost model, not all aspects could be included. As a consequence, some assumptions have
been made. Due to the disagreement of the decisions made in the opportunistic and tactical control modes, it
would be recommended to reduce the number of assumptions. This disagreement originates from the difference
between the experience of the operations controllers and the working procedures represented in the airline’s
cost model. By reducing the number of assumptions, a more accurate representation of the real cost model and
thus working procedures can be included.

The differences in situation awareness of the agents in the different control modes are defined through a
small set of global parameters. However, to increase the context comprehension of the agents, especially in
the strategic control mode, the situation awareness could be extended with more detailed information. For
example, aircraft maintenance status can be included. These details allow for more variety in the contexts and
will result in additional insights on the assigned criteria weights of the decision-making agents in the fleet, crew,
and passenger domains.

The crew domain is represented by a set of two criteria. The results of the tactical control mode showed that
Crew Control is not influential in the decision-making since Crew Control never pays a tax. Therefore it can
be questioned whether the defined criteria provide full coverage of the crew domain. Hereby it is recommended
to increase the understanding of the complexity of the crew domain in the model by extending these criteria.
This will result in the model to be increasingly representative of the AOCC.

Another limitation of the model is that passenger connections are not included in detail. To increase the
accuracy of the model with respect to the airline’s operations, the passenger connections should be included by
loading data that contains the sequence of flights that are based on individual passenger bookings. Based on
this information the solution strategies can be based on passenger connections which allow the rebookings to be
included in more detail. Hereby the consequences of the implementation of a solution strategy can be assessed
more accurately.

It would be interesting to apply the developed model to different use cases within the airline operations
control context. The use case covered in this research is fairly simple since it covers a disruption that is isolated
to a single rotation and a single type of aircraft. An example would be to analyse a use case in which disruptions
occur simultaneously on different rotations and thus different aircraft. Such a use case requires more complex
solution strategies for which it would be interesting to see how the different control modes and decision-making
mechanisms cope with this complexity.

A more specific recommendation is given on the use of the decision-making method within the application of
MCDM in the strategic control mode. The AHP method used requires the operational control experts to make
pairwise comparisons for all the criteria. This allows for the expert knowledge of the operations controllers to
be captured in the model. However, the downside of this method is that the more criteria are defined, the
more lengthy this process becomes. Therefore, it is recommended to explore other decision-making methods
and determine how the results of these methods compare to each other.

9 Conclusions
In this research, a socio-technical agent-based model has been developed, that allows the analysis of the decision-
making of the AOCC under consideration, in particular in the context of resilience. In this model, the agents’
behaviour has been modelled according to the four contextual control modes. For each control mode respec-
tively the plurality voting protocol, Borda voting protocol, Clarke Tax Algorithm and MCDM decision-making
mechanisms have been modelled.
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The model has been developed based on an unexpected diversion case study that involves an early morning
LCY rotation in a high-density flight schedule. In this case study, the holding time of the aircraft, the availability
of fleet and crew reserves and the reopening time of LCY airport were the categorical environment variables
that resulted in a total of 12 simulated scenarios. For the strategic control mode, each of these scenarios has
been simulated for four different contexts to simulate the use of the CDM and OrbiFly systems.

The results showed that the decision-making in the scrambled and opportunistic control modes exercised
resistance to the unexpected diversion. The decision-making in the tactical control mode exercised a combi-
nation of procedural anticipation and adaptive responding, known as resilience as rebound, to the unexpected
diversion. In the strategic control mode, the agents showed the ability to make resilient decisions through
adaptive responding and adaptive anticipation.

The comparison of the decisions made in the different control modes enabled the analysis of the decision-
making in the AOCC. From this comparison, it was concluded that the decisions made based on the airline’s
cost model are different compared to the decisions made by human operations controllers. As a result of this,
the operations controllers are not eager to implement a proposed solution strategy by the Decision Support
Tool. Furthermore, it was found that the operations controllers regularly have to make compromises to arrive
at a common agreement in the decision-making.

Coordination about the reopening time of LCY airport proved to be essential for the decision-making since
it extends the solution space with socially preferred solution strategies. Due to this, the lowest control mode
that enables the decision-makers to make adequate decision is the opportunistic control mode. Moreover, the
use of CDM and OrbiFly was found to be essential for the adaptive anticipation of the decision-makers.

Based on the results from the scenarios characterised by reserve unavailability, it is concluded that antici-
pation of the future state of the environment is not required for the decision-making in these scenarios. The
unexpected diversion can be handled in the opportunistic control mode to reduce the time and effort spent
on disruption management. A prerequisite for this is that the preference relations are updated once with
the MCDM decision-making mechanism. Upon doing this, voting methods can be beneficial for operational
decision-making.

Lastly, it is recommended that the MCDM decision-making mechanism can be used to improve the consis-
tency of the operational decision-making of the AOCC under consideration. This decision-making mechanism
enables the AOCC to learn from previous occurrences and can help to improve the working procedures. Hereby,
the capability of the AOCC to deal with disruptions through resistance instead of resilience can be extended.

Overall, it is concluded that based on the conducted research and inherent analysis of results, human
operations controllers are essential for adaptive decision-making in the AOCC.
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1
Introduction

During a day of operations airlines are under a constant threat of disruptions to the flight schedule. Most
of these disruptions are occurring frequently and therefore the operations controllers know how they can be
dealt with. However when unknown disruptions occur, it takes a mix of collaboration, adaptation, anticipa-
tion and operational experience to arrive at the solutions that add to their common goal of minimising the
impact on the flight schedule.

At the time of writing this report, the Covid-19 pandemic is spread around the world and has a big impact on
everyday life. Travelling restrictions are put in place and social distancing has become the new standard. At
the deepest low KLM CityHopper only flew 14 flights a day, which is more or less 300 flights short of normal
operations. In the airlines magazine as published by IATA [45] it is stated that the passenger booking numbers
for June 2020 are 82% down compared to the booking numbers for June 2019. These numbers show that the
impact of the the pandemic on the airline industry can be considered to be significant.

A situation like this pandemic introduces a lot of unknown variables and feels like the operational control cen-
ter (OCC) is entering new and unexplored territories. To be able to determine the ability of the OCC to handle
the consequences of these unknowns for the daily operations, a resilient performance analysis becomes of
great relevance. Such an analysis allows the airline to obtain insights into the decision making performance,
the adaptive capacities of the OCC and helps to identify pitfalls and shortcomings of the processes in the
OCC.

Therefore, the main research goal of this report is to study how KLM CityHopper’s OCC can be modelled as a
socio-technical system that enables the analysis of the resilience capacity of the decision making. This goal
is supported by conducting research into the topics of resilience, socio-technical systems and state of the art
airline operations control models. How these topics relate to each other can be seen in Figure 1.1.

Figure 1.1: Relation between research topics

Originating from the research as conducted from Chapter 2 through Chapter 5 the research proposal, includ-
ing the research questions, is written in Chapter 6. To conclude the report, the research methodology, the
planning and the conclusion will be discussed in respectively Chapter 7, Chapter 8 and Chapter 9.
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2
KLM CityHopper Operations

In this chapter an exploratory study of KLM Cityhopper and especially the operational control center is con-
ducted. In Section 2.1 a brief introduction on KLM Cityhopper is given. Section 2.2 elaborates upon the
Operations Planning & Control department within KLM Cityhopper and Section 2.3 gives an overview of the
actors and common interactions between the actors in KLM Cityhopper’s OCC.

2.1. KLM CityHopper Profile
KLM Cityhopper was established in 1991 and originated from a fusion between NLM Cityhopper and Nether-
lines. KLM Cityhopper is a full subsidiary of KLM Royal Dutch Airlines and executes flights on behalf of KLM.
To do so, a fleet of 49 aircraft is used. At the time of writing this report, KLM Cityhopper’s fleet is composed
of 32 Embraer 190 and 17 Embraer 175 aircraft. These aircraft have a capacity of respectively 100 and 88
passengers. Using this fleet KLM Cityhopper is covering 52% of KLM’s European Network, with between 270
and 330 flights a day depending on the day of the week [2]. Together with KLM’s fleet of 737s, KLM Cityhopper
can be considered to be the feeder for the long-haul flights departing the hub at Amsterdam Schiphol Airport.
One of the main characteristics of KLM Cityhopper as an airline are the short flights, with an average flight
length of 85 minutes. This enables the fleet to fly between 6-9 legs per day.

The mission of KLM Cityhopper is stated to be:

”To carry passengers for KLM in Europe - safe, comfortable and on time - focused on
flexible solutions at competitive costs”.

2.2. KLM CityHopper Operations Planning & Control
The Operations Planning & Control department of KLM Cityhopper is responsible for planning, scheduling
and operations control of the resources needed to be able to execute flights. The actors involved in the Oper-
ations Planning & Control department, can be divided into four categories:

1. Planning & Scheduling
2. Operations Control

3. Crew Control
4. External Parties

Each of these categories and the actors involved in them will be discussed in the upcoming Subsection 2.2.1
through Subsection 2.2.3.

2.2.1. Planning & Scheduling
KLM’s network department provides KLM Cityhopper with a yearly schedule, which contains the flights that
are expected to be flown by KLM Cityhopper. Next to the flights, also the equipment to be used and the
Scheduled Time of Departure (STD) and Schedule Time of Arrival(STA) for each flight leg is specified. The
network department generates this schedule based on the expected passenger demand and resources which
are expected to be available at the time of execution of the schedule.
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When KLM Cityhopper’s Planning & Scheduling department receives the schedule from KLM’s network de-
partment, the planning integrators will start with optimising this schedule and create efficient sequences of
flights while taking into account the number of reserve aircraft, minimum turn around times, fleet availability
and robustness to be able to cope with disruptions in the schedule execution phase.
Secondly, an estimate of the resources needed to be able to execute the schedule is made. This is mainly
about estimating the amount of cockpit and cabin crew FTE’s needed while also taking into account possible
disruptions during execution of the schedule, which determines the number of reserve crew.
Once the estimate of the amount of FTE’s is established, the planning department will start creating anony-
mous crew pairings. Crew pairings are sequences of flight legs which are to be executed by a single crew
member and covers a maximum sequence of five days.

The crew pairings are assigned to actual crew members on every Monday for 4 weeks in advance. This crew
roster is published by the scheduling department and allows them to adjust the rosters according to the actual
circumstances and crew needs on a relatively short term basis. These crew assignments comply with the
requirements as set by the Collective Labour Agreement, which includes amongst others rest and training
requirements for flight crew.
Besides the weekly roster publication, there is also the roster maintenance process. This process starts after
the crew rosters have been published and ends the day prior to the day of operations (DoO). In this process
the changes in availability of the crew due to illness or other reasons, can be managed.

2.2.2. Operations Control
After all the scheduling has been done by the Planning & Control department, the Operations Control de-
partment is responsible for the execution of the schedule and managing disruptions during the DoO. The
Operations Control department is located in the OCC and is responsible for monitoring and taking preven-
tive or corrective actions to disruptions that affect the execution of the flight schedule.

In the OCC, the Operations Control department is represented by the following group of controllers:

1. Fleet Scheduling (FS)
2. Duty Manager (DMOC) / Fleet Control (FC)

3. Flight Watch (FW)

Fleet Scheduling
The Fleet Scheduler in the OCC is responsible for the tail assignment of flights the day prior to the DoO. Next
to that, the fleet scheduler collaborates closely with the Duty Maintenance Controller, to discuss and plan the
unplanned and planned maintenance activities that have to take place within the next 2 weeks.
Another responsibility of the Fleet Scheduler is to anticipate the schedule on potential disruptions for the
next day or even further. An example of this would be the expectation of a storm on the next day, which will
reduce Schiphol’s capacity and hence the schedule has to be cut down. The Fleet Scheduler will take the lead
in determining which flights are going to be affected by this expected disruption. In other words, the Fleet
Scheduler will determine, in collaboration with the other controllers in the OCC, which flights have to be
cancelled and which flights can still be kept on the schedule [80].

Duty Manager Operations Control/Fleet Control
The Duty Manager Operations Control/Fleet Control (DMOC/FC) consists of two roles with their specific
tasks. Dependent on the duty roster one has to exercise either one of the roles[79].

The DMOC is responsible for the day-to-day management of KLM Cityhopper’s Operations Control within
the OCC. This also involves the responsibility to manage all involved operational key personnel. To do so, the
following list of operational key personnel have direct communication with the DMOC:

• Fleet Scheduling
• Fleet Controller
• Flight Watch
• Crew Control
• Duty Maintenance Controller

• Duty Manager Ground Services
• Duty Manager Passenger Services
• Duty Area Manager
• Duty Manager Network

The Fleet Controller’s task is to keep KLM Cityhopper’s assets matched with the passenger timetable. This
essentially comes down to reaching the agreed quality-parameters, which are amongst others on-time per-
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formance and the completion factor.
Furthermore the Fleet Controller has to continuously optimise the use of the resources and anticipate on
possible disruptions to keep the passenger timetable as closest to the scheduled timetable.

Flight Watch
Flight Watch is acting as the central point of communication between flight crews, service departments and
other relevant departments[78]. In this role they continuously monitor the ground handling of aircraft at
Schiphol and the outstations. If some service is missing, for example the fuelling truck, then flight watch has
the job to make a call an arrange this.

Next to this, flight watch is responsible for arranging and keeping track of towing operations of KLM Cityhop-
per’s fleet at Schiphol airport. These towings are usually to and from the hangar, or from a parking spot to the
gate.
In the end flight watch is a role in which a lot of information is tracked and processed. This enables them
to locate possible disruptions in an early stage, which then can be escalated to the DMOC which can take
preventive action if needed.

2.2.3. Crew Control
The Crew Control department only consists of the Crew Controllers. The main task of this department is to
manage the crew rosters during the execution of the flight schedule. There are usually two Crew Controllers
on duty. One of them manages the crew roster from DoO+1 until DoO+3. This Crew Controller basically
makes sure that the irregularities occurring due to unforeseen circumstances, like illness or cancellation of
flights, are solved in the schedule for the upcoming 3 days.
The second Crew Controller is managing the crew roster during the DoO, which involves coping with delays,
cancellations and reserve crew. Together these Crew Controllers have the aim of minimising the effect of
disturbances in the crew roster to the flight schedule.

2.2.4. External Parties
This subsection gives an explanation about the external parties that are also involved in the decision making
within the KLC Operations Control department and hence are of influence to the disruption management in
the OCC.

Duty Maintenance Controller
The Duty Maintenance Controller (DMC), is the one who communicates the status of the ongoing mainte-
nance to the Fleet Scheduler. Updates and changes about planned maintenance activities are directly com-
municated between the DMC and the Fleet Scheduler, to be able to have a real time view of the fleet avail-
ability in the near-future. This enables the Fleet Scheduler to optimise the tail assignments for DoO+1 as best
as possible.
Furthermore, the DMC collaborates with the Fleet Controller about when an aircraft has to undergo un-
planned maintenance activities during the DoO. The DMC can advise on what the impact is going to be and
for how long the aircraft will be grounded. This is essential information for the Fleet Controller, since this
translates directly to the execution of the flight schedule.

Duty Manager Ground Services
The Duty Manager Ground Services (DMGS) is constantly monitoring the platform processes. On behalf of
KLM Cityhopper, the DMGS is participating in multiple meetings with the different parties (catering, towing,
fuelling etc.) involved in the turnaround process. The goal of these meetings is to minimise/remove bottle-
necks and keep on optimising the ground handling processes.
Furthermore, the DMGS is monitoring and analysing the delay codes that are originating from the outsta-
tions. If the DMGS spots a trend in these delay codes (e.g. structural delays due to a specific reason), then
they will communicate this to the outstation manager which will then collaborate with the representative of
the outstation to try and break this trend.

Duty Manager Passenger Services
The Duty Manager Passenger Services (DMPS) is leading in the passenger handling processes. The DMPS
makes sure all gates are occupied by a sufficient amount of personnel before boarding starts, they count the
actual amount of passengers that entered the aircraft and they consult in mismatches between the passenger
count and the actual amount of passenger on board. Furthermore, the DMPS is in the lead of monitoring the
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connections for transfer passengers.

Duty Area Manager
The Duty Area Manager (DAM) is overseeing the turnarounds of KLM Cityhopper’s fleet at Schiphol airport.
They have direct contact to all the parties involved in the turnaround process. The DAM will report to the
Fleet Controller if a turnaround is delayed due to turnaround related processes. As a result the DAM and
Fleet Controller will determine together if the flight is going to be delayed and by how much.

Duty Manager Network
The Duty Manager Network (DMN) is working in close co-operation with the Fleet Controller. The DMN
has insights into the passenger connections from KLM Cityhopper’s flights to other KLM flights at Schiphol
airport. Therefore, the DMN has an overview of the impact on the network if certain flights are delayed/can-
celled.
Next to this, the DMN can also advise the fleet controller on which flights have priority in terms of cost. This
can impact the decisions made during situations in which disruptions have to be resolved.

Flight Crew
The flight crew are the ones who actually execute the flights. They are important in communicating about
the state of the aircraft, the progress on their flights and the special needs per flight. This group generates a
lot of information which is of importance for making the right decisions in the OCC.

2.3. KLM CityHopper Operations Control Center actors representation
From the actors in the OCC as discussed in Section 2.2, the interaction between the actors in the OCC is
schematically drawn in Figure 2.1. Furthermore, in Subsection 2.3.1 the interaction between the actors in the
OCC is described and in Subsection 2.3.2 a description of the used operations control systems is given.
Finally, in Subsection 2.3.3 the operational decision support tools as used by the OCC are elaborated upon.

In Figure 2.1 one can see the interaction scheme of KLM Cityhopper’s OCC. In this representation two-way
arrows indicate two-way communication. Furthermore, the blue colour indicates actors from KLM CityHop-
per’s Operations Planning & Control department, the orange colour indicates actors from other departments.

Figure 2.1: Representation of the interaction between actors in the KLC OCC

2.3.1. Interaction
In this subsection an analysis is performed on the interaction between all the actors as indicated in Figure 2.1.
The communication that is of influence on the decision making is listed per two actors.

DMN ↔ FC

• Share information on cost prioritisation of flights.
• Share insights in passenger connections.
• Discuss production handovers from KLM Cityhopper’s E90/E75 to KLM 737s or vice versa.
• Discuss the delaying of a flight to ensure passenger connections.
• Discuss impact of certain flight cancellations.

DMC ↔ FC

• Share information on daily maintenance progress.
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• Discuss impact of unplanned maintenance activities.
• Share information on aircraft’s condition (cycle limitations, MEL-items, operational restrictions).
• Discuss technical inspections taking place in-between flights and the possible consequences.

DMC ↔ FS

• Discuss planned maintenance activities.
• Discuss impact of aircraft’s condition on the tail assignments.

DMC ↔ Flight Crew

• Share information on aircraft’s condition.
• Share flight occurences (lightning strike, overspeed, heavy turbulence).
• Discuss impact of defects on aircraft performance.

FS ↔ FC

• Discuss the safeguarding of night-stops, for maintenance at outstations.
• Discuss the impact of expected disruptions (storm, strikes, airport closures etc.) on the schedule.
• Share information on flight sequences (i.e. do not schedule a short turn around time after a flight which

is prone to delays → improvement of schedule robustness).

DMPS ↔ FC

• Discuss mismatches in passenger information.
• Share information on availability of gate personnel.
• Discuss use of Schengen and non-Schengen gates.

CC ↔ FC

• Discuss the progress on crew pairings.
• Discuss crew turnaround times.
• Discuss changes to the schedule.
• Share information on crew reserves.

DMGS ↔ FC

• Discuss information regarding the ground handling of aircraft.

Flight Crew ↔ CC

• Share information on crew roster changes.
• Discuss work-time extensions.
• Discuss physical and mental health.

Flight Crew ↔ FC

• Share information on aircraft defects.
• Discuss on alternate airport in case of diversion.
• Discuss flight information.
• Discuss safety occurrences.
• Share number of cycles flown during training flight.

Flight Crew ↔ FW

• Share information regarding ground handling.
• Share passenger information (unaccompanied minors, disabled people, transfer passengers).
• Share schedule information.

FW ↔ FC

• Share information about towing operations.
• Discuss ATC slot information.
• Discuss delays at outstations.
• Discuss aircraft features (operational limitations due to MEL-items).
• Discuss weather at outstations.
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• Discuss alternate airports in case of diversion.

DAM ↔ FC

• Share information on turnaround process at Schiphol airport.
• Discuss the Estimated Off-Blocks Time (EOBT) in case of ATC restrictions.
• Discuss delays induced by turnaround process.

2.3.2. Operational Control Systems
To support the operational decision making in the OCC, KLM Cityhopper makes use of the following systems:

• Netline Ops
• Netline Crew

Netline Ops Netline Ops is an operational control IT system. It is developed and supported by the external
IT provider Lufthansa Systems. The system is worldwide in use by approximately 60 airlines.
Netline Ops is the backbone of KLM Cityhopper’s operations. The system is used during daily operations to
keep track of the most actual status and forecast of all scheduled flights. In addition it shows the activities
that are scheduled for each aircraft, including maintenance , towing, standing reserve or flights.
Besides the gantt chart with all the activities in it, also a lot of functionalities are present and a huge amount
of information can be extracted (e.g. crew information, number of passengers, callsigns, MEL-items). The
information shown in Netline Ops, is received over approximately 15 interfaces and sends data to another 13
interfaces [35]. Therefore, Netline Ops provides essential information that is needed to be able to operate as
an airline.
Netline Ops is either functionally used or read-only depending on the actor involved, as discussed in Subsec-
tion 2.2.2.

Netline Crew Netline Crew is just like Netline Ops an operational control IT system, as developed and
supported by Lufthansa Systems. However, as the name suggests, this system is used to schedule and keep
track of the crew pairings. The system is designed and customised to include the business rules conform the
KLM Cityhopper cockpit crew’s and KLM Cityhopper cabin crew’s collective labour agreements. This makes
that non-conform changes to the crew pairings by the users of Netline Crew cannot be executed without
being notified of the non-conform actions.
Furthermore, the system contains all information that the airline needs about the individual crew members.
The location and activities (e.g. simulator, flight, vacation etc.) of the crew member are constantly tracked
and updated by the system.
Netline crew is mainly used by the crew controllers. All other actors that need information about crew, are
able to access this information through Netline Ops.

2.3.3. Decision Support Tools
In addition to the operational control systems as discussed in the previous subsection, KLM Cityhopper is
also innovating by the use of decision support tools. The main goal of these tools, is to advise and help the
decision-makers in the OCC to make decisions about operational issues. The decision support tools that are
in use at KLM CityHopper are; runway, pathfinder and Sentry.

Runway Runway is a disruption management tool that is able to run scenarios for the next DoO. For ex-
ample, when a storm is expected to drastically decrease capacity at Schiphol airport during the next DoO,
runway can run multiple scenarios based on different expected capacities. Hereby, the tool can be used to
determine which flights are the best candidates to cancel and determine what the optimal robust tail assign-
ments are for that scenario.
To do so, Runway is making use of the Netline Ops database through which it is ensured that the solutions
provided are taking into account all restrictions that Netline Ops may pose (e.g. planned maintenance).

Pathfinder Pathfinder is an optimization tool, which can determine optimal sequences of flights for DoO+1.
Meanwhile taking maintenance activities and night stops into account. This tool is used by the Fleet Sched-
uler, to aid in the creation of an optimal tail assignment for DoO+1.

Sentry Sentry is a disruption management tool, which aims at assisting the DMOC/FC in finding optimal
solutions to disruptions that can occur during the DoO. The ultimate objective of Sentry is to minimise the
monetary solving cost of disruptions. This can be decomposed into:
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• Minimising Delays
• Minimising Cancellations
• Minimising Swaps/moves

To arrive at these solutions Sentry uses data as in Netline Ops. Next to the aircraft recovery problem, Sentry
also takes crew connections into account. The tool is able to present sub solutions to the user, which help the
users to decompose a problem into multiple parts.





3
Resilience

During a day of operations in an airline anything can happen. There are disruptions that happen on a fre-
quent basis, but there are also situations in which an unlikely or unique disruption occurs. When such a
disruption occurs one would like the environment to be able to adapt quickly and accommodate for the oc-
currence such that the effects on the flight schedule can be minimised and the environment learns from the
occurrence to be able to accommodate better for such disruptions in the future. To do so, the AOCC should
have resilient capacities.
In this chapter the definition of resilience is discussed (Section 3.1), adaptive and anticipatory behaviour is
researched (Section 3.2) and a literature review is conducted on the state of the art practices of resilience in
aviation (Section 3.3). As a basis for resilience, also literature review on robustness in aviation is conducted
in Section 3.4. In Section 3.5 the methods to quantify and define resilience through parameter are discussed.

3.1. Defining Resilience
In the dynamic environment of an AOCC, which can be considered to be a sociotiechnical system (STS) since
social and technical entities are collaborating, resilience engineering is a highly interesting topic. According
to Stroeve and Everdij [74] resilience engineering can be defined in the context of a STS as; ’the ability of
a sociotechnical system to adjust its functioning to sustain required operations notwithstanding changes and
disturbances and the engineering of the sociotechnical system to achieve such ability’. Woods and Branlat [30]
state a more simplified definition of resilience; ’The organization’s adaptive capacity relative to challenges to
that capacity’.

Based on the ever growing developments and the wide areas in which resilience is studied, Woods [81] con-
cludes that resilience can be subdivided into four, most commonly used, perspectives:

1. Resilience as rebound
2. Resilience as robustness

3. Resilience as graceful extensibility
4. Resilience as sustained adaptability

Resilience as rebound This perspective on resilience describes the way in which a system rebounds from
the occurrence of surprising events, back to the normal state. The focus in this type of resilience is not on the
rebound but on the capabilities and resources that were available in the system before the surprising events
occurred.
Resilience as robustness The perspective of robustness is the ability of a system to be able to absorb per-
turbations. An important aspect of this type of resilience, is that robustness in a system is only valuable when
there is a known set of disturbances that possibly can occur. When the robustness of a system is increased, it
is meant that the set of disturbances the system can react to effectively is expanded. However, it is unknown
how the system will react to perturbations that are not within the known set of disturbances.
Resilience as graceful extensibility This perspective of resilience is described as a systems capability to
increase their performance based on disturbances challenging the boundaries of the system. In this context
Woods introduces the term ’brittleness’ to describe how a system performs near or beyond it’s boundaries.
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Resilience as sustained adaptability Sustained adaptability focuses on continuous adaptation of the sys-
tem to new surprises that are introduced to an ever changing environment. A system that is designed with
this philosophy should be able to keep adapting to new surprises and hence improving and enlarging the
boundaries of the system over it’s life cycle.

In the context of an AOC, especially resilience as robustness and sustained adaptability are of interest. Ro-
bustness allows the schedule to accommodate beforehand for likely and frequently occurring disruptions.
This can be interpreted as the system being able to learn from previous experiences and adapt it’s boundaries
to be able to better accommodate for a similar event the next time it occurs. The topic of robustness will be
further researched in Section 3.4.
Adaptation is a continuously on-going process in the environment of an AOC. Due to the dynamics and vari-
ability that airline operations are subject to, an unknown disruption can occur at any moment. The ability to
transform these ’unknown’ disruption to ’known’ disruptions can reduce the impact of these disruptions to
the flight schedule.

Based on the above context it seems like resilience and robustness are closely related. The difference however,
is in the anticipation aspect. In making ad-hoc decisions in an AOC, anticipation might mean that the chosen
solution is not optimal at the moment the decision is made, but will be optimal based on events that are likely
to occur after the decision is made. Therefore, the same decision yields different performance KPI’s when
looking at it either at the moment the decision is made or when looking back at how the day of operations
went by after the decision had been made.
This viewpoint is supported by Hollnagel [44], which proposes four abilities that make the analysis of resilient
performance of a system possible. These abilities are:

1. Respond
2. Monitor

3. Learn
4. Anticipate

The ability to respond This ability refers to the response of the system to irregular or regular disruptions.
The response can be delivered either in a reactive manner by activating prepared actions or by changing the
mode of functioning to the new situation.
The ability to monitor Monitoring is about the system being able to identify possible disruptions that can
erupt in the environment and that in the very near-future might affect the system’s performance.
The ability to learn This ability enables the system to learn from previous experiences and be able to
handle the disruptions in an improved manner the next time they occur.
The ability to anticipate Anticipation can be seen as a part of monitoring. However, the difference is
that anticipation looks further into the future which enables the system to consider adapting the state of the
system in an early stage to disruptions that are likely to happen. To do so, the system does not only interpret
the current state but also makes predictions about future events that might influence the functioning of the
system. The ability to anticipate is a measure of the level of adaptation of the system to an event beforehand.

Based on the resilience concepts and the four abilities of resilience as discussed in this section and the relation
to an AOC environment, it is becoming of interest to study further into adaptivity, anticipation and learning
of a system. These topics are further discussed and researched in the subsequent sections.

3.2. Adaptive & Anticipatory Systems Behaviour
For a system to be able to be resilient under adaptation, the system must have the ability to reflect on how
well it is adapted, what it has adapted to and what has changed to the environment [82]. When one is able
to determine the resilient capability and brittleness of a system and is familiar with the trends, they will have
sufficient knowledge to determine where investments can be made to further improve the system.

Resilience captures how well a system can adapt to events that challenge the boundary conditions for its
operations. These challenges originate from [82]:

• Fundamental limits of plans and procedures.
• Changing environment.
• The system adapting around successes given changing expectations for performance.
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These challenges are likely to be encountered in an AOC environment, where fundamental limits of plans and
procedures are introduced by working procedures (e.g. What are the allowed actions to solve a disruption?)
and the limited usage of resources (e.g. reserve aircraft or crew). Obviously, an AOC is a continuous changing
environment. There are numerous factors that can influence the state of an AOC environment (e.g weather,
aircraft defects, strikes, ATC) and therefore introduces challenges to the boundary conditions of the system.
Since an AOC is located in an ever changing environment, the boundary conditions are challenged on a reg-
ular basis. Adding to this is the cooperation that is going on between human operators, operational control
systems and decision support tools. Each human operator has a different interpretation of the environment,
which adds to the unpredictability and dynamics of the AOC. In addition, there are also factors like believing
in the data that a system presents. Some human operators will trust a system for 99%, but others will not even
look at their data since they think they do not need the system’s advice or help. Therefore, the environment
becomes even more dynamic based on the presence of the human operators.

To be able to study the resilient adaptivity of systems, it is important to be aware of the causes of maladap-
tation. Maladaptation of a system is one of the main causes for a reduction in resilient capacity. Three basic
patterns of maladaptation can be identified:

• Decompensation.
• Working at cross-purposes.
• Getting Stuck in Outdated Behaviours.

Decompensation Decompensation is related to the use of the resilient capacity of the system. Woods and
Branlat [82] describe it as ’exhausting the capacity to adapt as disturbances/challenges cascade’. This type of
maladaptation occurs when the system is to slow in deploying responses to disturbances, which can result in
the exhaustion of the system’s capacity to absorb disturbances.
Working at cross-purposes When the different agents in a system work at achieving different goals and
they do not coordinate about this with each other their behaviour can be locally adaptive but in view of the
overall system the behaviour can be maladaptive. Therefore working at cross-purposes can be of impact to
the adaptive capacity and resilience of a system.
Getting stuck in outdated behaviours Over the course of the lifetime of a system the environment tends to
change. When the system is not adapting to the changing environment and keeps applying the same adaptive
strategies, the system is said to be getting stuck in outdated behaviours. In such a case the adaptive strategies
are not adjusted to the changing environment the system is operating in, with as result that the adaptive
strategies are no longer valid resilient strategies.

Dalziell and McManus [27] describe resilience as a function of vulnerability and adaptive capacity. The ease
with which a system is pushed from one state into another, is regarded to as vulnerability. The adaptive capac-
ity is the ability of the system to adjust to the new situation. The relation between vulnerability and adaptive
capacity of a system, as described by Dalziel and McManus can be seen in Figure 3.1.

Figure 3.1: Relationship between vulnerability and adaptive capac-
ity of a system [27].

In the graph on the left the system is considered to
be highly vulnerable since it is easily pushed from
one state to the other. In addition, there is a big en-
velope of adaptive capacity which indicates that it
costs the system a lot of energy to adapt to the new
state.
The graph on the right shows a system with low vul-
nerability and a small envelope of adaptive capac-
ity, which indicates a higher level of resilience to the
’disaster’ event.

In STS the role of humans is of great influence on
the adaptive capacity of a system. Werfs and Baxter
[77] define system adaptation in the sociotechnical
context as reacting to and anticipation of changes.
The value added by humans to a system is mainly in their flexibility, adaptability and anticipation. These are
the properties that are often hard to capture in a complex system. Therefore they state that the human input
contributes to the resilience of a system, since it can bridge the gap in systems where the used technology is
too brittle.
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3.3. State of the Art
In this section a state of the art literature review in the air transportation domain, on the application of re-
silience in STS is conducted.

One of the studies in resilience closest to the application of resilience in an AOC, is the study as performed by
Richter et al. [68]. They researched a case study of the re-planning process due to a safety related contingency
event in an AOC. In this case only the decision making between the involved human operators (actors) are
described. Three decision points are identified, which are analysed for the prioritization of goals and the
balancing of different trade-offs. The trade-offs considered originate from Hoffman and Woods [42], who
describes five fundamental bounds which relate back to five trade-off mechanisms.

Bounded Ecology This fundamental bound states that a system is never able to match to the environ-
ment completely and there will always be a struggle to adapt. This results in the optimality-fragility trade-off.
Where fragility is defined as the brittleness near the systems’ boundaries.
Bounded Cognizance This fundamental bound states that limited resources and uncertainties will always
lead to gaps in the knowledge of the complete system. Which implies an efficiency-thoroughness trade-off.
Where efficiency is about going on well-known paths which have proven to be worthy in the past, however
they are not adapted to new variations and contingencies in the system. Thoroughness deals with expansion
of the scope of the plans and the level of assessment applied and does not allow plans to be changed during
execution.
Bounded Perspectives When looking at a problem the system adopts a certain perspective. However when
the system is able to consider multiple perspectives, it allows for more knowledge and insights into a prob-
lem. Just like most adaptations to a system, the ability to consider multiple perspectives comes at the cost of
comparing these perspectives. To do so, a shared language is needed to bridge the gap between the perspec-
tives and be able to identify the differences. Hence, the bounded perspectives fundamental introduces the
trade-off between revelation-reflection on perspectives.
Bounded Responsibility In a system one can differentiate between acute goals (e.g. minimize delay for
flight X) and chronic goals (e.g. safety). Acute goals can be evaluated in the short-term, however chronic
goals can only be evaluated in the long-term. In a system there will always be gaps in authority and responsi-
bility across the various actors and corresponding sub goals. Therefore the acute-chronic goal responsibility
trade-off is introduced. This trade-off implies that the interaction and coordination between agents is of great
importance since it is undesired that the actors work at cross purposes due to different goals over which no
communication has taken place.
Bounded Effectiveness To increase effectiveness in achieving a systems’ goal, it can be very help full to
divide the goal into multiple sub goals and divide those over multiple agents. However, for an increasing
number of agents working on sub problems the synchronising and coherent working to the common over-
all goal will get of increasing difficulty. To balance task delegation and to ensure the common goal will be
achieved the concentrated-distributed trade-off is presented.

The introduced trade-offs were used at each decision point by each stakeholder as a mechanism to safeguard
resilient performance. This resulted in an improved situational awareness between actors and broadened the
actors’ common ground.
In an agent-based model these trade-off mechanisms can be included into the cognitive models that are used
to model human agents. However, this research does not include the modelling of technical systems.

In a previous MSc Thesis by Blok [10], in which resilient anticipation is studied in the context of airport se-
curity operations, anticipation of a STS is defined as a future-oriented action, decision, or behavior based on
a prediction. In this MSc thesis a conceptual anticipation model is proposed, using agent-based modelling
techniques. An anticipation agent is modelled which is accessible for all other agents present. Two layers are
modelled, an operational and strategic layer.

• Operational Layer
– Perception and Interpretation Module
– Action Module

• Strategic Layer
– Belief Module
– Reasoning Module

The operational layer is concerned with the interaction of the agents with the environment. The strategical
layer is modelling the agents’ belief and reasoning. The belief includes the agents’ knowledge and awareness
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in the environment. The reasoning module entails the prediction of possible future events, analysis of the
environment and decision making.

Stroeve et al. [73] provide an overview and integration of agent-based modelling constructs that can be used
for the analysis of resilience in the sociotechnical Air Traffic Management domain. They provide an integra-
tion of model constructs for an human agent, which can be clustered by:

• Sensing
• Sensemaking
• Task Planning

• Functional State
• Deciding
• Actuating

Sensing Processes related to human perception are referred to as sensing. This cluster receives as input
the agent’s interpretation of the stimuli from the environment and sends as output the sensory interpretation
that an agent generates based on the input.
Sensemaking The sensemaking cluster is covering the process in which a human generates beliefs, based
on the sensing cluster, about the state of the environment. The output of this cluster are the beliefs that the
agent has about the environment.
Task Planning The task planning cluster entails the identification and scheduling of the to be executed
tasks. These tasks originate from the sensing or sensemaking cluster.
Functional State This cluster contains model constructs that are of influence to the sense-reasoning-act
processes. For example, the operator functional state, cognitive control mode, task load and emotional state
are covered by the functional state.
Deciding In the deciding cluster, the agent’s beliefs serve as input. These beliefs are then processed in
order to generate plans and actions, which are the output.
Actuating The actuating cluster executes the plans that are received as input from the deciding cluster. The
output is the effect of the actions on the environment of the system.

Stroeve et al. [73] make the notion that there are model constructs that can potentially play a role in multiple
clusters. These model constructs are learning, human error, dynamic variability and stochastic variability.

A conceptual framework for the resilience of complex safety-critical STS is proposed, in a conceptual paper,
by Vert et al. [76]. They discuss that to model the adaptive capacity of a resilient STS, the following compo-
nents have to be considered in a model:

• Situation Awareness
• Sensemaking
• Monitoring
• decision making

• Coordination
• Learning
• Resources

Situation Awareness The perception that an agent has about the environment, or the process of gaining
awareness in the environment is referred to as situation awareness. Situation awareness is of great impor-
tance for resilient modelling, since it plays one of the main roles in the understanding that the agent has
about the environment. Through situation awareness, an agent is able to identify or anticipate on a disrup-
tion. In Section 4.3 a more elaborate study into situational awareness is conducted.
Sensemaking This component is defined by Klein et al. [50] as ’a motivated continuous effort to under-
stand connections (which can be among people, places and events) in order to anticipate their trajectories
and act effectively’. Therefore, sensemaking enables the model to transform information into knowledge.
This adds to resilience, since it enables the model to make predictions.
Monitoring This component is about the system knowing what is going on in the system and it’s environ-
ment. This can be performed either by a human operator, or the system monitoring KPI’s to be able to detect
anomalies. Monitoring can take place with a certain perception of the environment, which will determine
where the attention of the system or human operator is aimed at.
decision making In case the system detects a disruption, it has to decide whether and what kind of action
will be taken. Here the decision making component comes into play. This component is about using the
resources available to the system and utilising these resources in an fruitful manner, while having to choose
between different solution options. According to Vert et al. [76] Natural decision making is of particular in-
terest with regards to resilient system behaviour. Natural decision making includes the situation awareness
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and sensemaking components and describes how people come to decisions under circumstances in which
men is under pressure and incomplete information is provided.
Coordination This component describes the method through which the distribution of tasks among the
agents in the model is done. These tasks all add to achieving a common goal. Vert et al. [76] describe coordi-
nation as a necessity for performing successful adaptations to distributed tasks and therefore it is needed in
a STS to be able to exhibit resilient behavior.
Learning Lastly, the learning component improves the resilient behavior of a system since it increases the
knowledge of the system. Predictions and anticipation are based on the knowledge of the system, therefore if
the system does not learn the system can only react to a disruption and will not be able to pro-actively tackle
it.

3.4. Robustness in Aviation
Recent developments and research in the airline industry and especially the operations control domain,
shows that resilience is an almost untouched topic. In the contrary to robustness, which is an indicator for the
capacity of the schedule to absorb disruptions. Although robustness is passive and only prepares the system
for possible disruptions and does not include adapting or reacting capacities to disruptions to the system, it
can still be useful to gain insights into it. To be able to obtain a better vision on resilience, a short literature
review on robustness in the airline industry is conducted here.

In the operations control domain of an airline, the set of disturbances that can occur to the flight, crew and
passenger schedules are known. The typical disturbances in this domain are described by Castro et al. [4] to
be:

• En-route air traffic
• En-route weather
• En-route aircraft malfunction
• Flight diversion
• Crew delays
• Cargo/baggage loading delays

• Passenger delays
• No-show crew
• ATC restrictions
• Aircraft malfunctioning
• Airport weather conditions

Kohl et al. [53] describe various commonly used techniques that airlines employ to increase the robustness
of the operation.
The first technique they describe, is adding slack to the schedule. Adding slack means that not all flights or
crew duties are scheduled with the required minimum turnaround time in-between them. Hereby, recovery
space is added to the schedules since the schedule is then able to absorb delays without risking conflicting
flights or duties. A downside to this technique is that the resources are not used in an optimal manner.
Another technique would be to make crew follow the aircraft they are on, or speaking in KLM CityHopper’s
terms making flights ’kist-crew’. This reduces the risk of delayed flights due to crew coming in late from other
flights. Therefore delays will not propagate to other aircraft in the schedule. In addition, by using kist-crew
connections monitoring of the operations is simplified.
Another contributor to the schedule’s robustness is the incorporation of reserve aircraft and reserve crew.
This is the most valuable addition to the schedule in terms of robustness since these reserves can be used at
any moment a disruption occurs, however it comes at great monetary costs. In addition, these reserves are
usually located at the hub airport, at which disruptions are most likely to occur. However, when a disruption
occurs at an oustation the reserves still have to re-locate to that airport which takes time and comes at great
expense. Hence, the effect of having these reserves depends on the location of the disruptions.
The last technique proposed is to increase the cruise speed of aircraft to shorten the flight times which result
in a longer turnaround time between two flights. The longer the flights, the bigger the impact of this tech-
nique on the robustness. Naturally flying faster comes at the cost of a higher kerosene cost. For airlines, like
KLM CityHopper, whose average flight time is relatively low, the impact of this technique is minimal.

Puchkova et al. [67] demonstrate an integrated recovery model that decomposes the disruption recovery
problem into a master problem and a sub-problem. This recovery technique focuses on minimizing the
impact of delay propagation and keeping crew rosters intact.

Other development put more focus on the forecasting of block times and turnaround times as can be derived
from historical data through machine learning and other data analysis methods [69] [7]. In the same direction
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of research, Kafle and Ergan [47] focus on improving resilience by forecasting maintenance activities and
optimising maintenance locations to arrive at an optimal routing. The forecasts generated through these
methods can be implemented into the scheduling process, to be able to start the DoO with a more robust
schedule.

Ageeva [1] suggest a method for creating more robust airline schedules, which has a high level of adaptability
in case of disruptions. In this method the main focus is to maximise the overlap of flights at the hub airport
to enable more redundancy in the fleet. To accommodate for this measure of robustness, the maximization
of overlapping flights is added to the objective function of the proposed LP schedule optimization program.

Wu [83] developed a sequential optimisation algorithm which aims at improving the operational reliability of
airline schedules. In this research it was proven by simulation that implementing 260 minutes of extra buffer
time into an airline schedule, containing 20 destinations and 17 narrow-body aircraft, resulted in a reduction
in departure delays of 30%.

3.5. Performance-based Quantification of Resilience
For one to be able to determine if a system’s performance can be considered to be resilient, it is a prereq-
uisite to express the system in resilient parameters which enable the resilient performance to be quantified.
When metrics to measure resilience are in place, it makes it easier for the system’s manager to determine and
compare the performance of the system in different circumstances. In case of an AOCC, these metrics can be
used to improve decision making processes or standard working procedures. In this section a short literature
review on the quantification of resilience is conducted.

To measure the resilience of a system to a certain event, Dalziell and McManus [27] propose to use the impact
of an event or disruption on the KPI’s and the time it takes the KPI to recover from an event. In this measure
the numerical change in a KPI indicates the vulnerability of the system and the time it takes the KPI to recover
from an event is an indication for the adaptive capacity of the system. This measurement method is shown in
Figure 3.2. To measure the total resilience of the system to an event, one has to calculate the total area under
the curve.

Figure 3.2: Measuring Resilience[27]

Figure 3.3: Single Disturbance Model [8]

Balchanos et al. [8] defined two metrics which can be used to quantify a systems restoring and absorbing
capabilities. To do so, they make use of the single disturbance model as can be seen in Figure 3.3.

Restoring Capability The restoring capability is defined as the system’s ability to partially or entirely re-
turn to it’s original state after a disturbance was experienced. The first metric defined about the restoring
capability is the Average Recovery Rate (ARR). In this equation the total capability recovery (∆MCr ec ) that is
calculated by subtracting the minimum mission capability (MCmi n) from the resulting steady state mission
capability (MCSS ). Lastly, the recovery time (tr ec ) is calculated by subtracting the time at which the lowest
mission capability is achieved (tmi n) from the time at which the new steady state is reached (tSS ). All these
equations can be seen in Equation 3.1.

∆MCr ec = MCSS −MCmi n

∆tr ec = tSS − tmi n

ARR = ∆MCr ec

∆tr ec

(3.1)
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Absorbing Capability When a system is subject to a disturbances and the system does not respond to that
disturbance, than the system is absorbing the disturbance. An interesting metric for the absorbing capacity
is the Average Degradation Rate (ADR), which can be calculated by dividing the degraded mission capability
(∆MCdeg ) by the degradation time (tdeg ). Where ∆MCdeg is calculated by subtracting the MCmi n from the
initial mission capability (MCi ni t ).

∆MCdeg = MCi ni t −MCmi n

ADR = ∆MCdeg

∆tdeg

(3.2)

Another approach used in literature to obtain a metric for resilience, is the use of the resilience triangle. Zobel
and Khansa [85] mention that the concept of a resilience triangle incorporates both the impact and recovery
time of an event to the resilience of a system. They first adapted the idea from Bruneau et al. [17], in which the
loss of resilience in a system is calculated by the area above the quality curve (Q(t )) as depicted in Figure 3.4a.

(a) Resilience triangle from Bruneau et al. [17] (b) Predicted resilience triangle from Zobel and Khansa [85]

Figure 3.4: Resilience triangles.

The area above the quality curve R in Figure 3.4a can be calculated by integrating Q(t ) for t0 to t1, where
t0 is the time at which the disruption occurred and t1 is the time at which the system has recovered. The
mathematical notation of this calculation can be seen in Equation 3.3.

R =
∫ t1

t0

[100−Q(t )]d t (3.3)

Zobel and Khansa [85] extended the concept introduced by Bruneau et al. [17] by establishing a concept for
the prediction of resilience, which allows one to assess the level of resilience of the system before disruptions
occur. To illustrate this, the predicted resilience triangle as in Figure 3.4b is used. Here X is the predicted loss
of the quality of service, T is the expected recovery time and T ∗ is the maximum allowable recovery time.
The measure of resilience R(X ,T ) can now be calculated by the area spanned by X and T expressed as a
percentage of the total area. The resulting expression can be seen in Equation 3.4

R(X ,T ) = X T

2T ∗ (3.4)

The resulting measure for the predicted resilience is depending on the value of T ∗ which can be arbitrarily
set by the organization using this metric. If the system is not recovered within the time defined by T ∗ than
the resilience is said to be zero.

This concept can also be extended for the analysis of a system’s resilience to a sequence of disruptions. Zobel
and Khansa [86] suggest that for a sequence of events, basically the same method can be used to determine
the system’s level of resilience. As foundation for their proposed method they use a simple example where 2
disruptions occur consequently, this can be seen in Figure 3.5.
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Figure 3.5: Resilience of a system subject to two disruptions [86].

The area covered by the two disruptions can be calculated by Equation 3.5, where X
′
2 is equal to zero since

the system recovers fully after this disruption.

Ar ea = (X1 +X
′
1)T1 + (X2 +X

′
2)T2

2
(3.5)

To transform this into a resilience metric, Equation 3.5 should be divided by the total area T ∗ and is rewritten
to accommodate for i number of events, resulting in Equation 3.6.

R = 1−
∑

i (Xi +X
′
i )Ti

2T ∗ (3.6)

The metrics as discussed in this section and used in literature to quantify resilience, are applicable to the
case of an AOCC. In an AOCC the performance parameters that can be identified are amongst others; delays,
cancellations and slack in the schedule. The big difference between the kpi’s defined in an AOCC and the
metrics as defined in literature, is that the kpi’s regarding an AOCC will not always completely recover. For
example, when a flight is heavily delayed and the choice of the operations controllers is to absorb this delay
and not cancel other flights, the schedule will never be able to recover completely from this delay. Only at the
end of the DoO/ the beginning of a new DoO, the schedule is at 100% recovery. Nevertheless, the discussed
metrics can still be used to assess the impact of disruptions.





4
Socio-technical Systems

Based on the exploration of KLM CityHopper’s OCC in Chapter 2, it is clear that the OCC exists of a com-
bination of humans, operational control systems and decision support tools. These ingredients make that
the OCC can be seen and modelled as a socio-technical system (STS), of which the definition and properties
are explored in Section 4.1. Thereafter in Section 4.2 a framework for the development of a socio-technical
agent-based model is introduced.
The operations controllers that are employed in an AOCC, make decisions based on the elements that they
perceive in the dynamic environment. To be able to determine the basis or (in)completeness of informa-
tion that is used to make decisions, a basic understanding of the level of situational awareness is required.
This topic is discussed in Section 4.3. Based on the level of situational awareness one can employ different
decision making styles, which are discussed in Section 4.4.

4.1. Defining a Socio-technical System
A STS is characterized by an interdependent relationship between humans (social) and systems (technical).
There are different types of STS, from simple to complex. A very simple and recognizable example would be
the one of a human using a mobile phone, with just one human operator (the driver) and a single technical
system (the mobile phone). One of the more complex examples is the decision making in an AOCC, in which
multiple human operators with multiple objectives are making decisions using multiple systems.

Complex systems are known for their subsystems with non-linear interactions, such as feedback loops with
delays, that is likely to cause emergent, unpredictable and unexpected behaviour [65]. According to De Bruijn
and Herder [31] a STS can be called complex when the system consists of multiple subsystems, has multiple
conflicting objectives and there are many dependencies. They divide a STS into two perspectives; the techni-
cal perspective and the social perspective.

The technical perspective consists of devices or tools that can transform input into output, to obtain eco-
nomic gain. The social perspective entails the structure of the organisation, authority structure and the re-
ward system in an organisation. In addition, the social perspective encompasses the skills, attitudes, knowl-
edge, values and needs of the people working in the organisation. A schematic overview of these perspective
in a STS in a complex environment is shown in Figure 4.1.

Baxter and Sommerville [9] describe five key-characteristics which are inherent to complex STS:

1. Systems should have inter-dependent parts.
2. Systems should adapt to and pursue goals in external environments.
3. Systems have an internal environment comprising separate but interdependent technical and social

subsystems.
4. System goals can be achieved by more than one means.
5. System performance relies on the joint optimisation of the technical and social subsystems.

Relating these characteristics back to KLM CityHopper’s operational control center, one can readily conclude
that this certainly can be seen as a complex STS. The inter-dependent parts are the different departments
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that operate with the goal of achieving their own objectives and a goal in the external environment is the
passenger satisfaction. The internal environment consists of the social actors (operations controllers) and
the operational control systems and decision support tools, which make that the internal environment is
comprised of social and technical subsystems. These subsystems have to communicate and collaborate to
identify and gain a proper understanding of a problem and come up with the solution which is in the best
interest of KLM CityHopper.

Figure 4.1: Overview of STS [65]

It is argued by De Bruijn and Herder [31] that to gain a
proper understanding of an STS, one should identify the inter-
dependencies between subsystems from both technical and
social perspectives. Starting with the classification of depen-
dencies from the technical perspective:

1. Simple-multiple
2. No feedback-feedback
3. Linear-nonlinear

4. Sequential-parallel
5. Synchronous-asynchronous

Simple-multiple The inter-dependence between subsys-
tems is considered to be simple when the subsystems are only
inter-dependent on one variable. When the subsystems are re-
lated to each other through several aspects simultaneously, it is
classified as multiple inter-dependencies.
No feedback-feedback Subsystems which employ one-way communication to other subsystem, do not
use feedback. However if the output of subsystem A is input for subsystem B and the output from subsystem
B is again input for subsystem A, there is a circular relationship between the subsystems and feedback is con-
sidered.
Linear-nonlinear In case the subsystem have a linear relationship, the output of the complete system is
the sum of the output of the subsystems. In a nonlinear relationship there is no form of proportionality rec-
ognizable in the output.
Sequential-parallel In a sequential inter-dependency, subsystem are running in a sequence since they
need the output of preceding subsystems to be able to run. In a parallel inter-dependency the subsystems
can run at the same time.
Synchronous-asynchronous The synchronization tells something about the way in which subsystems re-
spond to each other. If the subsystems are asynchronous it can pose problems to the overall system and the
coordination or control mechanisms should be adapted.

Similar to the inter-dependencies from the technical perspective, the inter-dependencies between the social
actors are also worthy to explore. The dependencies between the actors can be classified with four criteria:

1. Simple-multiple
2. Bilateral-multilateral

3. Synchronous-asynchronous
4. Simultaneous-sequential

Simple-multiple In a simple dependency, actors rely one-on-one on each other. In a multiple dependency
multiple actors rely on each other for multiple resources, there is no single identifiable relationship.
Bilateral-multilateral In a multilateral dependency, actor A depends on actor B, actor B depends on actor
C and actor C depends on actor A. In a bilateral relation, only 2 actors are involved with each other.
Synchronous-asynchronous If actors depend on each other in an asynchronous order, than the times at
which they require something from one another is different and there is no two-transaction. In the contrary
to a synchronous dependency.
Simultaneous-sequential In a sequential dependency actors have to wait for each others actions to be
completed, before their own action can be performed. In a simultaneous dependency, this is not the case.

The above described inter-dependencies enables the ability to gain a proper understanding of the relations
between the multiple subsystems, which is knowledge that can be used in the modelling of a STS as will be
discussed in the next section.
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4.2. Modelling a Socio-technical System
The difficulty in creating a model of a complex STS primarily lies in modelling the human behavior that has
to be captured in combination with the usage of technical systems. Human behavior is characterized by
emotions and diversity in knowledge and abilities [41]. Hence, to be able to develop a model of a complex STS
the modelling approach should allow for the interaction between human behavior, human decision making
and technical systems.

The interaction between humans and technical systems in KLM CityHopper’s OCC is mainly about the hu-
mans using a technical system as a tool that helps them to solve a problem. Hereby it is of importance that
the human operator’s have trust in the tool, or in other words that they acknowledge the capability of the
tools that they are provided with. To achieve this the human operators should be closely involved in the de-
velopment of such a tool. For this kind of development the agent-based modelling approach seems to be very
suitable, since the development of agents in a STS is based on an elaborate description of the behavior that
such an agent should exhibit. To develop such a behavioral model of an agent, extensive interviews with the
humans should be conducted. Hereby, including the humans in early development stages of the model.

Agent-based modelling is a bottom-up modelling approach that aims at modelling systems that are com-
prised of autonomous agents, which interact with one another. This makes it suitable for the modelling of a
STS. The humans in the system can be modelled by an agent that has cognitive properties and the technical
systems can be described by an agent that behaves by the set of rules of the system that is to be represented.
The interaction between the different agents are conducted via communication protocols which are selected
based on the inter-dependencies between the agents, as described in the previous section.

Macal and North [56] argue that the agent-based modelling approach is a suitable paradigm to be used in
models that incorporate elements of human and social behavior and have complex inter-dependencies. In
aviation related literature the agent-based modelling approach is used amongst others to model a socio-
technical air transportation network [74], decision making in an AOC [13][19] and airport security operations
[10].

Nikolic and Ghorbani [60] propose a methodological framework for the development of an agent-based
model of a STS. They split the development of such a model in to 5 phases, as can be seen in Figure 4.2.

Figure 4.2: A methodological framework for the development of an agent-based model of a STS [60]

System Analysis In this phase the system is studied independently of agent-thinking or software modelling.
The main goal of this phase is to identify the internal structure of the system under consideration, such that
complex analysis of the respective system can be conducted. To do so, three sub-phases are considered:

• Problem & Problem Owner Identification → The goal is to gain a proper understanding of the problem
to be considered in the model.

• System Identification → The goal is to explore the system’s components and operating boundaries.
• System Conceptualization → The goal is to setup a structure between the components of the system,

for basic understanding.

Model Design In the model design phase the goal is to identify the agents and interactions between the
agents in the system. This is divided into two sub-phases:

• Structuring → The systems’ components that have been identified in the previous system identification
phase, are translated to agents and according to their interactions are ordered in a structured way.

• Behavior Identification → The goal in this phase is to identify the behavior of the defined agents and
their environment.
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Detailed Model Design Based on the identification of the problem, main systems’ components and in-
teraction between components the next step is to go into detailed model design. In this phase the details
that are required to build a model of the system under consideration are specified. This is split up into two
sub-phases:

• Logical Model Formulation → In this phase the aim is to identify the programming details that are
needed to translate the identified system structure, agents, interactions etc. to an agent-based model.

• Experimental Design → Here the desired outcome of the model is defined and a hypothesis is formed.

Software Implementation This is the phase in which the actual programming is performed. With the goal
to arrive at a model that is compliant with the previous phases.

Model Evaluation This is a continuous process during the development of a model. It consists of two
sub-phases:

• Verification → In this step it is verified whether the model is compliant with the conceptual model and
all interactions and components are modelled correctly.

• Validation → In the validation step it is checked whether the outcome of the model matches with the
outcome of the real system.

• Experimentation and Data Analysis → In this phase multiple data sets are put into the model to gen-
erate outcomes. Based on these outcomes an analysis can be performed to check what the relevant
parameters are.

The above described agent-based modelling methodology, can serve as guideline to develop an agent-based
model of a STS.

4.3. Situational Awareness
On a daily basis numerous decisions have to be made in an AOCC. A decision can either solve major disrup-
tions, or optimise the usage of resources. To be able to gain an understanding of how decisions are made, first
the understanding of when decisions are made should be clear. Therefore some theoretical knowledge about
situational awareness is needed, which is provided in this section.

In literature a definition of situational awareness in the context of an AOCC is not readily defined. However,
Bruce [16] and Bouarfa et al. [13] adopt the definition of Endsley et al. [37]: ’the perception of the elements in
the environment within a volume of time and space, the comprehension of their meaning and the projection
of their status in the near future’.

The controllers in an AOCC use their situational awareness as a foundation for the decisions that are be-
ing made. In this context situational awareness can be compared to the availability of information. For a
thorough decision, a controller needs just the right amount of information. Having excess information can
over-complicate the decision making and a scarcity of information hinders proper decision making. For each
disruption the situational awareness to come to a disruption solving solution is different. For example in the
case of an aircraft going AOG, the information about the availability of reserve aircraft is critical. However in
the case of an ATC delay at an outstation, the information about the involved crew pairings is more relevant
[16].

Situational awareness is input for the decision making process. It describes the knowledge of the actors about
the environment and the interpretation of this knowledge. Endsley et al. [37] describe situational awareness
on 3 levels:

1. Perception of the elements in the environment.
2. Comprehension of the current situation.
3. Projection of the future status.

Perception of the elements in the environment The first level is about the controllers gaining knowledge
about the status, attributes and dynamics of the elements that are relevant in their environment. In an AOCC
context this includes among others, aircraft availability, crew availability and weather information.

Comprehension of the current situation The level two in situational awareness makes the connection and
relates between the elements that are perceived at the first level. The controllers determine whether the ele-
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ments that are observed differ from the nominal levels. In addition certain combinations of the elements can
tell something about the environment. This makes also that situational awareness is dependent on experi-
ence levels of controllers.

Projection of future status The last level of situational awareness extrapolates the elements and status of
the environment to predictions in the near future. An example of this is projection of consequences by an
AOCC controller of a delay of a flight on other flights.

These levels in situational awareness play a big role in the decision making. It determines the perception that
the decision-maker has about the problem. In theory, three different solutions to the same disruption are
expected when considering the disruption for all three described levels of situational awareness. Especially
in the environment of an AOCC this is an important model construct to include when making a model.

At KLM CityHopper the situational awareness of the operations controllers is mainly dependent on the infor-
mation that is gathered through the use of the operational control systems, which are discussed in Subsec-
tion 2.3.2. These systems provide a real time status of the airline’s operational environment. The operation
control systems that are used provide minor alerting functionality, with as result that the situational aware-
ness is dependent on the scanning for abnormal parameters in the system by the operations controllers.
Hence, the context of a disruption is dependent on the interpretation and situational awareness of the oper-
ations controllers at duty.
The third level of situational awareness, the projection of future status, is subject to the interpretation of the
controllers. There are some minor functionalities in the operational control systems that can show a predic-
tion of the future state based on the current state. An example of this is the delay propagation function in
Netline Ops. If the first flight in a sequence of flights is delayed, the system will automatically propagate the
successive flights such that the minimum turn around times are ensured between the flights. However, this is
only an indication and does not give an accurate projection. Therefore the experience of the controllers plays
a big role in the projection of the future state of the system.
The controllers can use the decision support tools to consult the solution that these systems propose for a
disruption. This allows the controllers to gain an insight into the possible future state of the system. How-
ever, the tools only proposes a single solution. If the ideas of the controllers are not in line with the tool
the proposed solution cannot be used to check for the possible future state regarding the decisions that the
controller would make. Hereby, the decision support tools become useless to the controllers.

In the next section human decision making is discussed, in which situation awareness determines the context
in which the decisions have to be made.

4.4. Decision making in an Airline Operations Control Center
In order to be able to model an AOCC as a STS one should be aware of the decision making styles that are used
by the humans controlling the operations. In the dynamic environment of an AOCC, usually decisions have
to be taken on a very short notice with incomplete information to minimize the impact of a certain situation
or disruption. The decisions are critical for the performance of the airline and involve monetary concerns.
Hence, it is important to understand the rationale behind decisions and explore the decision making struc-
tures that can be used.

Since the AOCC is characterized by its dynamic environment, the decision making style is dependent on the
state of the environment. Feigh and Pritchett [39] argue that the decision making style that is used by the
controllers in an AOC is dependent on the context in which the decision have to be made. For example, when
only a few small disruptions occur the controllers may discuss several alternatives to solve the disruption and
minimise flight delays. Hence, they will make a thorough decision. However when major disruptions occur,
which require quick decisions, the controllers do not have the time to discuss alternative solutions and the
decisions will be based on previous experiences, gut feeling and the context of the situation.
To capture the influence of the context on human decision making, Hollnagel [43] developed four contextual
control modes:

• Scrambled Control → the choice of the next decision is completely random or unpredictable.
• Opportunistic Control → the next decision is purely based on the current context.
• Tactical Control → the next decision is made based on the current context and the extrapolation of that

context to the near future.
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• Strategic Control→decision are made based on a wider horizon than the current context and the higher
level goals are kept in mind.

A human transfers between these control modes based on time limits and information availability in the en-
vironment. The characteristics for each of the control modes are elaborately described in Table 4.1.

Strategic Tactical Opportunistic Scrambled
Number of goals Several Several (limited) One or two One
Subjectively available time Adequate Adequate Just adequate Inadequate
Selection of next action Prediction based Procedural Association based Random
Evaluation of events Elaborate Normal details Concrete Rudimentary
Event Horizon Extended Normal Narrow None
Plans Available Pre-defined/generated Available and used Negligible or limited None
Execution mode Subsumed and feedback Feedback Feedback Subsumed

Table 4.1: Characteristics of Control Modes [43]

These control modes allow us to understand decisions that are made under a specific context, however these
do not describe the decision making styles that are used. To bridge the gap between the above control modes
and the decision making styles in an AOCC the work of Bruce [16] is analysed.
A big chunk of research on the topic of decision making in an AOCC has been done by Bruce, hence the
majority of information discussed in the upcoming text is based on this work. In his book, Bruce explores 3
decision making styles that are of interest and applicable to the decision making in an AOCC:

• Rational decision making
• Intuitive decision making

• Naturalistic decision making

Rational decision making Rational decision making is referred to as a logical, step-by-step and systematic
approach to decision making. It allows the human to follow a certain set of steps to make a decision, without
having prior knowledge of the problem. This decision making style is commonly used in situations in which
multiple alternative solutions are considered and a weighted trade off has to be made by the human. This
makes that it is suited the best for situation in which there is plenty of time to make a decision.
The limitation of this decision making style is the step-by-step approach, which creates a logical order in
which a decision has to be made but does not guarantee good outcomes.

Intuitive decision making The intuitive decision making style describes the intuition of a human to make
the right decision at the right time, in situations with and without complete information. Humans that make
decisions in this style rely on their experience and gut feeling and are able to react quick to complex and con-
fusing situations in which there is no time for the application of an analytical approach to solve the problem.

Naturalistic decision making This decision making style describes the way that humans use their expe-
rience to make natural decisions in natural environments. A natural environment is a setting in which time
pressure and equivocal information are present. The aim of naturalistic decision making is to obtain deci-
sions with an increased quality by gaining a better understanding of the decision making processes that take
place in natural environments. It is developed to bridge the gap between the rational decision making style
and the decision making style that is commonly used by humans. Hence a more appropriate representation
of the experience of the decision-maker, the complexity of tasks and the demands of the environment is the
goal.

The discussed decision making styles can be related to the control modes as defined in Table 4.1. Here the
strategic control mode relates closest to the naturalistic decision making style, the tactical control mode re-
lates closest to the rational decision making technique and the opportunistic and scrambled control modes
relate the closest to the intuitive decision making style. Depending on the level of situational awareness that
a system has about a certain event, the decision making style that suits best to this level can be used by the
system.
In a model the levels of situational awareness can be regarded to as different scenarios, or application of Poli-
cies. Bouarfa et al. [13] applied four different policies to a case on an agent-based model of an AOC, which
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is discussed in detail in Chapter 5. In their study, Bouarfa et al. apply four decision making policies, to one
disruption. In which the policies are based on a certain level of situational awareness that is available in each
case. Hence, the levels of situational awareness can help to simulate environments with different levels of
information.

In addition to the decision making styles, also different decision making structures can be identified. These
structures indicate what the order of authority is between the decision making entities. Decisions can be
made in either a centralised, decentralised, or distributed manner.

Centralised decision making In the centralised decision making structure all actors provide their input to
a problem to the entity with the most authority. The entity with the biggest amount of authority will then
make a decision based on the gathered input from the actors with less authority.
The main benefits of this type of decision making structure is that it is easier to implement policies and easier
to control the organisation. The drawbacks of this system are, that the actor which makes the decisions is not
locally involved so he is fully dependent on the information that is provided by the others.

Decentralised decision making In this type of decision making structure the decisions are made more
locally. There are less layers of authority. The advantage of this is that decision are made based on the local
environment and therefore there is an increased local problem comprehension. However, the result of this is
that all the entities will make locally optimal decision which endangers the global optimum decision.

Distributed decision making In distributed decision making, there are different levels of authority defined.
At the highest level is a supervisor. The entities on the lower levels can make local decisions, however they
are communicated to the supervisor. The supervisor is the one who has a view of the total problem under
consideration and can delegate the lower levels to adjust their local decisions to increase the value of that
local decision to the total problem.

In KLM CityHopper’s operational control center decisions are made in a distributed structure. The duty man-
ager acts in this case as a supervisor or coordinator and the operations controllers from the fleet, crew and
passenger domains will report to the duty manager about how they would locally solve the problems in their
dimensions. This way the duty manager is able to steer the airline’s operation to a global decision that aims
at the improvement of the state of the OCC environment.





5
Agent-Based Modelling of an Airline

Operations Control Center

In this chapter a literature review is conducted on the concepts for agent-based modelling of airline oper-
ations control centers. There are two prominent agent-based models present in literature that model dis-
ruption management in an AOCC. These models are discussed and compared to each other in Section 5.1.
From these models a list of agent-based coordination techniques evolves, which will be elaborated upon in
Section 5.2. Thereafter the most common problem solving algorithms as used in both agent-based and linear
programming models for disruption management and the ones familiar to KLM CityHopper from previous
research are discussed in Section 5.3. Several agent learning techniques, which can increase the resilient ca-
pacity of agent-based models will be discussed in Section 5.4 and lastly agent-based languages and software
will be discussed in Section 5.5.

5.1. Agent-Based Airline Operations Control Models
In this section, an in-depth analysis is performed on two AOC models that have been developed by the use
of agent-based modelling approaches. In Subsection 5.1.1, an agent-based AOC model created based on the
joint-activity framework by Bouarfa et al. [15] is discussed, in Subsection 5.1.2 a new concept to disruption
management by Castro and Oliveira [19] is presented. To complete this section, in Subsection 5.1.3 a com-
parison between the two presented models is conducted.

5.1.1. Joint-Activity Framework AOC Model
Bouarfa et al. [15] developed an agent-based coordination model of an AOC. They demonstrate the applica-
tion of a multi-agent coordination framework, the joint-activity model, to the case of an aircraft going AOG
at an outstation. The AOCC used in this framework is modelled as a STS with the following agents:

• Airline Operations Supervi-
sor

• Aircraft Controller
• Crew Controller

• Maintenance Services
• Airport Engineer
• Station Supervisor
• Aircraft Movement System

• Crew Tracking System
• Flight Crew

These agents are incorporated into the joint-activity model from Klein et al. [49] which requires three phases
for effective coordination:

1. Criteria for joint-activity
2. Requirements for joint-activity
3. Choreography of joint-activity

Criteria for joint-activity This phase is about the intent of the agents to work together and the willingness
to carry out their coordination responsibilities. Next to the intent, interdependence is part of this phase. In-
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terdependence describes the way in which a decision from one agent is of influence to the decisions of the
other agents.
Requirements for joint-activity This phase incorporates the values of inter-predictability, common ground
and directability. Inter-predictability is the ability of agents to predict the actions of other agents with a rea-
sonable accuracy. Common ground is about the agents’ mutual knowledge, like roles, skills, assumptions and
intentions. When the conditions or priorities in the model change, agents can try to deliberately modify/in-
fluence the actions of the other agents, which is referred to as the directability property.

Figure 5.1: Joint-activity model

Choreography for joint-activity The phase that
enables the model to identify different phases of
the activity and models how the agents signal to
each other about the transition between the dif-
ferent phases is the choreography of joint-activity
phase. Signalling can either be a signal of starting/-
completing a task, or a signal of having difficulties
and needing help. The signalling is done over co-
ordination devices, which define the way in which
the signalling can be performed. For example, the
signalling convention used. In addition, the chore-
ography of joint-activity also includes the coordina-
tion costs. This is defined as the willingness and
ability of an agent to do additional work and help
other agents to achieve their goal with less effort.

A schematical view of the joint-activity model and
the inherent phases, is presented in Figure 5.1

Bouarfa et al. [13] compared the performance of four disruption management policies applied to an AOG
case. In this paper the airline operations control policy P4 that implemented the joint-activity model resulted
in the best solution. The AOC policies that were compared here are:

• P1 → Elementary level of performance → operations controllers identify various basic level of consid-
erations.

• P2 → Core level of performance → operation controllers have a greater comprehension of the disrup-
tions.

• P3 → Advanced level of performance → operation controllers are thinking beyond the disruption and
find creative ways to solve the disruption.

• P4 → Based on the joint-activity model and the coordination between agents.

These policies can be regarded to as different scenarios in which the agents have different levels of situational
awareness. From the P1-policy to the P4-policy agents have increasing levels of situational awareness and
thus a better comprehension about the problem and more information available.

In the P4 policy, based on the joint-activity model, the following approaches to coordination were used:

• Master/Slave technique
• Contract Net Protocol
• Multi-agent Planning
• Routines and Protocols

• Mutual adjustment
• Supervision
• Team meetings
• Team Situation Awareness

In [14], Bouarfa et al. expand on the AOC policy P4. The P4 policy is based on the Single Text Mediated
Protocol. In this type of protocol there is an unbiased mediator agent searching for an agreement between
the agents, without knowing the agents’ individual preferences [51]. Applying this protocol to the disruption
management context in an AOC, it can be said that the specialised agents propose potential solutions to an
supervisor. The supervisor agent then tries to come to a consensus between all specialised agents, which
should result in the best overall solution. The Single Text Mediated Protocol consists of a pre-negotiation
phase and a negotiation phase.

Pre-negotiation phase In this phase the supervisor agent asks the specialised agents to generate the pro-
posed solutions according to their dimension (crew, aircraft, passengers) of the problem. The specialist



5.1. Agent-Based Airline Operations Control Models 69

agents will then provide their proposals within a set deadline. If one of the specialised agents is unable to
propose a solution then the problem is deemed unsolvable.
Negotiation phase In this phase the supervisor agent evaluates the proposals as given by the specialised
agents and selects one of these proposals according to the bidding strategy. Hereafter, the supervisor an-
nounces the choice to the specialised agents which can then vote for or against the choice of solution. When
all agents agree on the solution, then the negotiation is over. If the agents disagree, then the supervisor will
reconsider the proposals and will update his solution choice.

From these negotiation phases it becomes clear that the interactions of the agents in the model is based on
a supervisory structure which divides the agents into supervisors and specialist. It is stated that a problem
cannot be solved when one of the specialist agents cannot come up with a solution to a problem in their
dimension. In real operational control centers there is and should always be a solution to every problem. A
(very rigorous) solution can even be to cancel all remaining flights of the day. In a real-life airline operational
control environment a problem is never unsolvable, but a problem can become unsolvable due to a lack
of situational awareness or a solution space that has been left untouched such that the agents do not have
knowledge or creativity in their proposals.

The model discussed in this section is regarded to as a socio-technical model, since it includes both opera-
tions controllers (social entities) and operational control systems (technical entities). However, there are no
decision support tools or algorithms, included that can propose solutions themselves. Also, the coordination
techniques employed are all based on social interactions and therefore do not accommodate for decision
support tools or algorithms.

5.1.2. A New Concept to Disruption Management
Next to the joint-activity model as discussed in the previous section. there is also an agent-based AOC model,
’a new concept to disruption management’, described by Castro and Oliveira [19]. They developed an agent-
based model which also employs a supervisory structure with manager agents and specialised agents. In this
agent-based model they modelled an AOCC including the following agents:

• A/C Manager
• Crew Manager
• Pax Manager
• Monitor

• Tracking
• Data Visualization
• Supervisor
• Applier

• Event Information
• Learner

This model is designed as decision support system to be used by the human airline controller and does so
by automating the key functions in the OCC using multi-agent negotiation techniques. Each specialist agent
has its own utility function which can be for example to minimize delays or to minimize flight cost.
In case of a disruption the monitoring agents sends the observed problem to the supervisor agent. Which in
his turn asks the manager agents from the three domains to propose solutions to this problem. The manager
agent requests the specialist (aircraft, crew, pax) agents to come up with a solution to the problem as indicated
by the monitoring agent. The manager agent then will use an utility function to determine which solution as
proposed by a specialist agent, will be taken to the managers negotiation level. At the managers level the local
best solution are negotiated into a final proposal, which will be send to the supervisor agent. The supervisor
proposes the solution to a human operator, that can either accept or reject the proposed solution. In case the
human operator rejects a solution, the whole process starts over again and with the knowledge of the rejected
solution a new solution will be proposed. The structure of this process is shown in Figure 5.2.

The software negotiation techniques used in this model are:

• Fipa-request
• Fipa-query

• Fipa-Contract.net
• GQ-negotiation

In the model use is made of two levels of negotiation, the manager agents level and the team level. At the man-
ager agents level, the negotiation is focused at obtaining a solution that incorporates the impact on aircraft,
crew and passengers. To do so, the GQ-negotiation protocol is executed.
At the team level the Fipa protocols are used to negotiate about the solution that the manager of the team will
take to the manager’s GQ-negotiation.
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Figure 5.2: Interaction between manager agents [5].

Castro and Oliveira [19] test their model on 3 cases where there is a no show with respect to crew. They
differentiate the results obtained between three different methods; the human method, the agent-no-quality
method and the agent-quality method.

Human method In this method an experienced AOC controller solves the problem by using all the tools
readily available in the AOC. This can be said to be the calibration test, since the solution that the AOC con-
troller proposes would also be proposed in real problems.
Agent-no-quality method In this method the model generates a solution, without considering the quality
cost model behind it. Therefore, this is the method in which the output form the basic model is generated
and is later on compared to the outcome of the model with the quality costs behind it.
Quality cost method In this method the quality costs are included in the model, this is an addition to the
regular operational costs, based on passenger profile. This cost is introduced to try and simulate the expe-
rience and rule-of-thumb usage from experienced AOC controllers. The quality cost-model is able to make
choices about delaying flights based on the passenger profiles that are on these flights [20].
In the end the quality-cost model showed the best results for the case considered. Therefore Castro and
Oliveira state that it is showed that the proposed MAS is able to generate solutions that have shorter flight
delays and contributes to an overall increased passenger satisfaction.

The quality-cost model is implemented to be able to develop rationale behind the software agents to repre-
sent experienced human operation controllers. In principal no human agents are modelled. The only human
input that is given to the model is the approval or denial of a solution that was proposed by the supervisor
agent. It can be doubted whether trying to model human behavior is more efficient than including social
agents in the system.
This could also be the reason that a learner agent has been included in the model. This learner agent learns
from the interaction with the human supervisor and therefore learns from the input that the human provides.
In the end this could result in a model that is able to behave more human-like in the decision making process.

5.1.3. Comparison & Research gap
When one compares the the model from Bouarfa et al. [14] and the model from Castro and Oliveira [19] as
discussed in this section, three major differences can be identified:

1. The negotiation techniques used.
2. The use of problem solving algorithms.
3. The presence of a learner agent.

The first noticeable difference between the models are the number and types of negotiation techniques that
are used between the agents. This can be explained by the implementation of the joint-activity model by
Bouarfa et al.[13] and the more distributed, cooperative and scalable approach as adopted by Castro and
Oliveira[19]. Furthermore Castro and Oliveira make use of software agents, which is an explanation for the
use of the FIPA protocols.
Bouarfa et al, model human agents. To be able to model the interactions between the human agents, which
in general can be considered to be more complicated to model than interactions between technical systems,
multiple coordination techniques have to be implemented. the coordination techniques used by Bouarfa et
al, are more representative for a STS.
A further elaborate investigation into the coordination techniques used is conducted in Section 5.2.



5.2. Agent-Based Coordination Techniques 71

The second difference is in the use of problem solving algorithms as agents. Castro and Oliveira [19] use
problem solving algorithms to represent the specialised agents and only requires human approval or denial
as input on the final solution that is proposed. In contrary to the model from Bouarfa et al. [13], in which the
solutions from specialised agents are generated by the human specialists behind them. Castro and Oliveira
state that humans in a model should not be controllers but managers instead and therefore they have the
opinion that repetitive or frequent tasks are better executed by software agents and tasks with higher uncer-
tainty are better performed by humans.

The last major difference is the use of a learner agent. This agent enables the model to learn from past ex-
periences by employing reinforcement learning techniques. The learning agent learns from the acceptance
and denial of solutions as proposed by the supervisor agent to the human operator. The presence of a learner
agent is beneficial for the resilience of the model and the behavior of the model. Learning enables the model
to generate and propose better solutions to the same problem each time it occurs.

From the comparison and the review of the models as discussed in the previous subsections, it can be con-
cluded that the two analysed models are built with a different scope. One is more focused on the modelling
of interactions between social agents and simulates a disruption case and the other is more focused on the
interaction between technical systems and aims at being a decision support tool to be used by operations
controllers. The research gap that can be identified here is that the combination of technical problem solv-
ing entities and social agents that both can input solutions to a disruption into the model, have not been
researched yet.

5.2. Agent-Based Coordination Techniques
In this section the agent-based coordination techniques that evolve from the AOC models as discussed in the
previous section, are elaborated upon in Subsection 5.2.1 through Subsection 5.2.12.

5.2.1. Master/Slave Technique
The master/slave technique is a type of coordination that is typically used in task and resource allocation
problems [61]. In this technique the master agent, plans and distributes sub tasks to the slave agents. The
slave agents will report the results back to the master agent when the allocated task has been finished. The
slave agents are able to communicate amongst each other.

5.2.2. Contract Net Protocol
In the Contract Net Protocol (CNP) coordination technique, there are manager and contractor agents. These
roles are not pre-defined and will evolve over time. If an agent is assigned a certain task, but is not able to
accomplish the goal of this task by itself, the agent will divide the task into sub-tasks. From that moment on,
the agent is referred to as a manager agent and will announce the sub-tasks to the rest of the agents in the
network. These are then called the potential contractor agents. The potential contractor agents will evaluate
the announced sub-task with respect to their own capabilities. Thereafter each of the potential contractor
agents will respond to the manager agent with a bid, which reflects their capability to do the task. Lastly, the
manager agent will give the task to the agent whose bid is evaluated to be the most suitable to execute it. The
manager and contractor agent will continue to exchange information during the execution of the task.

5.2.3. Multi-agent Planning
In multi-agent planning the agents in the model coordinate about the use of resources and execution of ac-
tivities. To arrive at a plan, which is an ordered sequence of actions that results in the achievement of the set
of goals, the following phases can be identified[32]:

1. Allocate goals to agents.
2. Refine goals into subtasks.
3. Schedule subtasks by adding resource allocation and timing constraints.
4. Communicate planning choices to recognize and resolve conflicts.
5. Execute the plans.

Depending on the nature of the model for each phase different techniques can be used. When the multi-
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agent planning approach is used, multiple model types can be defined along three axes [32].
The first axis, defining the relation between individual agents, goes from independent to strongly related. In-
dependent agents do not share resources and do not depend on each other. In contrary to strongly related
agents, which are using shared resources and coordinate joint actions.
The second axis goes from cooperative to self-interested agents. Cooperative agents, work together to achieve
their goals. Self-interested agents are only interested in maximising/optimising their own utility, no matter
what the cost or impact is on other agents.
Lastly, there is the axis which goes from no communication possible to reliable communication. When agents
are not able to communicate during the task execution, they have to plan all their actions beforehand. How-
ever, when agent have reliable communication they can keep updating the plan during the task execution.

5.2.4. Routines and Protocols
Routines and protocols define rules that constrain the actions of agents in the model. Protocols are a set of
pre-defined actions to be applied in a certain situation. Routines capture the lessons-learned from experi-
ences in the past, which enables agents to reproduce a set of actions that have proven to be worked before in
a similar situation [40].
An assumption that is made in this type of coordination, is that the set of rules is internally consistent. This
assumption requires that the situation which the agents can encounter to be stable, repetitive and few enough
to be able to match the rules with the situation [13].

5.2.5. Mutual Adjustment
In the mutual adjustment coordination technique, agents are able to transmit new information during the
execution of actions. This is useful in situations which are variable and unpredictable. Mutual adjustment is
also referred to as ’coordination by feedback’ [13].

5.2.6. Supervision
By Gittel [40], supervisors are referred to as boundary spanners. These are individual agents that have as
primary task to integrate the work done by others. Supervisors can increase the performance of interdepen-
dent work processes by facilitating the interaction among employees. An example, of a supervisor agent is a
project manager.

5.2.7. Team Meetings
Coordination in team meetings, enables the participants in a team to communicate their tasks directly with
each other. According to organization design theory, team meetings are beneficial for the performance of
interdependent work processes and are increasingly effective under conditions of high uncertainty [40].

5.2.8. Team Situation Awareness
According to Kaber and Endsley [46] situation awareness can be defined as ’the perception of elements in the
environment, the comprehension of their meaning in terms of task goals and the projection of their status
in the near future’. This definition is in the perception of an individual agent, which has been previously dis-
cussed in Section 4.3.
Team situation awareness is the sum of situation awareness of individual agents, independent of any over-
lap. For example, if two agents need to have knowledge of specific information and one of them has perfect
knowledge and the other has no knowledge then the team situational awareness has a deficit. Therefore, a
weak link in team situational awareness evolves when an agent needs certain information but is unable to
acquire it.
Situation awareness does not only exist between individual agents in a team, but can also exist between mul-
tiple teams. However the goals of multiple teams are mostly less interdependent than the goals of the indi-
vidual agents operating in a single team [46].

5.2.9. Fipa-request
In the fipa-request protocol one agent can request another agent to perform some action. The participant
agent that is requested to perform an action, can either accept or refuse the request. When the participant
agent accepts the request, then the agent will communicate the status of the action when the action is done.
The action status can be one of the following [25]:



5.2. Agent-Based Coordination Techniques 73

• Failure → participant agent failed to fulfill the request.
• Inform-done → the participant agent informs the other agent that the request has been fulfilled.
• Inform-result → the participant agent informs the other agent that the request has been fulfilled and

includes the result in the message.

5.2.10. Fipa-query
The fipa-query protocol enables an agent to request to perform an action on another agent. The initiator
agent can send either a query-if or a query-ref request. A query-if is used when the initiator agent wants
to know whether a certain proposition is true or false. A query-ref is used when the initiator agent wants
to query for a specific object. The participant agent can either accept or refuse the query request. Upon
successful completion of the query the participant agent either sends the truth or falsehood of a proposition
or sends the expression to the objects for which the query was specified [24].

5.2.11. Fipa-Contract.net
In the fipa-contract.net protocol, the initiator agent sends out a call for proposals which specifies the task
including conditions under which this task has to be executed. The participant agents respond to this call for
proposals with a refuse or a proposal. This response should be prior to the deadline as set by the initiator. If
the response is after the deadline, it is automatically rejected. The initiator agent then evaluates all proposals
made and selects the agent(s) which have the best ability to execute the task under the specified conditions
[23].
Similar to fipa-request (Subsection 5.2.9), the participant agents communicate about the state of the actions
by either a failure, inform-done, or inform-result .

5.2.12. GQ-Negotiation
The Generic Q-Negotiation protocol is introduced by Castro et al. [4]. In GQN the agents can assume either
the role of Organizer or Respondent. The organizer agent has the responsibility of defining the problem and
subdividing it into sub-problems. Thereafter this agent will initiate the negotiations with other agents to solve
the sub-problems.
The respondent agents have the expertise to take on one or more of the sub-problems and if needed can
negotiate with other respondent agents, this is called the inter-respondent agent negotiation. In the end the
respondent agent will be able to present the organizer agent a solution to the whole sub-problem.
An overview of the GQN structure by Castro et al. [4] is given in Figure 5.3.

Figure 5.3: GQN structure [4].
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5.3. Problem Solving Algorithms
Due the modular nature of agent-based modelling, specialist agents with different goals can be added to the
model to increase accuracy or better simulate the environment for which the model is created. Therefore,
this section will discuss the algorithms that Castro et al. [4] use for specialised agents. Furthermore, the algo-
rithms that were used in solving the aircraft recovery problem in a disruption management tool as developed
by KLM Cityhopper are described [6].

In the MAS by Castro et al.[4] as previously discussed in Section 5.1, the specialised agents that are present
in the model employ three different problem solving algorithms; Hill Climbing, Simulated Annealing and
the Dijkstra Shortest-Path algorithm. The Hill Climbing and Simulated Annealing algorithms were used for
aircraft and crew recovery problems. The Dijkstra Shortest-Path algorithm was used for solving the passenger
problem dimension, since this algorithm is suitable for a shortest path problem.

Hill Climbing The hill climbing algorithm starts by generating an arbitrary solution to a problem. There-
after an iterative cyclus is started in which continuously small single changes are made to the previous solu-
tion. If the new solution then is better than the previous one, the next adjustment is done to this solution.
This cyclus continues until no further improvements can be found. This algorithm is use full for finding a lo-
cal optimum, however it cannot be guaranteed that the best possible solution is found out of all the possible
solutions.

Simulated Annealing This is a probabilistic method which can find the global minimum of a cost function
where there might be several local minima. The algorithm works by emulating the physical process of slow
cooling of a solid, such that eventually the solid is frozen or arrives in it’s minimum energy configuration [34].
Each step of this algorithm replaces the current proposed solution, with a randomly generated nearby solu-
tion. This nearby solution is selected with a probability that is dependent on the values of the solution and
the temperature T, which is gradually decreased in the process. If the T is large, the current solution changes
almost randomly but is able to gradually improve if T becomes smaller[4].
An advantage of the simulated annealing algorithm is that it is able to do both uphill (worse) and downhill
(good) moves, which prevents the algorithm from getting stuck at local optima.

Dijsktra’s Shortest Path Algorithm This algorithm is able to find the shortest path given a starting node and
a destination node. The shortest path, is the path with the lowest associated costs. When applying this to the
passenger dimension of an airline, the nodes can be seen as airports. The starting node is the current location
of the passenger and the destination node is the destination airport of the passenger. Dijkstra’s algorithm can
then find the path with the lowest cost for the passenger to get from the origin to the destination.

In the previous development of a disruption management tool at KLM CityHopper (the Wizard of Ops), a
tabu-search algorithm was used in conjunction with a Fisher-Yates shuffle and recursive nested tree build
algorithm [6]. The combination of these algorithms was employed to solve the aircraft recovery problem.

Tabu-Search The tabu-search algorithm can be compared to a local search algorithm, which starts with
an initial solution and stops when no improvements can be made to that solution anymore. However, in
the tabu-search algorithm a tabu-list is introduced. The tabu-list allows the algorithm to temporarily accept
worse solutions than the current solution, which helps the algorithm to escape local optima. A set of rules
describes whether a solution is allowed and prevents repeated visits to the same solution.
In a tabu-search the size of the tabu-list and the tabu aspiration criterion determine whether the algorithm
is going to be successful at finding solutions. The aspiration criterion defines the quality of the solutions that
are allowed in the tabu-list [36].

Fisher-Yates Shuffle It is known to be an unbiased algorithm that can shuffle items with an equally likely
probability. The Fisher-Yates Shuffle is employed by Aslan [6] to shuffle aircraft pairs and be able to obtain
more solutions. These aircraft pairs are used to assign sequences of flights to by the tabu-search.

Recursive Nested Tree Build Algorithm This algorithm is used by Aslan [6], to build aircraft routings which
are constrained by minimum turnaround times and origin-departure matches. These routings are funda-
mental for the solutions as considered by the tabu-search algorithm, as they are input for the Fisher-Yates
shuffle.

Sentry, the decision support tool that is available for the operations controllers to consult for generating so-
lutions to disruptions in KLM CityHopper’s operational control center, is developed as a mixed-integer pro-
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gramming solver that uses Gurobi as optimizer. In Gurobi two types of algorithms can be used; the barrier
algorithm and the simplex method.

Barrier Algorithm Barrier methods are often referred to as Interior Point Methods. This algorithm is de-
signed to solve a constrained problem, by solving a sequence of specially constructed unconstrained prob-
lems [57]. The algorithm start with an initial solution point within the feasible region. Every other point that
is closer to the edge of the feasible region is penalised heavily. A typical barrier problem can be solved with
Newton’s method and therefore converges quickly when the initialization point is close to the solution point.

Simplex Method The simplex method can be used to solve linear programming problems. It does so by
rewriting all constraints to equality constraints and putting them in a matrix. This matrix is then pivoted on
the elements until no increment to the optimal solution can be made anymore. It requires a lot of numerical
calculations to come to a solution and therefore can be time intensive to converge to an optimum [66].

5.4. Learning in Agent-Based Modelling
Learning capabilities of a socio-technical model of an AOCC are of big interest in the view of resilient perfor-
mance. For a system to be able to exhibit resilient performance, being able to learn from previous scenarios
is a key characteristic. In this section, learning agent techniques that have been previously used in literature
in the context of the dynamic environment of an AOCC are elaborated upon.

Castro et al. [4] used reinforcement learning on the learning agent as discussed in Section 5.1. In this model
the learning agent learns from the input of the human supervisor, which can either choose to accept or reject
a solution. More specifically, they opt to use two types of Temporal Difference Methods; Q-learning and
SARSA. These learning techniques are found to be suitable within the rapidly changing environment in an
AOCC.

Reinforcement Learning According to Busoniu et al. [18] a reinforcement learning agent learns by trial-
and-error interaction with its environment. A learning agent is able to perceive the state of the environment
before and after the state is changed due to actions of other agents that are present in the environment. Based
on the change in the environment the learning agent receives a scalar reward signal that enables the agent to
evaluate the quality of the change.

Temporal Difference Methods Temporal Difference Methods are a subclass within reinforcement learn-
ing. In this method learning occurs based on the difference between successive predictions [75]. A classical
example is the weather forecast. If a daily prediction of the amount of rain is made for the weather on next
Sunday and the forecast on Thursday says there is a 5% chance of rain on Sunday and the forecast on Friday
says there is a 15% chance of rain on Sunday. Then the Temporal Difference Method will increase the forecast
on days similar to Thursdays.
Sutton [75] identified two advantages of the Temporal Difference Method over conventional prediction learn-
ing techniques:

• The Temporal Difference Method is more incremental and easier to compute.
• The Temporal Difference Method makes more efficient use of their experience; faster convergence and

better predictions.

When one is looking for literature in which learning is applied to a system in which the learning goal was
to improve future decision making based on results obtained in the past, case-based reasoning is of inter-
est. This technique is used in agent based systems that have a decision support role [84] [72], are aimed at
improving quality of a process [64], or negotiation is modelled [38] [55].

Case Based Reasoning Corchado and Laza [26] define case based reasoning in the agent based modelling
context. Case based reasoning can be used in a model to solve new problems based on the adaptation of old
solutions that were previously implemented on problems of a similar nature.
A case based reasoning system employs a sequantial cyclus of four steps; retrieve, reuse, revise and retain.
In the retrieve phase, the problems that are in the base of previous cases (case base) and are in some way
similar to the current problem are retrieved. Thereafter in the reuse and revise stage, the retrieved cases
from the case base are adapted to generate a possible solution to the current problem. In the last phase, the
generated new solution is reviewed and if deemed to be appropriate stored in the case base.
Due to the retain phase, the system is continuously evolving it’s case base and therefore continuously adapts
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to the environment.

In literature, case based reasoning has not been applied to the context of an AOCC yet. However an AOCC is
a perfect example of an environment in which cases, or in the context of an AOCC; disruptions, are handled
with knowledge of previous experiences. These previous experiences can be bundled into a case base, to
which the above four phases can be applied. Hence, this would make an AOCC suitable for the application of
the case based reasoning technique.

5.5. Agent-Based Modelling Formalization Syntax & Simulation Environ-
ments

In this section a high-level analysis is performed on the available formalization syntaxes in the domain of
modelling STS in highly dynamical environments. A formalization syntax in the socio-technical domain
should be able to accommodate for both quantitative and qualitative aspects of a model. In addition, a state
transition of an agent in a STS can either be discrete in time, or based on real-valued state variables that can
change continuously over-time, which should also be captured in the formalization syntax [10]. Based on
these requirements, a short literature review is conducted on multiple models of STS and specifically the use
of formalization syntaxes in these models.

In the model from Bouarfa et al. [13] (Section 5.1) the Temporal Trace Language (TTL) is used as a communi-
cation prescript that describes the interaction amongst agents. The interaction rules are then implemented
into the LEADSTO simulation environment. In the same context Castro and Oliveira [4] used the Java Agent
DEvelopment (JADE) framework in combination with the java programming language. JADE is used, both to
develop the agents and to use as runtime environment.
To extend the formalization options for the socio-technical context, formalization syntaxes used in the field
of modelling social practices are studied. Social practice theory addresses habits, social intelligence and in-
terconnected behaviour between people [59]. All these aspects are used to increase the understanding and
enable social phenomena to be captured in a model, which is relevant in the modelling of a STS. In this field
of study the use of the multi-agent programming language 2APL [33] suggested in order to model social prac-
tices.
In a study on the anticipation in the context of airport security operations, the Timed Transition Systems
(TTS) syntax was proposed [10]. Furthermore, a recent literature review by Larsen [54] on the modelling of
social agents in an agent-based model, using Agent-Oriented Programming (AOP), showed that the Agent-0,
3APL, JASON and JACK syntaxes are of interest in this field. Due to their relevance to STS these systems will
be described further in this section.

Temporal Trace Language TTL is designed for the formal specification and analysis of the dynamic prop-
erties of a system. On the contrary to other modelling languages, TTL is able to capture both quantitative and
qualitative aspects of a system [12]. A method which combines these aspects, is also referred to as a hybrid
method. Such a hybrid method subsumes formalization approaches based on the simulation of differen-
tial equations and discrete qualitative modelling approaches. Hybrid methods are known for their ability to
analyse the relations between local and global properties of a system’s model [70].

LEADSTO LEADSTO, a Language and Environment for Analysis of Dynamics by SimulaTiOn, can be used as
a simulation tool to implement the interaction rules as defined in the TTL communication pre-script. LEAD-
STO has been developed to enable modelling and simulation of multi-agent systems in dynamic environ-
ments, with both quantitative and qualitative aspects. In LEADSTO direct temporal dependencies between
state properties in successive states can be modelled [52]. The simulation environment of LEADSTO is used
to perform simulations of models that are specified by the LEADSTO language and is able to generate and
visualise the simulation traces. These traces are ordered sequences of states, that allow to perform analysis
on a process.

JADE The Java Agent DEvelopment (JADE) framework is an agent based modelling framework that en-
ables one to setup a model of a multi-agent system by using the Java programming language. JADE is used
in multi-agent systems that are based on software agents and is therefore perfectly suitable to be used in sys-
tems that have been set-up in compliance with the FIPA coordination protocols, as described in Section 5.2
[58]. Therefore, JADE is less suitable for the modelling of STS since capturing cognitive behaviour in a pro-
gramming language is nearly impossible.
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2APL 2APL is an agent-oriented programming language that is Belief-Desire-Intention (BDI) based. In
2APL agents can be implemented as an individual or multi-agent concept. In the multi-agent concept, pro-
gramming constructs can be utilised to create individual agents and external environments, name each indi-
vidual agent and specify the relation of an individual agent to an external environment. Individual agents can
be modelled to have relations to multiple environments. Each environment can execute a set of actions to
change it’s current state and is implemented as a Java Object. Therefore an environment does not necessarily
have to be programmed, but can also be retrieved via an interface over this Java Object [28].
In the individual agent concept, agents are implemented with beliefs, goals, actions, plans and events. These
are implemented by using both imperative and declarative programming styles. Declarative programming is
used to implement the mechanisms that allow an agent to reason about and update their mental states. Im-
perative programming is used to implement plans and other mechanisms which allow the agent to interface
with already existing imperative programming languages [28].
2APL has already been applied to model different auction types, negotiation mechanisms, cooperative prob-
lem solving tasks and to control robots [28].

Timed Transition Syntax TTS is a formal hybrid modelling language, which interprets system dynamics as
state transitions. TTS evolved from basic transition system syntax and is different in the way that the notion
of real-time is added to allow for representing the temporal-logic/dynamics of the system that is modelled.
Through the TTS syntax each agent or subsystem can be represented as a timed transition system. To obtain
a view of the overall system, the state of the subsystems can be combined to create the overall state of the sys-
tem. Therefore, it allows to represent a multi-agent system or concurrent processes in a single-agent system
[10].

Agent-0 The Agent-0 syntax only considers the mental categories of belief, commitment (to act, not to
pursue a goal) and capability. The mental categories of desires, goals, intentions and plans are not covered by
this syntax. Therefore Agent-0 is considered to be a simplified syntax to represent social agents [71].

3APL 3APL is a multi-agent modelling language that can be used to implement organization and coordi-
nation in multi-agent systems with cognitive agents. This syntax allows the implementation of sequential or
parallel execution of individual agent tasks. Agents constructed with 3APL can either communicate directly
to one another, or can communicate through a shared environment. When agents are implemented using
the 3APL language, they can observe the environment, reason about their state and execute actions in their
shared environment. These properties make that this syntax is suitable to apply in the modelling of a STS
[29].

JASON JASON is an agent-based modelling syntax that is based on an extension of the AgentSpeak lan-
guage. This syntax also adopt the BDI-agent structure and is therefore based on beliefs, desires, intentions,
goals and plans. JASON allows for a fully customizable multi-agent system in which individual agents can
communicate, perceive the environment, reason and act upon beliefs [11].

JACK JACK is a syntax that allows agents to be written directly by using agent concepts such as beliefs, plans
and goals. In contrast to the previously described syntaxes, JACK has the ability to model teams of agents in
a hierarchical way. An agent-based platform has been built based on JACK, which includes a platform for
executing agents with infrastructure, development tools, a graphical plan editor and debugging views [11].
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Research Proposal

Following the literature review as done in the preceding chapters, in this chapter the foundation for the re-
maining steps of this MSc thesis will be built. In Section 6.1 the Research Objective is described, in Section 6.2
the Research Questions are derived and in Section 6.3 the Research Framework is built.

6.1. Research Objective
As a result from the research done in this literature study, the research objective has been formulated as
follows:

’To analyse the resilience capacity of the decision making in KLM CityHoppers operational control center, by the
development of a socio-technical agent-based model.’

This research objective aims at developing an agent-based airline operation control model, based on the
models that have been reviewed in Chapter 5, by putting focus on the coordination between social and tech-
nical decision making entities (Chapter 4) and the development of metrics to describe and analyse the re-
silient performance in an operational control environment (Chapter 3).

6.2. Research Questions
As a follow up from the research objective as described in the previous section, in this section the research
questions are derived.

The main research questions that can be derived from the research objective are:

1. What are the components of the use case at KLM CityHopper that describes the problem that is to be
analysed?

(a) What is the problem to be solved?

(b) Which information flows can be identified?

(c) Which social actors can be identified?

(d) Which technical actors can be identified?

(e) What interactions in-between the different actors can be identified?

(f) What is the structure in which the interactions take place?

(g) What are the triggers that initiate the problem solving process?

(h) What decisions have to be made by the actors?

(i) What is the structure in which the decisions are made?

(j) What is the solution space to this case?
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(k) What is the effect of the level of situational awareness of the entities on the solution space?

2. How can resilient performance be quantified in the context of KLM CityHoppers operational control
center?

(a) What is resilient performance in the context of KLM CityHopper’s operations control center?

i. How can the absorbing capacity of KLM CityHopper’s operational control center be described?

ii. What are the adaptive capacities of KLM CityHopper’s operational control center?

iii. How does KLM CityHopper’s operational control center anticipate on events?

iv. What learning mechanisms are employed in KLM CityHopper’s operational control center?

(b) What metrics for resilient performance can be developed for the analysis of KLM CityHopper’s
operational control center?

3. What model constructs are required to develop a model, in the scope of the use case, that represents
KLM CityHoppers operational control center?

(a) Which agents can be identified?

i. Which social agents can be identified?

ii. Which technical agents can be identified?

(b) What coordination techniques can be used to model the interactions between the agents?

i. What coordination techniques can be used to model the interaction between social agents?

ii. What coordination techniques can be used to model the interaction between technical agents?

iii. What coordination techniques can be used to model the interaction between social and tech-
nical agents?

(c) Through what model constructs can resilience be included?

(d) Which agent-based modelling language is most suitable to model the agents and interactions?

4. What can be learned from the results of the model?

(a) Is the outcome of the model feasible?

i. What are the criteria for feasibility?

(b) What is the delta in the resilience metrics between the outcome of the model and the solution as
generated by the operations controllers?

i. What are the values of the resilience metrics that result from the solution of the operations
controllers to the case?

ii. What are values of the resilience metrics that result from the model for this case?

iii. What is the delta between these metrics?

iv. What is the reason for the delta between the metrics?

(c) Would different decision making yield other (better) resilience metrics?

(d) Which actors impact the metrics the most?

(e) Is there room for improvement in the decision making process?

6.3. Research Framework
The research framework that is proposed in this report, can be seen in Figure 6.1. At first the system identi-
fication phase will be entered, in which KLM CityHopper’s operational control center will be explored. This
exploration will be scoped on a case study that is to be determined in the kick-off meeting. This will lead to
the answer of the first and third research question.
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Thereafter, in the second phase, the resilient capacities of the operational control environment will be anal-
ysed. This analysis will then lead to the development of metrics to measure resilience in KLM CityHopper’s
operational control environment. Hereby providing answers to the second research question.
In the model development phase the third research question is answered and thereby the model is created.
During the model creation, the model is continuously verified with the system identification phase to ensure
that the model does represent the components and interactions of the system that is modelled.
In the last phase the results as generated by the model are analysed and reflected upon. The results as pro-
duced by the model are compared to the results of the system under consideration. Based on this analysis
recommendations on both the performance of the system and the model can be made. In addition new
metrics for resilience could also be a result of this project. Hereby answering the last research question.

Figure 6.1: Research Framework
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Research Methodology

7.1. Modelling Approach
Resulting from the extensive literature review as performed in the previous chapters, this is the point at which
the modelling approach can be described. From the conducted research it can be concluded that the decision
making in an AOC can be captured in a sociotechnical agent-based model. Especially the model from Bouarfa
et al. [13] and the model from Castro and Oliveira [4], prove that the agent-based modelling technique is a
suitable approach in this domain. Adding to this, agent-based models can be setup in a modular fashion
which makes it easy to adapt a model to new use cases or situations that have to be captured. This allows the
model to be built from scratch and extended agent-by-agent. Additionally, this enables the model to first be
built on a relatively small case with a limited amount of agents. This is perfect for creating a proof-of-concept
of a model and enables a more efficient model development.
Recent studies (Section 3.3) have suggested resilient model constructs, that allow an agent-based model to
become resilient and exhibit resilient performance. Hereby, the agent-based modelling approach allows the
sociotechnical and resilient aspects of KLM CityHopper’s OCC to be captured in one modelling approach.

7.2. Research Scope
This study will focus on the development of a sociotechnical agent-based model of KLM Cityhopper’s oper-
ational control center. The main scope in this model will be on the agent-based modelling of the operations
controllers and technical systems as employed in KLM CityHopper’s operational control center. The objec-
tive of this model is to be able to analyse the resilient performance of the decision making in the operational
control center.
The innovation in this research is in the combination of creating an agent-based model of an airline’s opera-
tions control center that is including both social and technical decision making entities. In similar models by
Bouarfa et al. [13] and Castro and Oliveira [4], as reviewed in Section 5.1, the combination of input by both
operations controllers and problem solving algorithms has not been modelled yet.

To safeguard the development of the model in this research, the research scope is to start with the a carefully
selected case study that has sufficient complexity and frequently arises in KLM CityHopper’s OCC. This will
limit the amount of data and hereby makes the initial model development more concise, easier to verify,
validate and structured.

The following criteria for a case study have been setup:

• The case should be relevant to KLM CityHopper’s operational control center.

• The decision making process in the case should include social entities (operations controllers).

• The decision making process in the case should include the use of decision-support systems.

• Measures to solve the case should include aircraft recovery.

• Measures to solve the case should include crew recovery.
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• Measures to solve the case should include passenger recovery.

• The case captures multiple decision points with varying levels of information.

• Coordination between stakeholders takes place.

• There is a conflict of objectives (negotiation).

In conclusion it can be said that the scope of this research will be to develop a sociotechnical agent-based
model that enables the analysis of resilient performance on a case study that is compliant with the above
mentioned criteria for such a case.

7.3. Model Development
The agent-based model development will be done according to the framework as presented by Nikolic and
Ghorbani [60] in Section 4.2 (Figure 4.2). Applying this framework to the selected case, the following steps per
development phase have been derived:

1. System Analysis
• Description of the problem.
• Description of the environment that the system is operating in.
• Description of the boundaries of the system.
• Identification of the key parameters that describe the environment.
• Description of the components that are playing an active role in the environment.
• Description of the relational structure between the system’s components.
• Description of the interactions between the system’s components.

2. Model Design
• Translate the identified system components into agents.
• Structure the agents according to their interactions.
• Identify the behavior of the agents.
• Identify the behavior of the environment.
• Identify communication protocols to be used between agents.

3. Detailed Model Design
• Choose the modelling software to be used.
• Choose the modelling language to be used.
• Describe the desired outcome of the model.
• Define a hypotheses about the model.

4. Software Implementation
• Implement the environment in the modelling software.
• Implement the identified agents and agents’ behavior in the modelling language.
• Implement the interactions between the agents in the modelling language.

5. Model Evaluation
• Verify the model with the system structure as defined in the system analysis phase.
• Validate the outcome of the model with the outcome of the system.
• Create multiple datasets to identify critical model components.

7.4. Simulation, Analysis and Conclusions
Once the model has been developed according to the steps as presented in the previous section, first the
model verification and validation has to take place. In the verification phase it will be checked whether the
model functions like it was intended to. This entails to verify the models behind the agents with the descrip-
tion given about them in the system identification phase. Furthermore, the calculations which form the basis
for the resilient metrics should be verified.
In the validation phase, the outcome of the model to the selected use case will be compared to the outcome
that the operations controllers and Decision Support Tools will generate on this case. Since these are input
for the model, the metrics can be manually derived and checked with the result of the developed model.

After the model verification and validation has been performed successfully, the model can be run for mul-
tiple variants of the presented use case. The results of these runs will be analysed based on the established
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metrics for resilience. This analysis will provide an indication the level of resilient performance that KLM
CityHopper’s OCC is performing at in the cases that were run.

The data generated in the analysis phase allows recommendations to be formulated to analyse different cases
that are bigger in data size and that might be more interesting for KLM CityHopper’s actual operations to
analyse. From these recommendations it might also follow that new agents should be added to the model to
make it suitable for other cases. Additionally, KLM CityHopper’s operations might learn something from this
model that they were not aware of yet. This could be in the long-term effect of a certain decision or even in
the processes that are considering both social and technical input.
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Planning

8.1. Work-Breakdown
1. System Identification / Case Study

1.1 Analysis of the OCC

1.1.1 Identify and analyse the KPI’s in the OCC.

1.1.2 Identify and analyse the operations controllers in the OCC.

1.1.3 Identify and analyse the operational control systems used in the OCC.

1.1.4 Identify and analyse the decision support tools in use in the OCC.

1.2 Analysis of Information Availability

1.2.1 Identify and Analyse the information flows in the OCC.

1.2.2 Identify and Analyse the structure of information flows in the OCC.

1.3 Analysis of Operations Controllers

1.3.1 Identify and analyse the situational awareness of the operations controllers.

1.3.2 Identify and analyse the triggers for the operations controllers.

1.3.3 Identify and analyse the decision making structure.

1.3.4 Identify the interactions that take place among the operations controllers.

1.3.5 Identify the interactions that take place between the operations controllers and the opera-
tional control systems.

1.3.6 Identify the interactions that take place between the operations controllers and the decision
support tools.

1.4 Analysis of Operational Control Systems

1.4.1 Identify and analyse the situational awareness of the operational control systems.

1.4.2 Identify and analyse the tools that operational control systems provide to the operations con-
trollers.

1.5 Analysis of Decision Support Tools

1.5.1 Identify and analyse the situational awareness of the decision support tools.

1.5.2 Analyse the triggers to which the tools react.

2. Developing Resilient Metrics
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2.1 Identification of Resilience in the OCC

2.1.1 Identify and analyse absorbing capacity of the OCC.

2.1.2 Identify and analyse adaptive capacity of the OCC.

2.1.3 Identify and analyse anticipating mechanisms in the OCC.

2.1.4 Identify the learning mechanisms that are in place in the OCC.

2.2 Develop Metrics

2.2.1 Develop metrics for absorbing capacity of the OCC.

2.2.2 Develop metrics for adaptive capacity of the OCC.

2.2.3 Develop metrics for anticipation capacity of the OCC.

2.2.4 Develop metrics for learning capacity of the OCC.

3. Model Development

3.1 Model Design

3.1.1 Translate the identified social entities to agents.

3.1.2 Translate the identified technical entities to agents.

3.1.3 Develop the structure for interactions between agents.

3.1.4 Identify agent behavior.

3.1.5 Determine communication protocols to be used between agents.

3.2 Detailed Model Design

3.2.1 Determine the modelling software to be used.

3.2.2 Determine the modelling language to be used.

3.2.3 Describe in detail the desired output of the model.

3.2.4 Formulate a hypotheses about the model.

3.3 Software Implementation

3.3.1 Implement the agents in the software.

3.3.2 Implement the interaction between agents in the software.

3.4 Model Evaluation

3.4.1 Verify the output of the model.

3.4.2 Validate the output of the model.

3.4.3 Identify the critical model components.

4. Result Analysis

4.1 Feasibility Check

4.1.1 Develop feasibility criteria for output of the model.

4.1.2 Determine feasibility of the output of the model.

4.2 Reflection

4.2.1 Determine if output is according to the hypotheses.

4.3 Resilient Metrics

4.3.1 Determine the value of the resilient metrics.
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4.3.2 Determine the delta between resilient metrics from the model and the metrics inherent to
the solution of the operations controllers.

4.3.3 Determine the delta between resilient metrics from the model and the metrics inherent to
the solution of the decision support tools.

4.3.4 Identify the rationale behind the delta.

4.3.5 Identify the lessons than can be learned from the output.
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Conclusion

Based on the literature review as performed on the topics of resilience (Chapter 3), sociotechnical systems
(Chapter 4) and agent-based modelling in airline operations control (Chapter 5), the research objective that
is proposed is;

’To analyse decision-making of KLM CityHopper’s operational control center, by the de-
velopment of a sociotechnical agent-based model.’

To be able to achieve this research objective, a set of research question and a research framework are proposed
in Chapter 6. These questions and framework evolve around a to be determined use case that is provided by
KLM CityHopper. To ensure sufficient complexity and relevance of the use case, a set of criteria has been
developed.

As modelling approach the agent-based modelling technique is selected due to the modularity property and
the ability to model sociotechnical systems. In addition a modelling framework that is suitable for the devel-
opment of sociotechnical agent-based models is adopted. During the development phase the model will be
verified with the detailed description, that evolves from the case study, about the agents and the interaction
among the agents. The validation will take place by running the model on cases that have occurred dur-
ing KLM CityHopper’s real-life operations and are similar to the use case that is used to develop the model.
The outcome of the model to such a real-life case can then be validated with KLM CityHopper’s operational
control center.

As a result of this research project an agent-based model that is composed of both social and technical deci-
sion making entities is expected. In addition new metrics for resilient performance of an airline operations
control center could be an outcome. The purpose of this model is to be able to analyse the performance of
the decision making in KLM CityHopper’s operational control center. Hereby, the decision making might be
improved or adjusted based on the outcome of the model.
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A
Workflow Diagrams

Based on the working procedures of the airline and the control modes that the agents operate in, workflow
diagrams have been constructed. These workflow diagrams capture the interaction among the agents, which
is based on the unexpected diversion use case. In Figure A.1 through Figure A.4 the workflow diagrams of the
agents operating in the scrambled, opportunistic, tactical, and strategic control mode are shown. To increase
the understanding of these diagrams the different phases that can be identified are described.

Trigger - The FC agent is informed by Air Traffic Control that LCY airport has been unexpectedly closed due
to a runway blockage. Due to this the FC agent informs the DM agent via ACARS about this information.

Conference Call 1 - Upon receiving the ACARS message from the FC agent, the DM agent setups a conference
call to inform all relevant actors in the airline’s OCC about this situation. These participating agents are:
DMN, FCo, CC, CD, FW, DAM, PS. The DAM and PS agents are not in the workflow scheme due to their
reduced participation and for visual representation purposes.

Inform on diversion airport - The FCo agent extracts the list of alternate airports from the OCS technical
system and selects an airport from this list. The FC agent is informed via ACARS about the choice of diversion
airport, in case a diversion will be part of the solution strategy.

Lookup slot status and TAF - The FCo agent accesses the CDM and OF technical systems to gain awareness
about the slot statuses and the weather forecasts.

Conference Call 2 - The FCo agent initiates a conference call to inform the DMN, CC, CD and FW agents on
the selected diversion airport, reserve availability, slot status and weather forecasts.

Inform on reopening time - The FW agent calls the DA agent to inform on the reopening time of LCY airport.

Determine set of solution strategies - The DMN, FCo, CC and CD agents discuss the available set of solution
strategies based on the context comprehension. The FCo agent uses the DST technical system to increase the
solution space with DST variants of the solution strategies.

Provide input for decision mechanism - The FCo, CC and CD agents provide the DMN agent with their
requirements and preferences on solution strategy.

Reveal solution strategy - The DMN agent applies a decision making mechanism to arrive at a decision on
solution strategy. The decision will be shared in a conference call with the FCo, CC and CD agents.

Implement solution strategy - The FCo and CC agent will implement the selected solution strategy in the
OCS technical system. Hereby the solution strategy is published to the rest of the agents that has access to
this system. The CD agent will apply the solution strategy in the PCS technical system.

Inform on solution strategy - The FCo agent sends an ACARS to the FC agent. Hereby this agent is aware of
the solution strategy and knows what actions are expected by the OCC. Furthermore the FCo agent informs
the FW agent on the solution strategy. Upon this information the FW agent informs the DA and AA agents
about the solution strategy. Hereby ending the use case.
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Figure A.1: Workflow diagram Scrambled control mode
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Figure A.2: Workflow diagram Opportunistic control mode
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Figure A.3: Workflow diagram Tactical control mode
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Figure A.4: Workflow diagram Strategic control mode





B
Implementation of Co-Ladder Framework

To define the internal human agent model constructs, the co-ladder framework from Chow et al. [21] is used.
This framework aids in defining behavioural rules to enable the modelling of human behaviour. To derive the
behavioural rules the co-ladder as depicted in Figure B.1, which is reproduced from the work of Chow et al.
[21] by Kaur [48], is used.

Figure B.1: Co-ladder framework

Using the co-ladder the behavioural rules as in Table B.1 are derived. In this table, Events are regarded as
Observations, since the controllers observe data in the environment and integrate this data to Observations
upon which they know from experience or working-procedures how to act upon those.

Observation → Expectation O → E
Observation → Activity → Expectation O → A → E

Observation → Analysis → Plans → Activity → Expectation O → AN → P → A → E

Table B.1: Behavioural Rules

All agent behaviour is initiated, similar to humans, with the agent making an Observation. An observation can
be made through interaction with the environment, or through interaction/coordination with other agents.
From an observation either an Analysis, Activity, or Expectation originates.
While performing an Analysis the agent is interpreting the observation and performing a task or thought
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process based on this observation. An example of analysis would be Fleet Control to determine the diversion
airport from the received prioritization lists of the Duty Manager Network and Flight Crew.
Following an analysis, Plans are made. A plan is the intention of the agent to execute a certain activity or
sequence of activities, which come as a result of an analysis.
Activities are modelled as either communication to other agents, or an agent applying an action in a technical
system. In the airline, operational control context communication is either in the form of conference calls,
ACARS message, or direct agent to agent communication which can be via phone or face-to-face.
From either an activity or an observation an agent sets an Expectation. Expectations are about the result
of an applied action, tasks that might be assigned to the agent in the near future, about a change in the
environment, and events that might evolve from changes to the environment.

One could argue why these behavioural rules do not include goals in them, since goals are the motivation of
agents to take action and strive to achieve them. In the context of an airline operations control center, and
especially in the previously discussed diversion scenario, the agents all work towards the higher goals of the
airline. In this scenario, the majority of the agents is only passing on information or providing information
itself. These actions are defined in the working-procedures of the airline and are not subject to personal agent
interpretation, and hereby automatically add to achieving the higher goals of the airline. Next to the majority
of the agents, there are the decision-making agents. The decision-making agents are representing the fleet,
crew, and passenger domains. Since they represent different domains, naturally they strive to achieve a differ-
ent set of goals. These goals are not captured in the behavioural rules but are captured in the decision-making
mechanisms used by the agents.

The set of Observations, Analyses, Plans, Actions, Expectations, and the resulting behavioural rules that origi-
nate from the diversion scenario are defined in the remainder of this section.
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ID Agent Type From Description
O-1 FC Message ATC Destination airport has runway blockage, need to divert
O-2 DM ACARS Message FC Destination airport closed, due to runway blockage.

We have sufficient holding fuel
O-3 FCo Conference Call DM Flight [flightno] needs to divert, has sufficient holding fuel
O-4 DMN Conference Call DM Flight [flightno] needs to divert, has sufficient holding fuel
O-5 CC Conference Call DM Flight [flightno] needs to divert, has sufficient holding fuel
O-6 FW Conference Call DM Flight [flightno] needs to divert, has sufficient holding fuel
O-7 DAM Conference Call DM Flight [flightno] needs to divert, has sufficient holding fuel
O-8 PS Conference Call DM Flight [flightno] needs to divert, has sufficient holding fuel
O-9 FC ACARS Message FCo Diversion airport will be [diversion_airport],

stay in holding pattern until notified of solution strategy
O-10 DM Conference Call FCo The alternate station is [diversion_airport], [fleetcrew_space]

fleet crew space is available
O-11 DMN Conference Call FCo The alternate station is [diversion_airport], [fleetcrew_space]

fleet crew space is available
O-12 CC Conference Call FCo The alternate station is [diversion_airport], [fleetcrew_space]

fleet crew space is available
O-13 FW Conference Call FCo The alternate station is [diversion_airport], [fleetcrew_space]

fleet crew space is available
O-14 DAM Conference Call FCo The alternate station is [diversion_airport], [fleetcrew_space]

fleet crew space is available
O-15 PS Conference Call FCo The alternate station is [diversion_airport], [fleetcrew_space]

fleet crew space is available
O-16 AA Message FW Flight [flightno] is diverting to your airport
O-17 DM ACARS Message FC Destination airport closed, due to runway blockage.

We are low on holding fuel.
O-18 FCo Conference Call DM Flight [flightno] needs to divert, low on fuel
O-19 DMN Conference Call DM Flight [flightno] needs to divert, low on fuel
O-20 CC Conference Call DM Flight [flightno] needs to divert, low on fuel
O-21 FW Conference Call DM Flight [flightno] needs to divert, low on fuel
O-22 DAM Conference Call DM Flight [flightno] needs to divert, low on fuel
O-23 PS Conference Call DM Flight [flightno] needs to divert, low on fuel
O-24 FC ACARS Message FCo Diversion airport will be [diversion_airport],

stay in holding until notified of solution strategy
O-25 FCo Conference Call DMN Negotiate about solution strategies
O-26 CC Conference Call DMN Negotiate about solution strategies
O-27 CD Conference Call DMN Negotiate about solution strategies
O-28 DMN Message FCo Proposal for solution strategy is [fco_proposal]
O-29 DMN Message CC Proposal for solution strategy is [cc_proposal]
O-30 DMN Message CD Proposal for solution strategy is [cd_proposal]
O-31 DMN Message FCo, CC, CD All voting preferences received
O-32 FCo Conference Call DMN The negotiation resulted in [solution_strategy],

please implement
O-33 CC Conference Call DMN The negotiation resulted in [solution_strategy],

please implement
O-34 CD Conference Call DMN The negotiation resulted in [solution_strategy],

please implement
O-35 FC ACARS Message FCo The OCC decided upon [solution_strategy]
O-36 FW Message FCo Inform diversion airport and destination airport

on solution strategy
O-37 DA Message FW Flight will be continued according

to [solution_strategy]
O-38 AA Message FW Flight will be continued according

to [solution_strategy]
O-39 DA Message FW Flight [flightno] is diverting to [diversion_airport],

at what time is the runway open again?
O-40 FW Message DA Runway re-opens again at [re-opening time]

Table B.2: Set of Observations - Part I
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ID Agent Type From Description
O-41 DMN Message FW Runway at [destination_airport] re-opens again

at [re-opening time]
O-42 FCo Conference Call DMN Runway re-opens again at [re-opening time],

negotiate about solution strategies
O-43 CC Conference Call DMN Runway re-opens again at [re-opening time],

negotiate about solution strategies
O-44 CD Conference Call DMN Runway re-opens again at [re-opening time],

negotiate about solution strategies
O-45 FC ACARS Message FCo Hereby the list of alternates, please prioritise
O-46 DMN Message FCo Hereby the list of alternates, please prioritise
O-47 FCo ACARS Message FC Hereby our preference on the alternate airports
O-48 FCo Message DMN Hereby the prioritised alternate list
O-49 FCo Message FCo Both messages preferences from FC and

DMN received
O-50 DM Conference Call FCo The alternate station is [diversion_airport],

[fleetcrew_space] fleet crew space available,
[CDM_status], [Weather]

O-51 DMN Conference Call FCo The alternate station is [diversion_airport],
[fleetcrew_space] fleet crew space available,
[CDM_status], [Weather]

O-52 CC Conference Call FCo The alternate station is [diversion_airport],
[fleetcrew_space] fleet crew space available,
[CDM_status], [Weather]

O-53 FW Conference Call FCo The alternate station is [diversion_airport],
[fleetcrew_space] fleet crew space available,
[CDM_status], [Weather]

O-54 DAM Conference Call FCo The alternate station is [diversion_airport],
[fleetcrew_space] fleet crew space available,
[CDM_status], [Weather]

O-55 PS Conference Call FCo The alternate station is [diversion_airport],
[fleetcrew_space] fleet crew space available,
[CDM_status], [Weather]

Table B.3: Set of Observations - Part II

ID Agent Description
An-1 FCo Determine diversion station
An-2 FCo Determine set of solution strategies from FCo perspective
An-3 CC Determine set of solution strategies from CC perspective
An-4 CD Determine set of solution strategies from CD perspective
An-5 DMN Determine negotiation results
An-6 DA Determine reopening time
An-7 FCo Extract list of alternates from Netline
An-8 FC Determine preference on alternate airports
An-9 DMN Determine preference on alternate airports
An-10 FCo Determine diversion station

Table B.4: Set of Analyses
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ID Agent Description
P-1 FCo Execute activity A-3, A-4
P-2 FCo Execute activity A-7, A-4
P-3 FCo Execute activity A-9
P-4 CC Execute activity A-10
P-5 CD Execute activity A-11
P-6 DMN Execute activity A-12
P-7 DA Execute activity A-21
P-8 FCo Execute activity A-24,A-25
P-9 FCo Execute activity A-28, A-9
P-10 FC Execute activity A-26
P-11 DMN Execute activity A-27
P-12 FCo Execute activity A-7,A-29,A-30,A-31

Table B.5: Set of Plans

ID Agent Type To Description
A-1 FC ACARS Message DM Destination airport closed, due to runway blockage.

We have sufficient holding fuel.
A-2 DM Conference Call FCo Flight [flightno] needs to divert, has sufficient holding fuel
A-2 DM Conference Call DMN Flight [flightno] needs to divert, has sufficient holding fuel
A-2 DM Conference Call CC Flight [flightno] needs to divert, has sufficient holding fuel
A-2 DM Conference Call FW Flight [flightno] needs to divert, has sufficient holding fuel
A-2 DM Conference Call DAM Flight [flightno] needs to divert, has sufficient holding fuel
A-2 DM Conference Call PS Flight [flightno] needs to divert, has sufficient holding fuel
A-3 FCo ACARS Message FC Please stay in holding until notified of the solution strategy
A-4 FCo Conference Call DM The alternate station is [diversion_airport], [fleetcrew_space]

fleet crew space available
A-4 FCo Conference Call DMN The alternate station is [diversion_airport], [fleetcrew_space]

fleet crew space available
A-4 FCo Conference Call CC The alternate station is [diversion_airport], [fleetcrew_space]

fleet crew space available
A-4 FCo Conference Call FW The alternate station is [diversion_airport], [fleetcrew_space]

fleet crew space available
A-4 FCo Conference Call DAM The alternate station is [diversion_airport], [fleetcrew_space]

fleet crew space available
A-4 FCo Conference Call PS The alternate station is [diversion_airport], [fleetcrew_space]

fleet crew space available
A-5 FC ACARS Message DM Destination airport closed, due to runway blockage.

We are low on holding fuel.
A-6 DM Conference Call FCo Flight [flightno] needs to divert, low on fuel
A-6 DM Conference Call DMN Flight [flightno] needs to divert, low on fuel
A-6 DM Conference Call CC Flight [flightno] needs to divert, low on fuel
A-6 DM Conference Call FW Flight [flightno] needs to divert, low on fuel
A-6 DM Conference Call DAM Flight [flightno] needs to divert, low on fuel
A-6 DM Conference Call PS Flight [flightno] needs to divert, low on fuel
A-7 FCo ACARS Message FC Diversion airport will be [diversion_airport], stay in

holding pattern until notified of solution strategy
A-8 DMN Conference Call FCo Negotiate about solution strategies
A-8 DMN Conference Call CC Negotiate about solution strategies
A-8 DMN Conference Call CD Negotiate about solution strategies
A-9 FCo Message DMN Proposal for solution strategy is [fco_proposal]
A-10 CC Message DMN Proposal for solution strategy is [cc_proposal]
A-11 CD Message DMN Proposal for solution strategy is [cd_proposal]

Table B.6: Set of Actions - Part I
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ID Agent Type To Description
A-12 DMN Conference Call FCo The negotiation resulted in [solution_strategy],

please implement
A-12 DMN Conference Call CC The negotiation resulted in [solution_strategy],

please implement
A-12 DMN Conference Call CD The negotiation resulted in [solution_strategy],

please implement
A-13 FCo ACARS Message FC The OCC decided upon [solution_strategy]
A-14 FCo Message FW Inform diversion airport and destination airport

on solution strategy
A-15 FCo Activity OCS Implementation of [solution_strategy]

into OCS
A-16 CC Activity OCS Implementation of [solution_strategy]

into OCS
A-17 CD Activity PCS Implementation of [solution_strategy] into PCS
A-18 FW Message DA Flight will be continued according

to [solution_strategy]
A-19 FW Message AA Flight will be continued according

to [solution_strategy]
A-20 FW Message DA Flight [flightno] is diverting to [diversion_airport],

at what time is the runway open again?
A-21 DA Message FW Runway re-opens again at [re-opening time]
A-22 FW Message DMN Runway at [destination_airport] re-opens again

at [re-opening time]
A-23 DMN Conference Call FCo Runway re-opens again at [re-opening time],

negotiate about solution strategies
A-23 DMN Conference Call CC Runway re-opens again at [re-opening time],

negotiate about solution strategies
A-23 DMN Conference Call CD Runway re-opens again at [re-opening time],

negotiate about solution strategies
A-24 FCo ACARS Message FC Hereby the list of alternates, please prioritise
A-25 FCo Message DMN Hereby the list of alternates, please prioritise
A-26 FC ACARS Message FCo Hereby our preference on the alternate airports
A-27 DMN Message FCo Hereby the prioritised alternate list
A-28 FCo Activity DST Run fleet optimizer and extract proposed

solution strategies
A-29 FCo Activity CDM Lookup exact slot information and

Schiphol capacity
A-30 FCo Activity OF Lookup weather details
A-31 FCo Conference Call DM The alternate station is [diversion_airport], [fleetcrew_space]

fleet crew space available, [CDM_status], [Weather]
A-31 FCo Conference Call DMN The alternate station is [diversion_airport], [fleetcrew_space]

fleet crew space available, [CDM_status], [Weather]
A-31 FCo Conference Call CC The alternate station is [diversion_airport], [fleetcrew_space]

fleet crew space available, [CDM_status], [Weather]
A-31 FCo Conference Call FW The alternate station is [diversion_airport], [fleetcrew_space]

fleet crew space available, [CDM_status], [Weather]
A-31 FCo Conference Call DAM The alternate station is [diversion_airport], [fleetcrew_space]

fleet crew space available, [CDM_status], [Weather]
A-31 FCo Conference Call PS The alternate station is [diversion_airport], [fleetcrew_space]

fleet crew space available, [CDM_status], [Weather]

Table B.7: Set of Actions - Part II
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ID Agent Description
E-1 FC Diversion scenario based on long holding time, is initiated in the OCC
E-2 DMN Controllers are aware of diversion, start procedure for long holding time
E-3 FCo Aircraft waits in holding for further instructions,

and controllers are informed on diversion airport and reserve availability
E-4 DMN Diversion scenario initiated for long holding time, FCo, CC, and CD

will inform on available solution strategies
E-5 CC Diversion scenario initiated for long holding time, will have to

propose solution strategy with respect to crew domain
E-6 FW Diversion scenario initiated for long holding time, will receive tasks from FCo
E-7 DAM Diversion scenario initiated for long holding time, turn around planning will be affected
E-8 PS Diversion scenario initiated for long holding time, gate planning will be affected
E-9 FC FCo will report back on solution strategy
E-10 DM In case of diversion, aircraft will go to [diversion_airport]
E-11 DMN In case of diversion, aircraft will go to [diversion_airport].

[fleetcrew_space] affects set of solution strategies.
E-12 CC In case of diversion, aircraft will go to [diversion_airport].

[fleetcrew_space] affects set of solution strategies.
E-13 FW Will need to contact [diversion_airport]
E-14 DAM Based on [diversion_airport] and [fleetcrew_space], impact is going to be
E-15 PS Based on [diversion_airport] and [fleetcrew_space], impact is going to be
E-16 AA Flight [flightno] will divert to my airport
E-17 FC Diversion scenario based on short holding time, is initiated in the OCC
E-18 DM Controllers are aware of diversion, start procedure for short holding time
E-19 FCo FC is aware of [diversion_airport], and controllers are informed

on diversion airport and reserve availability
E-20 DMN Diversion scenario initiated for short holding time, FCo, CC, and CD

will inform on available solution strategies
E-21 CC Diversion scenario initiated for short holding time, will have to propose

solution strategy with respect to crew domain
E-22 FW Diversion scenario initiated for short holding time, will receive tasks from FCo
E-23 DAM Diversion scenario initiated for short holding time, turn around planning will be affected
E-24 PS Diversion scenario initiated for short holding time, gate planning will be affected
E-25 FC FCo will report back on solution strategy
E-26 FCo DMN will report back on chosen solution strategy
E-27 CC DMN will report back on chosen solution strategy
E-28 CD DMN will report back on chosen solution strategy
E-29 DMN This is the complete set of solution strategies from FCo perspective
E-30 DMN This is the complete set of solution strategies from CC perspective
E-31 DMN This is the complete set of solution strategies from CD perspective
E-32 DMN FCo, CC, and CD will implement the solution strategies
E-33 FCo FC will respond to the chosen solution strategy. FW will inform AA

and DA on the chosen solution strategy, and controllers can observe
the solution strategy in Netline Ops.

E-34 CC Other agents can observe the solution strategy in Netline Crew
E-35 CD Other agents can observe the solution strategy in Altea
E-36 FC The solution strategy determined by the OCC has to be executed
E-37 FW DA and AA are aware of solution strategy
E-38 DA Depending on solution strategy flight will be continued to my airport
E-39 AA Depending on solution strategy flight will divert to my airport
E-40 DMN In case of diversion, aircraft will go to [diversion_airport].

[fleetcrew_space] affects set of solution strategies.
E-41 FW DA will inform on re-opening time
E-42 DA FW is aware of re-opening time, will report back if it is chosen to divert or not
E-43 FW DMN is aware of re-opening time
E-44 DMN FCo, CC, and CD will adjust their solution strategies with respect to the re-opening time
E-45 FCo DMN and FC will provide prioritised list of alternates
E-46 FCo Complete set of solution stragies provided to DMN

Table B.8: Set of Expectations - Part I
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ID Agent Description
E-47 FC FCo is aware of our preference on the alternate airports
E-48 DMN FCo is aware of my preference on the alternate airports
E-49 FCo This is the honest preference on alternates from FC
E-50 FCo This is the honest preference on alternates from DMN
E-51 FCo FC informed on diversion station, will hold until notified.

Controllers are aware of complete context
E-52 DM This is all info regarding the current context
E-53 DMN This is all info regarding the current context
E-54 CC This is all info regarding the current context
E-55 DAM This is all info regarding the current context
E-56 PS This is all info regarding the current context

Table B.9: Set of Expectations - Part II

Agent O An P A E
FC O-1 A-1 E-1
DM O-2 A-2 E-2
FCo O-3 An-1 P-1 A-3,A-4 E-3
DMN O-4 E-4
CC O-5 E-5
FW O-6 E-6
DAM O-7 E-7
PS O-8 E-8
FC O-9 E-9
DM O-10 E-10
DMN O-11 A-8 E-4
CC O-12 E-12
FW O-13 E-13
DAM O-14 E-14
PS O-15 E-15
AA O-16 E-16
FC O-1 A-5 E-17
DM O-17 A-6 E-18
FCo O-18 An-1 P-2 A-7,A-4 E-19
DMN O-19 E-20
CC O-20 E-21
FW O-21 E-22
DAM O-22 E-23
PS O-23 E-24
FC O-24 E-25
FCo O-25 An-2 P-3 A-9 E-26
CC O-26 An-3 P-4 A-10 E-27
CD O-27 An-4 P-5 A-11 E-28
DMN O-28 E-29
DMN O-29 E-30
DMN O-30 E-31
DMN O-31 An-5 P-6 A-12 E-32
FCo O-32 A-13,A-14,A-15 E-33
CC O-33 A-16 E-34
CD O-34 A-17 E-35
FC O-35 E-36
FW O-36 A-18,A-19 E-37
DA O-37 E-38
AA O-38 E-39

Table B.10: Behaviour Rules Scrambled Control Mode
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Agent O An P A E
FC O-1 A-1 E-1

DM O-2 A-2 E-2
FCo O-3 An-1 P-1 A-3,A-4 E-3

DMN O-4 E-4
CC O-5 E-5
FW O-6 E-6

DAM O-7 E-7
PS O-8 E-8
FC O-9 E-9

DM O-10 E-10
DMN O-11 E-40

CC O-12 E-12
FW O-13 A-20 E-41

DAM O-14 E-14
PS O-15 E-15
AA O-16 E-16
FC O-1 A-5 E-17

DM O-17 A-6 E-18
FCo O-18 An-1 P-2 A-7,A-4 E-19

DMN O-19 E-20
CC O-20 E-21
FW O-21 E-22

DAM O-22 E-23
PS O-23 E-24
FC O-24 E-25

FCo O-25 An-2 P-3 A-9 E-26
CC O-26 An-3 P-4 A-10 E-27
CD O-27 An-4 P-5 A-11 E-28

DMN O-28 E-29
DMN O-29 E-30
DMN O-30 E-31
DMN O-31 An-5 P-6 A-12 E-32

FCo O-32 A-13,A-14,A-15 E-33
CC O-33 A-16 E-34
CD O-34 A-17 E-35
FC O-35 E-36

FW O-36 A-18,A-19 E-37
DA O-37 E-38
AA O-38 E-39
DA O-39 An-6 P-7 A-21 E-42
FW O-40 A-22 E-43

DMN O-41 A-23 E-44
FCo O-42 An-2 P-3 A-9 E-26

CC O-43 An-3 P-4 A-10 E-27
CD O-44 An-4 P-5 A-11 E-28

Table B.11: Behaviour Rules Opportunistic Control Mode
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Agent O An P A E
FC O-1 A-1 E-1

DM O-2 A-2 E-2
FCo O-3 An-7 P-8 A-24,A-25 E-45

DMN O-4 E-4
CC O-5 E-5
FW O-6 E-6

DAM O-7 E-7
PS O-8 E-8
FC O-9 E-9

DM O-10 E-10
DMN O-11 E-40

CC O-12 E-12
FW O-13 A-20 E-41

DAM O-14 E-14
PS O-15 E-15
AA O-16 E-16
FC O-1 A-5 E-17

DM O-17 A-6 E-18
FCo O-18 An-1 P-2 A-24,A-25 E-45

DMN O-19 E-20
CC O-20 E-21
FW O-21 E-22

DAM O-22 E-23
PS O-23 E-24
FC O-24 E-25

FCo O-25 An-2 P-3 A-9 E-26
CC O-26 An-3 P-4 A-10 E-27
CD O-27 An-4 P-5 A-11 E-28

DMN O-28 E-29
DMN O-29 E-30
DMN O-30 E-31
DMN O-31 An-5 P-6 A-12 E-32

FCo O-32 A-13,A-14,A-15 E-33
CC O-33 A-16 E-34
CD O-34 A-17 E-35
FC O-35 E-36

FW O-36 A-18,A-19 E-37
DA O-37 E-38
AA O-38 E-39
DA O-39 An-6 P-7 A-21 E-42
FW O-40 A-22 E-43

DMN O-41 A-23 E-44
FCo O-42 An-2 P-3 A-28,A-9 E-46

CC O-43 An-3 P-4 A-10 E-27
CD O-44 An-4 P-5 A-11 E-28
FC O-45 An-8 P-10 A-26 E-47

DMN O-46 An-9 P-11 A-27 E-48
FCo O-47 E-49
FCo O-48 E-50
FCo O-49 An-10 P-2 A-7,A-4 E-19

Table B.12: Behaviour Rules Tactical Control Mode
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Agent O An P A E
FC O-1 A-1 E-1

DM O-2 A-2 E-2
FCo O-3 An-7 P-8 A-24,A-25 E-45

DMN O-4 E-4
CC O-5 E-5
FW O-6 E-6

DAM O-7 E-7
PS O-8 E-8
FC O-9 E-9

DM O-10 E-10
DMN O-11 E-40

CC O-12 E-12
FW O-13 A-20 E-41

DAM O-14 E-14
PS O-15 E-15
AA O-16 E-16
FC O-1 A-5 E-17

DM O-17 A-6 E-18
FCo O-18 An-1 P-2 A-24,A-25 E-45

DMN O-19 E-20
CC O-20 E-21
FW O-21 E-22

DAM O-22 E-23
PS O-23 E-24
FC O-24 E-25

FCo O-25 An-2 P-3 A-9 E-26
CC O-26 An-3 P-4 A-10 E-27
CD O-27 An-4 P-5 A-11 E-28

DMN O-28 E-29
DMN O-29 E-30
DMN O-30 E-31
DMN O-31 An-5 P-6 A-12 E-32

FCo O-32 A-13,A-14,A-15 E-33
CC O-33 A-16 E-34
CD O-34 A-17 E-35
FC O-35 E-36

FW O-36 A-18,A-19 E-37
DA O-37 E-38
AA O-38 E-39
DA O-39 An-6 P-7 A-21 E-42
FW O-40 A-22 E-43

DMN O-41 A-23 E-44
FCo O-42 An-2 P-3 A-28,A-9 E-46

CC O-43 An-3 P-4 A-10 E-27
CD O-44 An-4 P-5 A-11 E-28
FC O-45 An-8 P-10 A-26 E-47

DMN O-46 An-9 P-11 A-27 E-48
FCo O-47 E-49
FCo O-48 E-50
FCo O-49 An-10 P-12 A-7,A-29,A-30,A-31 E-51
DM O-50 E-52

DMN O-51 E-53
CC O-52 E-54
FW O-53 A-20 E-41

DAM O-54 E-55
PS O-55 E-56

Table B.13: Behaviour Rules Strategic Control Mode





C
Voting preferences

To enable the use of the plurality- and Borda voting protocols in respectively the scrambled- and opportunis-
tic control modes, voting preferences have been developed together with the airline’s operational control
experts. The resulting preference relations used in the model are given in Section C.1 and Section C.2. The re-
sults and reasoning behind the results generated by the agents operating in the scrambled and opportunistic
control modes is given in the scientific paper as attached in part I of this report.

C.1. Solution preferences Scrambled control mode

Fleet Control Crew Control Commercial Desk
Scenario 1 B B B
Scenario 2 C C B
Scenario 3 B B B
Scenario 4 C C B

Table C.1: Voting preference scrambled control mode

C.2. Preference relations Opportunistic control mode
FCo A > B > C > E > D

CC B > A > C > E > D
CD A > B > E > C > D

Table C.2: Scenario 1a

FCo A > B > C > E > D
CC B > A > C > E > D
CD A > B > E > C > D

Table C.3: Scenario 1b

FCo B > A > C > E > D
CC C > A > B > E > D
CD A > B > E > C > D

Table C.4: Scenario 1c

FCo C > D > B > A > E
CC C > D > B > A > E
CD A > B > E > C > D

Table C.5: Scenario 2a

FCo C > D > B > A > E
CC C > D > B > A > E
CD A > B > E > C > D

Table C.6: Scenario 2b

FCo C > D > B > A > E
CC C > D > B > A > E
CD A > B > E > C > D

Table C.7: Scenario 2c

FCo F > A > B > C > E > D
CC F > B > A > C > E > D
CD F > A > B > E > C > D

Table C.8: Scenario 3a

FCo F > A > B > C > E > D
CC F > B > A > C > E > D
CD F > A > B > E > C > D

Table C.9: Scenario 3b

FCo F > B > A > C > E > D
CC C > F > A > B > E > D
CD A > F > B > E > C > D

Table C.10: Scenario 3c

FCo F > C > D > B > A > E
CC F > C > D > B > A > E
CD F > A > B > E > C > D

Table C.11: Scenario 4a

FCo C > F > D > B > A > E
CC C > F > D > B > A > E
CD A > F > B > E > C > D

Table C.12: Scenario 4b

FCo C > D > F > B > A > E
CC C > D > F > B > A > E
CD A > F > B > E > C > D

Table C.13: Scenario 4c
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D
Pairwise Comparison Matrices

The pairwise comparison matrices in this section have been derived from discussions with the airline’s oper-
ational control experts. These pairwise comparisons serve as input for the application of the MCDM - AHP
method decision-making mechanism that is used in the strategic control mode. These matrices vary with
context and reserve (un)availability and result in different criteria weights per context. The use of these ma-
trices is elaborated in the scientific paper as included in part I of this report.

D.1. Context 1 - Reserves Available
CR = 0.0% Fleet Crew Passengers

Fleet 1 3 1
Crew 1/3 1 1/3

Passengers 1 3 1

Table D.1: Context 1 - DMN Pairwise Comparison

CR = 0.0% c7 c8
c7 1 1/5
c8 5 1

Table D.2: Context 1 - CC Pairwise Comparison

CR = 9.3% c1 c2 c3 c4 c5 c6
c1 1 3 1/5 1/5 3 1/3
c2 1/3 1 1/9 1/5 3 1/3
c3 5 9 1 3 5 6
c4 5 5 1/3 1 7 1
c5 1/3 1/3 1/5 1/7 1 1
c6 3 3 1/6 1 1/3 1

Table D.3: Context 1 - FCo Pairwise Comparison

CR = 8.7% c9 c10 c11 c12 c13 c14
c9 1 1 1/9 1/9 1/9 1/9

c10 1 1 1/9 1/9 1/9 1/9
c11 9 9 1 1 1/5 1/4
c12 9 9 1 1 1/5 1/4
c13 9 9 5 5 1 2
c14 9 9 4 4 1/2 1

Table D.4: Context 1 - CD Pairwise Comparison

D.2. Context 1 - Reserves Unavailable
CR = 3.0% Fleet Crew Passengers

Fleet 1 4 2
Crew 1/4 1 1

Passengers 1/2 1 1

Table D.5: Context 1 - DMN Pairwise Comparison

CR = 0.0% c7 c8
c7 1 9
c8 1/9 1

Table D.6: Context 1 - CC Pairwise Comparison

CR = 10.1% c1 c2 c3 c4 c5 c6
c1 1 7 1 7 6 9
c2 1/7 1 1/3 3 3 9
c3 1 3 1 5 5 9
c4 1/7 1/3 1/5 1 3 9
c5 1/6 1/3 1/5 1/3 1 3
c6 1/9 1/9 1/9 1/9 1/3 1

Table D.7: Context 1 - FCo Pairwise Comparison

CR = 8.7% c9 c10 c11 c12 c13 c14
c9 1 1 1/9 1/9 1/9 1/9

c10 1 1 1/9 1/9 1/9 1/9
c11 9 9 1 1 1/5 1/4
c12 9 9 1 1 1/5 1/4
c13 9 9 5 5 1 2
c14 9 9 4 4 1/2 1

Table D.8: Context 1 - CD Pairwise Comparison
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D.3. Context 2 - Reserves Available
CR = 3.0% Fleet Crew Passengers

Fleet 1 4 2
Crew 1/4 1 1

Passengers 1/2 1 1

Table D.9: Context 2 - DMN Pairwise Comparison

CR = 0.0% c7 c8
c7 1 7
c8 1/7 1

Table D.10: Context 2 - CC Pairwise Comparison

CR = 7.8% c1 c2 c3 c4 c5 c6
c1 1 1 1/7 1 1 1/5
c2 1 1 1/5 3 3 1/3
c3 7 5 1 9 9 6
c4 1 1/3 1/9 1 1/3 1/5
c5 1 1/3 1/9 3 1 1/7
c6 5 3 1/6 5 7 1

Table D.11: Context 2 - FCo Pairwise Comparison

CR = 5.5% c9 c10 c11 c12 c13 c14
c9 1 1 1/7 1/7 1/6 1/6

c10 1 1 1/7 1/7 1/6 1/6
c11 7 7 1 1 1/3 1/3
c12 7 7 1 1 1/3 1/3
c13 6 6 3 3 1 1
c14 6 6 3 3 1 1

Table D.12: Context 2 - CD Pairwise Comparison

D.4. Context 2 - Reserves Unavailable
CR = 3.0% Fleet Crew Passengers

Fleet 1 4 2
Crew 1/4 1 1

Passengers 1/2 1 1

Table D.13: Context 2 - DMN Pairwise Comparison

CR = 0.0% c7 c8
c7 1 9
c8 1/9 1

Table D.14: Context 2 - CC Pairwise Comparison

CR = 9.9% c1 c2 c3 c4 c5 c6
c1 1 6 1 9 9 9
c2 1/6 1 1/3 3 5 9
c3 1 3 1 7 9 9
c4 1/9 1/3 1/7 1 7 5
c5 1/9 1/5 1/9 1/7 1 1
c6 1/9 1/9 1/9 1/5 1/7 1

Table D.15: Context 2 - FCo Pairwise Comparison

CR = 5.5% c9 c10 c11 c12 c13 c14
c9 1 1 1/7 1/7 1/6 1/6

c10 1 1 1/7 1/7 1/6 1/6
c11 7 7 1 1 1/3 1/3
c12 7 7 1 1 1/3 1/3
c13 6 6 3 3 1 1
c14 6 6 3 3 1 1

Table D.16: Context 2 - CD Pairwise Comparison

D.5. Context 3 - Reserves Available
CR = 3.0% Fleet Crew Passengers

Fleet 1 4 2
Crew 1/4 1 1

Passengers 1/2 1 1

Table D.17: Context 3 - DMN Pairwise Comparison

CR = 0.0% c7 c8
c7 1 1/7
c8 7 1

Table D.18: Context 3 - CC Pairwise Comparison

CR = 8.1% c1 c2 c3 c4 c5 c6
c1 1 1/3 1/9 1/3 1/7 1/4
c2 3 1 1/9 1/3 1/7 1/3
c3 9 9 1 9 4 4
c4 3 3 1/9 1 1/5 1/5
c5 7 7 1/4 5 1 1/7
c6 4 3 1/4 5 7 1

Table D.19: Context 3 - FCo Pairwise Comparison

CR = 13.2% c9 c10 c11 c12 c13 c14
c9 1 1 1/5 1/2 1/3 2

c10 1 1 1/7 1/7 1/7 1/2
c11 5 7 1 1 1/2 1
c12 2 7 1 1 1 3
c13 3 7 2 1 1 3
c14 1/2 2 1 1/3 1/3 1

Table D.20: Context 3 - CD Pairwise Comparison
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D.6. Context 3 - Reserves Unavailable
CR = 3.0% Fleet Crew Passengers

Fleet 1 4 2
Crew 1/4 1 1

Passengers 1/2 1 1

Table D.21: Context 3 - DMN Pairwise Comparison

CR = 0.0% c7 c8
c7 1 9
c8 1/9 1

Table D.22: Context 3 - CC Pairwise Comparison

CR = 7.5% c1 c2 c3 c4 c5 c6
c1 1 9 1 9 9 9
c2 1/9 1 1/3 3 3 9
c3 1 3 1 9 9 9
c4 1/9 1/3 1/9 1 1/2 3
c5 1/9 1/3 1/9 2 1 3
c6 1/9 1/9 1/9 1/3 1/3 1

Table D.23: Context 3 - FCo Pairwise Comparison

CR = 13.2% c9 c10 c11 c12 c13 c14
c9 1 1 1/5 1/2 1/3 2

c10 1 1 1/7 1/7 1/7 1/2
c11 5 7 1 1 1/2 1
c12 2 7 1 1 1 3
c13 3 7 2 1 1 3
c14 1/2 2 1 1/3 1/3 1

Table D.24: Context 3 - CD Pairwise Comparison

D.7. Context 4 - Reserves Available
CR = 4.3% Fleet Crew Passengers

Fleet 1 4 1/4
Crew 1/4 1 1/7

Passengers 4 7 1

Table D.25: Context 4 - DMN Pairwise Comparison

CR = 0.0% c7 c8
c7 1 1/7
c8 7 1

Table D.26: Context 4 - CC Pairwise Comparison

CR = 8.8% c1 c2 c3 c4 c5 c6
c1 1 1 1/3 7 9 7
c2 1 1 1/3 7 9 9
c3 3 3 1 9 9 9
c4 1/7 1/7 1/9 1 5 3
c5 1/9 1/9 1/9 1/5 1 2
c6 1/7 1/9 1/9 1/3 1/2 1

Table D.27: Context 4 - FCo Pairwise Comparison

CR = 9.1% c9 c10 c11 c12 c13 c14
c9 1 1/9 1/9 1/9 1/9 1/3

c10 9 1 1/9 1/9 1/9 1/5
c11 9 9 1 1 1/3 3
c12 9 9 1 1 3 5
c13 9 9 3 1/3 1 2
c14 3 5 1/3 1/5 1/2 1

Table D.28: Context 4 - CD Pairwise Comparison

D.8. Context 4 - Reserves Unavailable
CR = 3.0% Fleet Crew Passengers

Fleet 1 4 2
Crew 1/4 1 1

Passengers 1/2 1 1

Table D.29: Context 4 - DMN Pairwise Comparison

CR = 0.0% c7 c8
c7 1 9
c8 1/9 1

Table D.30: Context 4 - CC Pairwise Comparison

CR = 9.9% c1 c2 c3 c4 c5 c6
c1 1 6 1 9 9 9
c2 1/6 1 1/3 3 5 9
c3 1 3 1 7 9 9
c4 1/9 1/3 1/7 1 7 5
c5 1/9 1/5 1/9 1/7 1 1
c6 1/9 1/9 1/9 1/5 1/7 1

Table D.31: Context 4 - FCo Pairwise Comparison

CR = 9.1% c9 c10 c11 c12 c13 c14
c9 1 1/9 1/9 1/9 1/9 1/3

c10 9 1 1/9 1/9 1/9 1/5
c11 9 9 1 1 1/3 3
c12 9 9 1 1 3 5
c13 9 9 3 1/3 1 2
c14 3 5 1/3 1/5 1/2 1

Table D.32: Context 4 - CD Pairwise Comparison





E
Cost Modelling - Disruption management

The information in this section is derived from the airline’s cost model [62], which has been developed by the
airline’s operations research department. This cost model is used in the tooling that is used throughout the
airline and is developed to enable these tools to quantify the impact of disruption management strategies in
a realistic and representative way.

In this section, an approximation of the airline’s cost model is made. This approximation is used in the cost
functions of the agents in the tactical control mode. Some of the costs that were required for the cost functions
of the decision-making agents are confidential and were subject to assumptions based on the input from the
airline’s operations controllers.

In Section E.1 the cost values for the fleet control department are defined. In Section E.2 the crew control
costs are elaborated upon and in Section E.3 the cost values for the commercial desk are discussed.

E.1. Fleet Control Costs
The costs that account for Fleet Control in the cost model are described in Subsection E.1.1 through Subsec-
tion E.1.5.

E.1.1. Flying Extra Cycles
The cost of flying an extra cycle could not be derived from the airline’s cost model and therefore an assump-
tion has been made. In discussion with operation control experts from the airline, it was decided to assume
a cost for flying an extra cycle Ccycle of e15.000. This value includes the additional maintenance that is in-
duced, the re-scheduling of technical inspections and cleaning activities. Furthermore, with this cycle, no
extra revenue is generated since it is a consequence of the implementation of a solution strategy, which also
is included in this cost.

E.1.2. Extended flight
In the solution strategies that opt for staying in the holding for a certain amount of time or an extension of
flight time due to delayed decision-making, the cost of the flight is increased due to an increase in fuel burn.
In the Decision Support Tool [63], the cost for non-nominal fuel use (Ckerosene) is calculated according to
Equation E.1.

Ckerosene = Flight Duration (min) ·Aburn ·Fuel price (E.1)

The fuel price is known to be a very volatile parameter that is subject to change daily, however, for the sake of
this project, the price is assumed to be constant at 0.333 e/litres which is in accordance with the value used
in the Decision Support Tool [63]. Aburn is the fuel use in litres per minute of an Embraer 190.

E.1.3. Leg Cancellation
Cancelling a leg means that the airline loses revenue since fewer flights are flown than expected. Therefore
this value represents lost revenue and is assumed through discussions with operational control experts at
e12.500.
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E.1.4. Aircraft Swaps
Adjusting tail assignments during the execution of the flight schedule is not preferred by the controllers.
Changing the tail assignments requires gate planning, ground crew planning, and ground services planning
to be adjusted. Within the airline, it is a rule-of-thumb that a flight can be assigned a new registration at the
last 60 minutes before STD. It is possible to change tail assignments later on, but that will most likely intro-
duce delays. In the cost model behind the DST [63], a linear swap cost is defined between 0 and 180 minutes
before the STD of a flight, starting at e35.000 reducing to e0 at 180 minutes before STD. Hereby indicating
that a swap more than 180 minutes before STD does not require much effort. The aircraft swap cost in this
project is regarded as Cswap.

E.1.5. Fleet Reserves
The cost model for the use of fleet reserves as set up by the airline’s operations research department depends
on the probabilities of a delay or cancellation, the expected number of delay minutes, and the average costs
of delays and cancellations. Since these parameters, especially the probability parameters, are dynamic it
is complicated to adopt these. To overcome this a linear or constant cost could be used to simplify this. In
the airline’s working procedures [79] it is stated that an aircraft is considered to be a reserve when it is not
assigned to duties for a period of four or more hours. Hereby it is assumed that four hours of reserve usage
costse40.000 and therefore the reserve use cost per minute (Creservedevaluation) is worthe166.67.

E.2. Crew Control Costs
The costs that account for Crew Control in the cost model are described in Subsection E.2.1 and Subsec-
tion E.2.2.

E.2.1. Crew Reserves
The cost model used for modelling the use of crew reserves is dependent on the rank of the crew, the amount
of reserve crew available and the number of crew reserves that are set as the threshold. Since this data is not
available for this research project, the cost of using crew reserves is simplified by setting a fixed cost. For this
research it is assumed that crew reserves are always composed of two pilots and two cabin crew, imposing a
fixed crew reserve cost (Ccrewreserve) ofe10.000 per reserve used.

E.2.2. Crew Swaps
Changing the crew schedule during the day of operations brings many complications. These complications
have to do with the CLA that put certain restrictions on working times and the maximum flight duty period.
Crew swaps are used as a last resort before calling in reserve crew, and therefore it is assumed that the swap
cost (Ccrewswap) is half the cost of the crew reserve use cost and set ate5.000. This assumption is made since
there is no detailed crew data available for this research.

E.3. Commercial Desk Costs
The costs that account for the Commercial Desk in the cost model are described in Subsection E.3.1 and
Subsection E.3.2.

E.3.1. Delay
The cost of a delayed flight is dependent on the minutes of induced delay. This cost is built up by parameters
like; missed passenger connections, possible claims that passengers might impose, rebooking alternatives for
passengers that miss their connecting flights, and possible future value loss.

Missed passenger connections due to delays and claims that passengers might impose are regulated by the Eu-
ropean Parliament Regulation 261/2004 [3], also known as EU-claim compensation. For arrival delay com-
pensation the costs according to this regulation are shown in Table E.1.

Distance (km) Delay < 2 hours Delay 2-3 hours Delay 3-4 hours Delay > 4 hours
≤ 1500 0 0 e250 e250

> 1500 and ≤ 3500 0 0 e400 e400
> 3500 0 0 e300 e600

Table E.1: Arrival Delay Compensation [3]
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Possible future value loss has been introduced to account for the revenue that might be lost in the future, due
to passengers being less likely to choose to fly with the airline in the future when they experienced delays due
to disruptions in the flight schedule. The airline created a lookup table that shows a value for future value loss
per passengers, for delays between 0 and 180 minutes. In this table, differentiation has been made between
elite and non-elite passengers and therefore can be used to account for both economy class and business
class passengers. A snapshot of this table is given in Table E.2.

Delay (min) Elite Future Value Loss (FVLelite ) Non-Elite Future Value Loss (FVLnon-elite)
0 0 0

20 e28.91 e15.57
40 e60.22 e32.43
60 e91.54 e49.29
80 e119.24 e64.21

Table E.2: Snapshot of future value loss lookup table[62]

E.3.2. Cancellation
When the operations controllers decide to cancel a flight, the passengers have to be rebooked onto other
flights. These passengers are also compensated according to Regulation 261/2004 by the European Parlia-
ment [3]. The delay compensation in case passengers are rebooked due to a cancellation of their original
flight is given in Table E.3. This compensation is defined per passenger and in this project will be regarded as
Ccanxclaim.

Distance (km) Delay < 2 hours Delay 2-3 hours Delay 3-4 hours Delay > 4 hours
≤ 1500 0 e250 e250 e250

1500 < and ≤ 3500 0 e200 e400 e400
> 3500 0 e300 e300 e600

Table E.3: Cancellation Rebooking Delay Compensation [3]

Besides the delay compensation due to the cancellation, also future value loss is considered which is calcu-
lated identical to the future value loss as discussed in Subsection E.3.1 and shown in Table E.2.





F
Software Implementation of the

Agent-Based Model

In this chapter, the rationale and structure of the developed agent-based model are described. An agent-
based model is known to be comprised of three main components: the environment, the agents, and the
interaction between the agents. How these components are included in the model is discussed in this chapter.
The general model structure that will be used to explain the different parts of the model is shown in Figure F.1.

Figure F.1: General Model structure

Naturally, the environment that the agent operate in is the starting point of the model. In the airline’s op-
erational control center the environment is comprised of the flight, crew, and passenger schedules. These
schedules, and mainly disruptive changes to these schedules, are the triggers for agents to act upon. In the
model as developed in this thesis project, the environment is partly captured by the technical systems mod-
elled by the OpsControlSim object and the Model object.
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F.1. Model
The Model object enables the agent-based model to keep track of time and communicate with one another.
The input that is required for the model to run, and is set at the initial model step is described in Table F.1.
The user is in control of the agents included in the simulation. Furthermore, the flight, start time, scenario,
context, and selected diversion airport can be controlled. These input parameters and their explanation are
given in Table F.1.

agentList The agentList contains the agent objects of all social agents that are
included in the model.

flightno Flight number that is subject to the diversion.
scenario_start_delay Amount of minutes after STD of the flight number subjected to the diversion,

that the scenario is initiated.
fleetcrew_space ’y’ - Fleet and crew reserves available.

’n’ - No fleet and crew reserves available.
holding_time ’l’ - Long holding time available, aircraft able to await reopening

in holding pattern.
’s’ - Short holding time available, aircraft unable to await reopening
in holding pattern.

Reopening Reopening time of the planned destination airport:
30 - Airport reopens 30 minutes after STA
60 - Airport reopens 60 minutes after STA
90 - Airport reopens 90 minutes after STA

Context Context used within control mode 4:
1 - Regular day of operations
2 - Slot delays at AMS expected to last until 10:00z
3 - Slot delays at AMS expected to be effective from 10:00z onward
4 - Focus on passenger connections of KL985-KL986 rotation

diversion_airport Selected diversion airport:
’SEN’ - London Southend Airport
’SOU’ - Southampton Airport
’NWI’ - Norwich Airport

Table F.1: Definition of model input parameters

The model object is characterised by a single function, the run() function. The run() function allows the
model to keep track of time and enables the agents to interact with each other and observe/apply changes
in the environment. During each step in a run, social agents can make observations in the environment
and communicate with other agents. This communication is based on the implementation of the co-ladder
framework, as discussed in Appendix B. The components of this framework are used to model the social
agent’s behaviour and are explained upon in Section F.2. If an agent performs a communicative activity to
another agent, this communication is sent as an object to the Model object. This communication object can
then be observed in the Model object by the agent which is at the receiving end of the communication. An
illustration of the interaction among social agents is given in Figure F.2.

Figure F.2: Interaction between social agents
Figure F.3: Input-output interaction between social agents and
technical systems

The interaction between a social agent and a technical system is modelled as input-output. Hereby the inter-
action does not go via the Model object but directly between the agents. This is illustrated in Figure F.3.
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F.2. Social Agents
The social agents are developed as an object of their own. Each agent type is developed based on the same
object structure which will be elaborated upon in this section. The agent object, and the relation to other
objects that each agent is connected with, is illustrated in Figure F.4.

Figure F.4: Agent Object structure

Agent Object
The agent object requires the control mode that the agent should operate in as input. Based on this control
mode the agent object knows according to which behavioural rules, derived from the co-ladder framework
(Appendix B), they should behave. The control modes are distinguished by integer numbers from 1 to 4.

1 - Scrambled Control Mode
2 - Opportunistic Control Mode
3 - Tactical Control Mode
4 - Strategic Control Mode

The functions contained in the agent objects are directly related to the implementation of the co-ladder
framework and are described in Table F.2. When an agent makes an observation in the environment, these
functions are activated based on the behavioural rule that is inherent to the observation.

Observe(): Allows the agent to make observations in the environment, and can match the observation
to a behavioral rule.

Plans(): Enables the agents to make plans based on the behavioral rule.
Analyse(): Enables the agents to perform analyses based on the behavioral rule, and can extract

information from the event (observation) that triggered the analyses to be performed.
Activities(): Enables the agents to perform an activity in the form of interaction with other social agents,

or applying an action (input-output) to a technical system.
Expectations(): Enables the agents to set expectation based on observations made or activities performed.

Table F.2: Agent object functions

Figure F.5: Traces of agent behavior

For each of the above-mentioned functions, depending on the be-
havioural rule, the agents create an observation, plan, analysis, activ-
ity, and expectation object. These objects are used to keep track of the
agents’ behaviour and contain information about ID, description, time,
and agent. These stored objects are used to make the trace plots for the
validation of the agents’ behaviour. An example, trace plot is given in Fig-
ure F.5. In this figure the communication between agents is shown. The
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ATC agent contacts the FC agent over the radio. After the FC agent has in-
terpreted the message from ATC, the FC agent contacts the DM via ACARS.
With the information that the DM received, a conference call is started to spread the information to other
agents in the AOCC.

F.3. Technical Systems
In the developed agent-based model five technical systems are included:

• Operational Control System

• Passenger Control System

• Decision Support Tool

• ACARS

• Collaborative Decision-Making

• OrbiFly

The Operational Control System, Passenger Control System, and Decisions Support Tool are elaborated in
Subsection F.3.1. These technical systems are technical agents, since they can perform actions autonomous.
The ACARS, Collaborative Decision-Making, and OrbiFly systems are discussed together in Subsection F.3.2,
since they are technical resources.

F.3.1. Operational Control System, Passenger Control System & Decision Support Tool
The Operational Control System and Passenger Control Systems are the main operational control systems
used. It allows agents to keep track of the exact details of the flight, crew, and passengers schedules. All
agents in the AOCC have access to this system, but only Fleet Control, Crew Control, and Commercial Desk
can apply changes to this system. To include these systems in the agent-based model, the OpsControlSim
object has been developed.

For this project no crew and passenger schedules were available. Therefore, only a flight schedule is used and
crew and passengers are not considered in detail.

The input needed for initialization of the OpsControlSim object is the flight schedule in the form of a .csv file.
The data contained in this flight schedule is given in Table F.3.

Data Description Example Data
ACRegistration Aircraft registration number PH-EZA
SubType Aircraft subtype E90
DepAirport IATA code of departure airport AMS
ArrAirport IATA code of arrival airport LCY
DepDateTimeScheduled Scheduled date and time of departure 2019-07-30 hh:mm:ss
ArrDateTimeScheduled Scheduled date and time of arrival 2019-07-30 hh:mm:ss
FlightNo Flight number KL9999
ElitePassenger Number of elite passengers on the flight 5
NonElitePassenger Number of non-elite passengers on the flight 88
Activity Specifies what type of activity an entry represents Flight/PM/RES

Table F.3: Flight Schedule Data Specification

To this flight schedule the agents can apply multiple changes. Examples of this are delaying flights, cancelling
flights, and making registration swaps. The functions through which these changes can be applied to the
flight schedule are elaborated in Table F.4.

The solution strategies are implemented by making changes to the flight schedule through these functions.
After implementation of a solution strategy the status of the flight schedule can be saved. These saved solu-
tion strategies are used by the decision-making agents to determine their preferred solutions strategy based
on the inherent KPIs and values of the cost functions.

The Decision Support Tool is simulated through solution strategies that have been developed based on the
business rules of the airline’s Decision Support Tool and are stored in the OpsControlSim object [63]. These
business rules are quantitatively expressed in Appendix E. The use of the Decision Support Tool is simulated
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by the development of solution strategies based on these business rules, which are also saved and evalu-
ated by the decision-making agents in the tactical and strategic control modes. The solution strategies, as
discussed in Appendix G, are implemented and saved in the OpsControlSim object.

SearchFlightSchedule(): Allows user to extract flight information regarding the inputted
flight number.

DelayFlight(): Enables the users to set an ETD based on flight number and minutes
of delay.

SwapFlight(): Based on flight number and an aircraft registration, a flight can be
moved to another aircraft.

DivertFlight(): Allows the user to divert a flight from it’s original destination, to a diversion
airport based on inputted diversion airport, new ETA, and flight number.

AddFlight(): Enables the user to add new flights to the flight schedule based on inputted
flight details (aircraft details, flight times, and routing).

CancelFlight(): Removes the flight matching the inputted flight number from the
flight schedule.

Crew(): Enables the user to keep track of crew reserves used and number of
crew swaps.

RebookPax(): Based on the inputted flight number the number of re-booked passengers
is counted.

BusPax(): Based on the inputted flight number the bussed passenger count is increased.
ShowAdjustments(): Plots the adjusted flight schedule, based on adjustments made through the

above functions.
Simulate(): Takes as input the minimum turnaround time as determined by the user.

Based on this the flight schedule is simulated by ensuring the minimum
turn around time between flights. If the user requests a gantt chart
representation of the flight schedule, this is plotted.

Alternate(): Based on the inputted IATA code, a list of alternate airports and their
properties is returned.

Criteria(): This function calculates the criteria values, and costs of the simulated
flight schedule based on the criteria and cost functions

Table F.4: OpsControlSim object functions

F.3.2. ACARS, OrbiFly & Collaborative Decision-Making
The ACARS system is a means of communication between the aircraft and the AOCC, when the aircraft is
outside of VHF range. Therefore, this system is captured as a type of communication through the behavioural
rules.

The OrbiFly and CDM systems are not captured in an object since they are resources used by the social agents.
These systems provide the agents in the strategic control mode with information on the context level that they
are operating in. This information is captured through the ’Context’ input parameter in the Model object.
This parameter can take on the following values:

1 - Context 1: Regular day of operations
2 - Context 2: Slot delays at AMS until 10:00z
3 - Context 3: Slot delays at AMS effective from 10:00z
4 - Context 4: Critical passenger connections
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Criteria in Disruption Management

Strategies

In this chapter the criteria values, that are a result of the implementation of a solution strategy, are given. The
complete set of solution strategies is given in Figure G.1. These are elaborated upon below this figure.

Figure G.1: Disruption Decision Tree

Solution strategy A
In solution strategy A, it is chosen to divert the flight to one of the alternative airports, await reopening of the
planned destination airport, and hereafter continuing onward to the planned destination airport.

From a fleet perspective, this solution results in an extra unforeseen cycle of the aircraft and endangers the
execution of the remainder of the planned flight schedule. This extra cycle results in additional delays for the
LCY rotation.

Looking from a crew perspective this solution strategy has implications for the allowable flight duty period of
the flight and cabin crew since an unplanned cycle is flown. Hence, this solution will most likely require an
appeal to be made on crew reserves (when available) or adjustments to the crew schedule have to be made
by applying crew swaps.

Concerning the passenger domain, the consequences of this solution are limited. The passengers of the
diverting flight reach their destination, without needing to rebook or bus them. However, these passengers
will be delayed due to the extra landing made. Furthermore, other flights might develop delays due to this
solution strategy resulting in more passengers reaching their destination with a delay.

Solution Strategy B

129



130 G. Criteria in Disruption Management Strategies

In solution strategy B it is decided to divert to one of the alternative airports and wait at this alternative
airport for the passengers to be bussed from the planned destination airport to the diversion airport. When
the passengers arrive at the diversion airport, the aircraft will depart for the flight back to AMS. This solution
induces delay into the flight schedule since the return flight to AMS is delayed by the time it takes to bus the
passengers heading for AMS to the diversion airport.

Difficulties might also arise in the crew schedule since the delay can result in the crew running out of their
legal working hours. The delay on other flights might require crew swaps or the use of crew reserves.

For the passengers of the diverted flight and the planned return, flight busses are arranged. This ensures that
the flight still can be completed. However, due to changes to the flight schedule delays might be induced on
other flights which impact the satisfaction and connections of the passengers on the delayed flights.

Solution Strategy C
This solution strategy opts to divert the flight to one of the alternative airports, drop the passengers, and ferry
empty back to AMS. Hereby, having minimal impact on the remainder of the flight and crew schedules.

Since the return flight from the planned destination airport will be cancelled the passengers have to be re-
booked to other (partner-airline) flights. Furthermore, the passengers which arrive at the diversion airport
will be bussed towards the planned destination airport. The impact on the rest of the passenger schedule is
minimal since no delays are induced on other flights due to the aircraft ferrying immediately back to AMS.

Solution Strategy D
In this solution strategy it is decided not to divert to an alternative airport, but to perform a mid-air return
back to AMS and cancelling the complete LCY rotation. Due to this decision, the aircraft is available at AMS
for the execution of other flights, and therefore not impacting the remainder of the flight and crew schedules.

In the passenger domain, there are consequences based on this decision. The passengers from the cancelled
rotation have to be rebooked onto other flight to be able to reach their planned destination. The positive is
that no other flights are impacted by this decision, and therefore only the passengers from the cancelled LCY
rotation are impacted.

Solution Strategy E
Identical to solution strategy D it is decided to perform a mid-air return back to AMS. The difference is that it
is chosen not to cancel the rotation, but to delay the rotation. Due to the delay of the rotation either another
rotation has to be cancelled (no reserves available), extensive swaps have to be made in the flight schedule or
a reserve aircraft has to be used (if reserves available).

Identically to solution strategy A, looking from the crew perspective this solution strategy has implications
for the allowable flight duty period of the flight- and cabin crew since an unplanned cycle is flown. Hence,
this solution will most likely require an appeal to be made on crew reserves (when available) or adjustments
to the crew schedule have to be made by applying crew swaps.

For passengers, there are also consequences. The passengers from the delayed rotation will naturally arrive
with a delay at their planned destination. In case no reserve aircraft is available, there is a chance that legs
have to be cancelled which results in the rebooking of passengers and possible delays on other flights.

Solution Strategy F
The prerequisite for this solution strategy is that the aircraft should have sufficient holding fuel and the re-
opening time of LCY airport is known by the decision-makers.

Staying in the holding for a longer amount of time, naturally results in extra minutes of flight. The later the
reopening time, the more delay will be induced in the schedule and the bigger the impact on the flight and
crew schedules. The later the reopening time the more likely it becomes that fleet and crew reserves have to
be used.

For the passenger domain, this solution induces some delays but ensure completion of the rotation. Again
the amount of delay depends on the reopening time of LCY airport.

An overview of the flight schedule to which these solution strategies are applied is given in Figure G.2. The ex-
act criteria values for the discussed solution strategies per selected diversion airport and reserve (un)availability
are given in Table G.1 through Table G.6.
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Figure G.2: Flight Schedule 30th July 2019
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SEN 08:20z c1 c2 c3 c4 c5 c6 c7 c8 c9 c10 c11 c12 c13 c14

A 1 48 0 1 1 420 0 1 0 0 0 0 83 0
ADST 1 48 0 1 5 0 0 1 0 0 0 0 83 25
B 0 15 0 1 1 420 0 1 3 191 0 0 55 0
BDST 0 15 0 1 14 0 0 1 3 191 0 0 55 0
C 0 10 1 0 0 0 0 0 1 95 1 58 0 0
CDST 0 10 1 0 0 0 0 0 1 95 1 58 0 0
D 0 0 2 0 0 0 0 0 0 0 2 115 0 0
DDST 0 0 2 0 0 0 0 0 0 0 2 115 0 0
E 1 85 0 1 1 420 0 1 0 0 0 0 240 0
EDST 1 85 1 1 4 300 0 1 0 0 0 0 240 0
F 0 30 0 0 0 0 0 0 0 0 0 0 0 60
FDST 0 30 0 0 0 0 0 0 0 0 0 0 0 60
SEN 08:50z c1 c2 c3 c4 c5 c6 c7 c8 c9 c10 c11 c12 c13 c14

A 1 48 0 1 1 420 0 1 0 0 0 0 83 0
ADST 1 48 0 1 5 0 0 1 0 0 0 0 83 25
B 0 15 0 1 1 420 0 1 3 191 0 0 55 0
BDST 0 15 0 1 14 0 0 1 3 191 0 0 55 0
C 0 10 1 0 0 0 0 0 1 95 1 58 0 0
CDST 0 10 1 0 0 0 0 0 1 95 1 58 0 0
D 0 0 2 0 0 0 0 0 0 0 2 115 0 0
DDST 0 0 2 0 0 0 0 0 0 0 2 115 0 0
E 1 85 0 1 1 420 0 1 0 0 0 0 240 0
EDST 1 85 1 1 4 300 0 1 0 0 0 0 240 0
F 0 60 0 0 3 60 0 0 0 0 0 0 0 150
FDST 0 60 0 1 15 0 0 1 0 0 0 0 0 55
SEN 09:20z c1 c2 c3 c4 c5 c6 c7 c8 c9 c10 c11 c12 c13 c14

A 1 48 0 1 1 420 0 1 0 0 0 0 90 0
ADST 1 48 0 1 5 0 0 1 0 0 0 0 90 25
B 0 15 0 1 1 420 0 1 3 191 0 0 55 0
BDST 0 15 0 1 14 0 0 1 3 191 0 0 55 0
C 0 10 1 0 0 0 0 0 1 95 1 58 0 0
CDST 0 10 1 0 0 0 0 0 1 95 1 58 0 0
D 0 0 2 0 0 0 0 0 0 0 2 115 0 0
DDST 0 0 2 0 0 0 0 0 0 0 2 115 0 0
E 1 85 0 1 1 420 0 1 0 0 0 0 240 0
EDST 1 85 1 1 4 300 0 1 0 0 0 0 240 0
F 0 90 0 0 3 90 0 0 0 0 0 0 0 240
FDST 0 90 0 1 14 0 0 1 0 0 0 0 0 85

Table G.1: Criteria specification solution strategies, diversion airport: SEN, Reserves Available
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SEN 08:20z c1 c2 c3 c4 c5 c6 c7 c8 c9 c10 c11 c12 c13 c14

A 0 0 2 0 0 0 0 0 0 0 4 82 83 141
ADST 1 48 0 0 6 0 1 0 0 0 0 0 83 151
B 0 15 0 0 0 0 0 0 3 191 0 0 55 180
BDST 0 15 0 1 9 0 1 0 3 191 0 0 55 115
C 0 10 1 0 0 0 0 0 1 95 1 58 0 0
CDST 0 10 1 0 0 0 0 0 1 95 1 58 0 0
D 0 0 2 0 0 0 0 0 0 0 2 115 0 0
DDST 0 0 2 0 0 0 0 0 0 0 2 115 0 0
E 0 0 2 0 0 0 0 0 0 0 6 107 240 0
EDST 0 0 2 0 0 0 0 0 0 0 6 107 240 0
F 0 30 0 0 0 0 0 0 0 0 0 0 0 60
FDST 0 30 0 1 3 0 1 0 0 0 0 0 0 80
SEN 08:50z c1 c2 c3 c4 c5 c6 c7 c8 c9 c10 c11 c12 c13 c14

A 0 0 2 0 0 0 0 0 0 0 4 82 83 141
ADST 1 48 0 0 6 0 1 0 0 0 0 0 83 151
B 0 15 0 0 0 0 0 0 3 191 0 0 55 180
BDST 0 15 0 1 9 0 1 0 3 191 0 0 55 115
C 0 10 1 0 0 0 0 0 1 95 1 58 0 0
CDST 0 10 1 0 0 0 0 0 1 95 1 58 0 0
D 0 0 2 0 0 0 0 0 0 0 2 115 0 0
DDST 0 0 2 0 0 0 0 0 0 0 2 115 0 0
E 0 0 2 0 0 0 0 0 0 0 6 107 240 0
EDST 0 0 2 0 0 0 0 0 0 0 6 107 240 0
F 0 60 0 0 0 0 0 0 0 0 0 0 0 235
FDST 0 60 0 1 3 0 1 0 0 0 0 0 0 110
SEN 09:20z c1 c2 c3 c4 c5 c6 c7 c8 c9 c10 c11 c12 c13 c14

A 0 0 2 0 0 0 0 0 0 0 4 82 90 155
ADST 1 48 0 0 6 0 1 0 0 0 0 0 100 185
B 0 15 0 0 0 0 0 0 3 191 0 0 55 180
BDST 0 15 0 1 9 0 1 0 3 191 0 0 55 115
C 0 10 1 0 0 0 0 0 1 95 1 58 0 0
CDST 0 10 1 0 0 0 0 0 1 95 1 58 0 0
D 0 0 2 0 0 0 0 0 0 0 2 115 0 0
DDST 0 0 2 0 0 0 0 0 0 0 2 115 0 0
E 0 0 2 0 0 0 0 0 0 0 6 107 240 0
EDST 0 0 2 0 0 0 0 0 0 0 6 107 240 0
F 0 0 2 0 0 0 0 0 0 0 4 82 0 230
FDST 0 90 0 0 5 0 1 0 0 0 0 0 0 265

Table G.2: Criteria specification solution strategies, diversion airport: SEN, Reserves Unavailable
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SOU 08:20z c1 c2 c3 c4 c5 c6 c7 c8 c9 c10 c11 c12 c13 c14

A 1 68 0 1 1 420 0 1 0 0 0 0 103 0
ADST 1 68 0 1 14 0 0 1 0 0 0 0 103 6
B 0 30 0 1 1 420 0 1 3 191 0 0 130 0
BDST 0 30 0 1 4 300 0 1 3 191 0 0 130 0
C 0 45 1 1 1 420 0 1 1 95 1 58 0 0
CDST 0 45 1 1 3 0 0 1 1 95 1 58 0 25
D 0 0 2 0 0 0 0 0 0 0 2 115 0 0
DDST 0 0 2 0 0 0 0 0 0 0 2 115 0 0
E 1 85 0 1 1 420 0 1 0 0 0 0 240 0
EDST 1 85 1 1 4 300 0 1 0 0 0 0 240 0
F 0 30 0 0 0 0 0 0 0 0 0 0 0 60
FDST 0 30 0 0 0 0 0 0 0 0 0 0 0 60
SOU 08:50z c1 c2 c3 c4 c5 c6 c7 c8 c9 c10 c11 c12 c13 c14

A 1 68 0 1 1 420 0 1 0 0 0 0 103 0
ADST 1 68 0 1 14 0 0 1 0 0 0 0 103 6
B 0 30 0 1 1 420 0 1 3 191 0 0 130 0
BDST 0 30 0 1 4 300 0 1 3 191 0 0 130 0
C 0 45 1 1 1 420 0 1 1 95 1 58 0 0
CDST 0 45 1 1 3 0 0 1 1 95 1 58 0 25
D 0 0 2 0 0 0 0 0 0 0 2 115 0 0
DDST 0 0 2 0 0 0 0 0 0 0 2 115 0 0
E 1 85 0 1 1 420 0 1 0 0 0 0 240 0
EDST 1 85 1 1 4 300 0 1 0 0 0 0 240 0
F 0 60 0 0 3 60 0 0 0 0 0 0 0 150
FDST 0 60 0 1 15 0 0 1 0 0 0 0 0 55
SOU 09:20z c1 c2 c3 c4 c5 c6 c7 c8 c9 c10 c11 c12 c13 c14

A 1 68 0 1 1 420 0 1 0 0 0 0 103 0
ADST 1 68 0 1 14 0 0 1 0 0 0 0 103 6
B 0 30 0 1 1 420 0 1 3 191 0 0 130 0
BDST 0 30 0 1 4 300 0 1 3 191 0 0 130 0
C 0 45 1 1 1 420 0 1 1 95 1 58 0 0
CDST 0 45 1 1 3 0 0 1 1 95 1 58 0 25
D 0 0 2 0 0 0 0 0 0 0 2 115 0 0
DDST 0 0 2 0 0 0 0 0 0 0 2 115 0 0
E 1 85 0 1 1 420 0 1 0 0 0 0 240 0
EDST 1 85 1 1 4 300 0 1 0 0 0 0 240 0
F 0 90 0 0 3 90 0 0 0 0 0 0 0 240
FDST 0 90 0 1 14 0 0 1 0 0 0 0 0 85

Table G.3: Criteria specification solution strategies, diversion airport: SOU, Reserves Available
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SOU 08:20z c1 c2 c3 c4 c5 c6 c7 c8 c9 c10 c11 c12 c13 c14

A 0 0 2 0 0 0 0 0 0 0 4 82 103 181
ADST 1 68 0 0 6 0 1 0 0 0 0 0 103 191
B 0 0 2 0 0 0 0 0 2 190 4 82 250 115
BDST 0 30 0 0 5 0 1 0 3 191 0 0 250 150
C 0 45 1 0 0 0 0 0 1 95 1 58 0 130
CDST 0 45 1 1 9 0 1 0 1 95 1 58 0 25
D 0 0 2 0 0 0 0 0 0 0 2 115 0 0
DDST 0 0 2 0 0 0 0 0 0 0 2 115 0 0
E 0 0 2 0 0 0 0 0 0 0 6 107 240 0
EDST 0 0 2 0 0 0 0 0 0 0 6 107 240 0
F 0 30 0 0 0 0 0 0 0 0 0 0 0 60
FDST 0 30 0 1 3 0 1 0 0 0 0 0 0 80
SOU 08:50z c1 c2 c3 c4 c5 c6 c7 c8 c9 c10 c11 c12 c13 c14

A 0 0 2 0 0 0 0 0 0 0 4 82 103 181
ADST 1 68 0 0 6 0 1 0 0 0 0 0 103 191
B 0 0 2 0 0 0 0 0 2 190 4 82 250 115
BDST 0 30 0 0 5 0 1 0 3 191 0 0 250 150
C 0 45 1 0 0 0 0 0 1 95 1 58 0 130
CDST 0 45 1 1 9 0 1 0 1 95 1 58 0 25
D 0 0 2 0 0 0 0 0 0 0 2 115 0 0
DDST 0 0 2 0 0 0 0 0 0 0 2 115 0 0
E 0 0 2 0 0 0 0 0 0 0 6 107 240 0
EDST 0 0 2 0 0 0 0 0 0 0 6 107 240 0
F 0 60 0 0 0 0 0 0 0 0 0 0 0 235
FDST 0 60 0 1 3 0 1 0 0 0 0 0 0 110
SOU 09:20z c1 c2 c3 c4 c5 c6 c7 c8 c9 c10 c11 c12 c13 c14

A 0 0 2 0 0 0 0 0 0 0 4 82 103 181
ADST 1 68 0 0 6 0 1 0 0 0 0 0 103 191
B 0 0 2 0 0 0 0 0 2 190 4 82 250 115
BDST 0 30 0 0 5 0 1 0 3 191 0 0 250 150
C 0 45 1 0 0 0 0 0 1 95 1 58 0 130
CDST 0 45 1 1 9 0 1 0 1 95 1 58 0 25
D 0 0 2 0 0 0 0 0 0 0 2 115 0 0
DDST 0 0 2 0 0 0 0 0 0 0 2 115 0 0
E 0 0 2 0 0 0 0 0 0 0 6 107 240 0
EDST 0 0 2 0 0 0 0 0 0 0 6 107 240 0
F 0 0 2 0 0 0 0 0 0 0 4 82 0 230
FDST 0 90 0 0 5 0 1 0 0 0 0 0 0 265

Table G.4: Criteria specification solution strategies, diversion airport: SOU, Reserves Unavailable
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NWI 08:20z c1 c2 c3 c4 c5 c6 c7 c8 c9 c10 c11 c12 c13 c14

A 1 80 0 1 1 420 0 1 0 0 0 0 115 0
ADST 1 80 0 1 4 300 0 1 0 0 0 0 115 0
B 0 40 0 1 1 420 0 1 3 191 0 0 150 0
BDST 0 40 0 1 4 330 0 1 3 191 0 0 150 0
C 0 30 1 0 0 0 0 0 1 95 1 58 0 55
CDST 0 30 1 0 0 0 0 0 1 95 1 58 0 55
D 0 0 2 0 0 0 0 0 0 0 2 115 0 0
DDST 0 0 2 0 0 0 0 0 0 0 2 115 0 0
E 1 85 0 1 1 420 0 1 0 0 0 0 240 0
EDST 1 85 1 1 4 300 0 1 0 0 0 0 240 0
F 0 30 0 0 0 0 0 0 0 0 0 0 0 60
FDST 0 30 0 0 0 0 0 0 0 0 0 0 0 60
NWI 08:50z c1 c2 c3 c4 c5 c6 c7 c8 c9 c10 c11 c12 c13 c14

A 1 80 0 1 1 420 0 1 0 0 0 0 115 0
ADST 1 80 0 1 4 300 0 1 0 0 0 0 115 0
B 0 40 0 1 1 420 0 1 3 191 0 0 150 0
BDST 0 40 0 1 4 330 0 1 3 191 0 0 150 0
C 0 30 1 0 0 0 0 0 1 95 1 58 0 55
CDST 0 30 1 0 0 0 0 0 1 95 1 58 0 55
D 0 0 2 0 0 0 0 0 0 0 2 115 0 0
DDST 0 0 2 0 0 0 0 0 0 0 2 115 0 0
E 1 85 0 1 1 420 0 1 0 0 0 0 240 0
EDST 1 85 1 1 4 300 0 1 0 0 0 0 240 0
F 0 60 0 0 3 60 0 0 0 0 0 0 0 150
FDST 0 60 0 1 15 0 0 1 0 0 0 0 0 55
NWI 09:20z c1 c2 c3 c4 c5 c6 c7 c8 c9 c10 c11 c12 c13 c14

A 1 80 0 1 1 420 0 1 0 0 0 0 115 0
ADST 1 80 0 1 4 300 0 1 0 0 0 0 115 0
B 0 40 0 1 1 420 0 1 3 191 0 0 150 0
BDST 0 40 0 1 4 330 0 1 3 191 0 0 150 0
C 0 30 1 0 0 0 0 0 1 95 1 58 0 55
CDST 0 30 1 0 0 0 0 0 1 95 1 58 0 55
D 0 0 2 0 0 0 0 0 0 0 2 115 0 0
DDST 0 0 2 0 0 0 0 0 0 0 2 115 0 0
E 1 85 0 1 1 420 0 1 0 0 0 0 240 0
EDST 1 85 1 1 4 300 0 1 0 0 0 0 240 0
F 0 90 0 0 3 90 0 0 0 0 0 0 0 240
FDST 0 90 0 1 14 0 0 1 0 0 0 0 0 85

Table G.5: Criteria specification solution strategies, diversion airport: NWI, Reserves Available
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NWI 08:20z c1 c2 c3 c4 c5 c6 c7 c8 c9 c10 c11 c12 c13 c14

A 0 0 2 0 0 0 0 0 0 0 4 82 220 100
ADST 1 80 0 0 5 0 1 0 0 0 0 0 220 135
B 0 0 2 0 0 0 0 0 3 191 6 107 150 0
BDST 0 0 2 0 0 0 0 0 3 191 6 107 150 0
C 0 30 1 0 0 0 0 0 1 95 1 58 0 55
CDST 0 30 1 1 8 0 1 0 1 95 1 58 0 30
D 0 0 2 0 0 0 0 0 0 0 2 115 0 0
DDST 0 0 2 0 0 0 0 0 0 0 2 115 0 0
E 0 0 2 0 0 0 0 0 0 0 6 107 240 0
EDST 0 0 2 0 0 0 0 0 0 0 6 107 240 0
F 0 30 0 0 0 0 0 0 0 0 0 0 0 60
FDST 0 30 0 1 3 0 1 0 0 0 0 0 0 80
NWI 08:50z c1 c2 c3 c4 c5 c6 c7 c8 c9 c10 c11 c12 c13 c14

A 0 0 2 0 0 0 0 0 0 0 4 82 220 100
ADST 1 80 0 0 5 0 1 0 0 0 0 0 220 135
B 0 0 2 0 0 0 0 0 3 191 6 107 150 0
BDST 0 0 2 0 0 0 0 0 3 191 6 107 150 0
C 0 30 1 0 0 0 0 0 1 95 1 58 0 55
CDST 0 30 1 1 8 0 1 0 1 95 1 58 0 30
D 0 0 2 0 0 0 0 0 0 0 2 115 0 0
DDST 0 0 2 0 0 0 0 0 0 0 2 115 0 0
E 0 0 2 0 0 0 0 0 0 0 6 107 240 0
EDST 0 0 2 0 0 0 0 0 0 0 6 107 240 0
F 0 60 0 0 0 0 0 0 0 0 0 0 0 235
FDST 0 60 0 1 3 0 1 0 0 0 0 0 0 110
NWI 09:20z c1 c2 c3 c4 c5 c6 c7 c8 c9 c10 c11 c12 c13 c14

A 0 0 2 0 0 0 0 0 0 0 4 82 220 100
ADST 1 80 0 0 5 0 1 0 0 0 0 0 220 135
B 0 0 2 0 0 0 0 0 3 191 6 107 150 0
BDST 0 0 2 0 0 0 0 0 3 191 6 107 150 0
C 0 30 1 0 0 0 0 0 1 95 1 58 0 55
CDST 0 30 1 1 8 0 1 0 1 95 1 58 0 30
D 0 0 2 0 0 0 0 0 0 0 2 115 0 0
DDST 0 0 2 0 0 0 0 0 0 0 2 115 0 0
E 0 0 2 0 0 0 0 0 0 0 6 107 240 0
EDST 0 0 2 0 0 0 0 0 0 0 6 107 240 0
F 0 0 2 0 0 0 0 0 0 0 4 82 0 230
FDST 0 90 0 0 5 0 1 0 0 0 0 0 0 265

Table G.6: Criteria specification solution strategies, diversion airport: NWI, Reserves Unavailable





H
Results tactical control mode

The results of the agents operating in the tactical control mode are presented in this chapter. In the tactical
control mode, the Clarke Tax Algorithm is used as decision-making mechanism. For this algorithm the costs,
taxes paid and resulting total obtained utility inherent to a solution strategy are the important characteristics.
These values resulting from the decision made in the tactical control mode are given in Table H.1. For details
about the technical implementation of the Clarke Tax Algorithm as decision-making mechanism and the
explanation of the results, one is referred to the scientific paper in Part I of this report.
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SEN Decision FCo Cost CC Cost CD Cost FCo Tax CC Tax CD Tax Total Utility
Scenario 1a BDST e1.172 e10.000 e13.451 e8.091 e0 e0 e32.714
Scenario 1b BDST e1.172 e10.000 e13.451 e8.091 e0 e0 e32.714
Scenario 1c BDST e1.172 e10.000 e13.451 e7.703 e0 e0 e32.326
Scenario 2a BDST e200 e5.000 e21.588 e7.641 e0 e26.588 e61.017
Scenario 2b BDST e200 e5.000 e21.588 e7.641 e0 e26.588 e61.017
Scenario 2c BDST e200 e5.000 e21.588 e7.641 e0 e26.588 e61.017
Scenario 3a F e401 e0 e4.515 e0 e0 e0 e4.916
Scenario 3b FDST e1.773 e10.000 e4.527 e4.285 e0 e5.498 e26.083
Scenario 3c FDST e2.174 e10.000 e6.661 e0 e0 e7.663 e26.498
Scenario 4a F e401 e0 e4.515 e0 e0 e4.716 e9.632
Scenario 4b FDST e1.773 e5.000 e8.122 e0 e0 e14.695 e29.590
Scenario 4c FDST e1.202 e5.000 e20.541 e7.596 e0 e26.543 e60.882

SOU Decision FCo Cost CC Cost CD Cost FCo Tax CC Tax CD Tax Total Utility
Scenario 1a ADST e16.880 e10.000 e7.698 e17.206 e0 e10.506 e62.290
Scenario 1b ADST e16.880 e10.000 e7.698 e17.206 e0 e10.506 e62.290
Scenario 1c ADST e16.880 e10.000 e7.698 e17.206 e0 e10.506 e62.290
Scenario 2a ADST e15.909 e5.000 e21.784 e0 e0 e37.292 e79.985
Scenario 2b ADST e15.909 e5.000 e21.784 e0 e0 e37.292 e79.985
Scenario 2c ADST e15.909 e5.000 e21.784 e0 e0 e37.292 e79.985
Scenario 3a F e401 e0 e4.515 e0 e0 e0 e4.916
Scenario 3b FDST e1.773 e10.000 e4.527 e4.285 e0 e5.498 e26.083
Scenario 3c FDST e2.174 e10.000 e6.661 e0 e0 e0 e18.835
Scenario 4a F e401 e0 e4.515 e0 e0 e0 e4.916
Scenario 4b FDST e1.773 e5.000 e8.122 e0 e0 e14.093 e28.988
Scenario 4c FDST e1.202 e5.000 e20.541 e0 e0 e21.342 e48.085

NWI Decision FCo Cost CC Cost CD Cost FCo Tax CC Tax CD Tax Total Utility
Scenario 1a C e12.901 e0 e26.213 e21.547 e0 e0 e60.661
Scenario 1b C e12.901 e0 e26.213 e21.547 e0 e0 e60.661
Scenario 1c C e12.901 e0 e26.213 e21.547 e0 e0 e60.661
Scenario 2a C e12.901 e0 e26.213 e0 e0 e0 e39.114
Scenario 2b C e12.901 e0 e26.213 e0 e0 e0 e39.114
Scenario 2c C e12.901 e0 e26.213 e0 e0 e0 e39.114
Scenario 3a F e401 e0 e4.515 e0 e0 e0 e4.916
Scenario 3b FDST e1.773 e10.000 e4.527 e4.285 e0 e5.498 e26.083
Scenario 3c FDST e2.174 e10.000 e6.661 e0 e0 e0 e18.835
Scenario 4a F e401 e0 e4.515 e0 e0 e0 e4.916
Scenario 4b FDST e1.773 e5.000 e8.122 e0 e0 e14.093 e28.988
Scenario 4c FDST e1.202 e5.000 e20.541 e0 e0 e0 e26.743

Table H.1: Clarke Tax Results - Diversion airport: SEN/SOU/NWI



I
Results strategic control mode

The results generated by the model for the agents operating in the strategic control mode, and using the
MCDM decision-making mechanism, are two-fold. The first part of the results are the criteria weights that
are a result of the pairwise comparison matrices from Appendix D. The resulting criteria weights are depicted
in Table I.1. The second part of the results are the relative preference values of the agents on the solution
strategies that are a consequence of the criteria weights. The resulting preference values are given in Table I.2
through Table I.5. For details about the technical implementation of the MCDM decision-making mechanism
and the reasoning behind the results, one is referred to the scientific paper in Part I of this report.
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Table I.1: Criteria Weights per context and reserve availability



143

SEN A ADST B BDST C CDST D DDST E EDST

1a-I 0.613 0.548 0.657 0.702 0.833 0.833 0.691 0.691 0.492 0.409
1a-II 0.587 0.639 0.635 0.735 0.800 0.800 0.628 0.628 0.516 0.398
1a-III 0.639 0.668 0.644 0.625 0.790 0.790 0.612 0.612 0.583 0.444
1a-IV 0.766 0.696 0.822 0.821 0.728 0.728 0.502 0.502 0.626 0.577
1b-I 0.613 0.548 0.657 0.702 0.833 0.833 0.691 0.691 0.492 0.409
1b-II 0.587 0.639 0.635 0.735 0.800 0.800 0.628 0.628 0.516 0.398
1b-III 0.639 0.668 0.644 0.625 0.790 0.790 0.612 0.612 0.583 0.444
1b-IV 0.766 0.696 0.822 0.821 0.728 0.728 0.502 0.502 0.626 0.577
1c-I 0.608 0.543 0.657 0.702 0.833 0.833 0.691 0.691 0.492 0.409
1c-II 0.585 0.637 0.635 0.735 0.800 0.800 0.628 0.628 0.516 0.398
1c-III 0.637 0.667 0.644 0.625 0.790 0.790 0.612 0.612 0.583 0.444
1c-IV 0.761 0.691 0.822 0.821 0.728 0.728 0.502 0.502 0.626 0.577
SOU A ADST B BDST C CDST D DDST E EDST

1a-I 0.593 0.609 0.600 0.613 0.546 0.484 0.691 0.691 0.492 0.409
1a-II 0.568 0.651 0.603 0.633 0.455 0.511 0.628 0.628 0.516 0.398
1a-III 0.627 0.601 0.618 0.619 0.474 0.521 0.612 0.612 0.583 0.444
1a-IV 0.738 0.720 0.757 0.757 0.616 0.547 0.502 0.502 0.626 0.577
1b-I 0.593 0.609 0.600 0.613 0.546 0.484 0.691 0.691 0.492 0.409
1b-II 0.568 0.651 0.603 0.633 0.455 0.511 0.628 0.628 0.516 0.398
1b-III 0.627 0.601 0.618 0.619 0.474 0.521 0.612 0.612 0.583 0.444
1b-IV 0.738 0.720 0.757 0.757 0.616 0.547 0.502 0.502 0.626 0.577
1c-I 0.593 0.609 0.600 0.613 0.546 0.484 0.691 0.691 0.492 0.409
1c-II 0.568 0.651 0.603 0.633 0.455 0.511 0.628 0.628 0.516 0.398
1c-III 0.627 0.601 0.618 0.619 0.474 0.521 0.612 0.612 0.583 0.444
1c-IV 0.738 0.720 0.757 0.757 0.616 0.547 0.502 0.502 0.626 0.577
NWI A ADST B BDST C CDST D DDST E EDST

1a-I 0.578 0.583 0.580 0.580 0.707 0.707 0.691 0.691 0.489 0.397
1a-II 0.550 0.562 0.584 0.586 0.716 0.716 0.628 0.628 0.510 0.373
1a-III 0.598 0.535 0.588 0.518 0.754 0.754 0.612 0.612 0.562 0.358
1a-IV 0.721 0.717 0.734 0.730 0.641 0.641 0.502 0.502 0.625 0.571
1b-I 0.578 0.583 0.580 0.580 0.707 0.707 0.691 0.691 0.489 0.397
1b-II 0.550 0.562 0.584 0.586 0.716 0.716 0.628 0.628 0.510 0.373
1b-III 0.598 0.535 0.588 0.518 0.754 0.754 0.612 0.612 0.562 0.358
1b-IV 0.721 0.717 0.734 0.730 0.641 0.641 0.502 0.502 0.625 0.571
1c-I 0.578 0.583 0.580 0.580 0.707 0.707 0.691 0.691 0.489 0.397
1c-II 0.550 0.562 0.584 0.586 0.716 0.716 0.628 0.628 0.510 0.373
1c-III 0.598 0.535 0.588 0.518 0.754 0.754 0.612 0.612 0.562 0.358
1c-IV 0.721 0.717 0.734 0.730 0.641 0.641 0.502 0.502 0.625 0.571

Table I.2: Solution preference Scenario 1 - Diversion airport: SEN/SOU/NWI
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SEN A ADST B BDST C CDST D DDST E EDST

2a-I 0.699 0.421 0.876 0.643 0.870 0.870 0.784 0.784 0.672 0.672
2a-II 0.680 0.430 0.870 0.659 0.857 0.857 0.762 0.762 0.669 0.669
2a-III 0.685 0.452 0.900 0.686 0.838 0.838 0.731 0.731 0.635 0.635
2a-IV 0.691 0.466 0.923 0.676 0.841 0.841 0.727 0.727 0.636 0.636
2b-I 0.699 0.421 0.876 0.643 0.870 0.870 0.784 0.784 0.672 0.672
2b-II 0.680 0.430 0.870 0.659 0.857 0.857 0.762 0.762 0.669 0.669
2b-III 0.685 0.452 0.900 0.686 0.838 0.838 0.731 0.731 0.635 0.635
2b-IV 0.691 0.466 0.923 0.676 0.841 0.841 0.727 0.727 0.636 0.636
2c-I 0.699 0.421 0.876 0.643 0.870 0.870 0.784 0.784 0.672 0.672
2c-II 0.680 0.430 0.870 0.659 0.857 0.857 0.762 0.762 0.669 0.669
2c-III 0.685 0.452 0.900 0.686 0.838 0.838 0.731 0.731 0.635 0.635
2c-IV 0.691 0.466 0.923 0.676 0.841 0.841 0.727 0.727 0.636 0.636
SOU A ADST B BDST C CDST D DDST E EDST

2a-I 0.682 0.404 0.640 0.624 0.789 0.569 0.784 0.784 0.676 0.676
2a-II 0.664 0.414 0.633 0.643 0.771 0.573 0.762 0.762 0.672 0.672
2a-III 0.676 0.443 0.622 0.661 0.785 0.576 0.731 0.731 0.638 0.638
2a-IV 0.683 0.458 0.646 0.687 0.788 0.545 0.727 0.727 0.638 0.638
2b-I 0.682 0.404 0.640 0.624 0.789 0.569 0.784 0.784 0.676 0.676
2b-II 0.664 0.414 0.633 0.643 0.771 0.573 0.762 0.762 0.672 0.672
2b-III 0.676 0.443 0.622 0.661 0.785 0.576 0.731 0.731 0.638 0.638
2b-IV 0.683 0.458 0.646 0.687 0.788 0.545 0.727 0.727 0.638 0.638
2c-I 0.682 0.404 0.640 0.624 0.789 0.569 0.784 0.784 0.676 0.676
2c-II 0.664 0.414 0.633 0.643 0.771 0.573 0.762 0.762 0.672 0.672
2c-III 0.676 0.443 0.622 0.661 0.785 0.576 0.731 0.731 0.638 0.638
2c-IV 0.683 0.458 0.646 0.687 0.788 0.545 0.727 0.727 0.638 0.638
NWI A ADST B BDST C CDST D DDST E EDST

2a-I 0.649 0.359 0.695 0.695 0.830 0.586 0.784 0.784 0.672 0.672
2a-II 0.643 0.379 0.679 0.679 0.814 0.590 0.762 0.762 0.669 0.669
2a-III 0.648 0.412 0.627 0.627 0.814 0.594 0.731 0.731 0.635 0.635
2a-IV 0.658 0.429 0.646 0.646 0.817 0.566 0.727 0.727 0.636 0.636
2b-I 0.649 0.359 0.695 0.695 0.830 0.586 0.784 0.784 0.672 0.672
2b-II 0.643 0.379 0.679 0.679 0.814 0.590 0.762 0.762 0.669 0.669
2b-III 0.648 0.412 0.627 0.627 0.814 0.594 0.731 0.731 0.635 0.635
2b-IV 0.658 0.429 0.646 0.646 0.817 0.566 0.727 0.727 0.636 0.636
2c-I 0.649 0.359 0.695 0.695 0.830 0.586 0.784 0.784 0.672 0.672
2c-II 0.643 0.379 0.679 0.679 0.814 0.590 0.762 0.762 0.669 0.669
2c-III 0.648 0.412 0.627 0.627 0.814 0.594 0.731 0.731 0.635 0.635
2c-IV 0.658 0.429 0.646 0.646 0.817 0.566 0.727 0.727 0.636 0.636

Table I.3: Solution preference Scenario 2 - Diversion airport: SEN/SOU/NWI
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SE
N

A
A

D
ST

B
B

D
ST

C
C

D
ST

D
D

D
ST

E
E

D
ST

F
F

D
ST

3a-I
0.613

0.619
0.657

0.702
0.833

0.833
0.691

0.691
0.492

0.409
0.871

0.871
3a-II

0.587
0.680

0.635
0.735

0.800
0.800

0.628
0.628

0.516
0.398

0.909
0.909

3a-III
0.639

0.685
0.644

0.625
0.790

0.790
0.612

0.612
0.583

0.444
0.961

0.961
3a-IV

0.766
0.739

0.822
0.821

0.728
0.728

0.502
0.502

0.626
0.577

0.907
0.907

3b
-I

0.613
0.649

0.657
0.703

0.833
0.833

0.691
0.691

0.492
0.410

0.850
0.706

3b
-II

0.587
0.699

0.635
0.738

0.800
0.800

0.628
0.628

0.516
0.398

0.863
0.712

3b
-III

0.640
0.695

0.644
0.633

0.790
0.790

0.612
0.612

0.584
0.446

0.913
0.647

3b
-IV

0.766
0.758

0.822
0.822

0.728
0.728

0.502
0.502

0.626
0.577

0.885
0.843

3c-I
0.609

0.652
0.657

0.702
0.834

0.834
0.691

0.691
0.493

0.411
0.838

0.700
3c-II

0.587
0.702

0.635
0.736

0.800
0.800

0.628
0.628

0.519
0.401

0.836
0.696

3c-III
0.638

0.693
0.644

0.625
0.790

0.790
0.612

0.612
0.585

0.445
0.897

0.638
3c-IV

0.763
0.759

0.822
0.822

0.729
0.729

0.502
0.502

0.629
0.580

0.869
0.828

SO
U

A
A

D
ST

B
B

D
ST

C
C

D
ST

D
D

D
ST

E
E

D
ST

F
F

D
ST

3a-I
0.593

0.626
0.600

0.613
0.546

0.554
0.691

0.691
0.492

0.409
0.871

0.871
3a-II

0.568
0.661

0.603
0.633

0.455
0.553

0.628
0.628

0.516
0.398

0.909
0.909

3a-III
0.627

0.605
0.618

0.619
0.474

0.538
0.612

0.612
0.583

0.444
0.961

0.961
3a-IV

0.738
0.730

0.757
0.757

0.616
0.590

0.502
0.502

0.626
0.577

0.907
0.907

3b
-I

0.593
0.634

0.600
0.614

0.546
0.584

0.691
0.691

0.492
0.410

0.850
0.706

3b
-II

0.568
0.667

0.603
0.634

0.455
0.571

0.628
0.628

0.516
0.398

0.863
0.712

3b
-III

0.627
0.615

0.618
0.621

0.475
0.547

0.612
0.612

0.584
0.446

0.913
0.647

3b
-IV

0.739
0.735

0.757
0.757

0.616
0.609

0.502
0.502

0.626
0.577

0.885
0.843

3c-I
0.594

0.636
0.600

0.614
0.546

0.592
0.691

0.691
0.493

0.411
0.838

0.700
3c-II

0.570
0.669

0.604
0.634

0.456
0.577

0.628
0.628

0.519
0.401

0.836
0.696

3c-III
0.628

0.609
0.618

0.619
0.475

0.548
0.612

0.612
0.585

0.445
0.897

0.638
3c-IV

0.741
0.738

0.758
0.758

0.617
0.615

0.502
0.502

0.629
0.580

0.869
0.828

N
W

I
A

A
D

ST
B

B
D

ST
C

C
D

ST
D

D
D

ST
E

E
D

ST
F

F
D

ST

3a-I
0.578

0.583
0.580

0.580
0.717

0.717
0.691

0.691
0.489

0.397
0.871

0.871
3a-II

0.550
0.562

0.584
0.586

0.721
0.721

0.628
0.628

0.510
0.373

0.909
0.909

3a-III
0.598

0.535
0.588

0.518
0.757

0.757
0.612

0.612
0.562

0.358
0.961

0.961
3a-IV

0.721
0.717

0.734
0.730

0.648
0.648

0.502
0.502

0.625
0.571

0.907
0.907

3b
-I

0.582
0.595

0.583
0.593

0.783
0.783

0.691
0.691

0.492
0.410

0.850
0.706

3b
-II

0.556
0.587

0.590
0.612

0.761
0.761

0.628
0.628

0.516
0.398

0.863
0.712

3b
-III

0.620
0.622

0.610
0.605

0.773
0.773

0.612
0.612

0.584
0.446

0.913
0.647

3b
-IV

0.722
0.722

0.736
0.735

0.688
0.688

0.502
0.502

0.626
0.577

0.885
0.843

3c-I
0.583

0.596
0.583

0.593
0.801

0.801
0.691

0.691
0.493

0.411
0.838

0.700
3c-II

0.559
0.589

0.592
0.612

0.771
0.771

0.628
0.628

0.519
0.401

0.836
0.696

3c-III
0.621

0.622
0.610

0.604
0.777

0.777
0.612

0.612
0.585

0.445
0.897

0.638
3c-IV

0.725
0.725

0.737
0.737

0.700
0.700

0.502
0.502

0.629
0.580

0.869
0.828

Table I.4: Solution preference Scenario 3 - Diversion airport: SEN/SOU/NWI



146 I. Results strategic control mode
SE

N
A

A
D

ST
B

B
D

ST
C

C
D

ST
D

D
D

ST
E

E
D

ST
F

F
D

ST

4a-I
0.699

0.421
0.876

0.643
0.870

0.870
0.784

0.784
0.672

0.672
0.928

0.684
4a-II

0.680
0.430

0.870
0.659

0.857
0.857

0.762
0.762

0.669
0.669

0.925
0.691

4a-III
0.685

0.452
0.900

0.686
0.838

0.838
0.731

0.731
0.635

0.635
0.944

0.737
4a-IV

0.691
0.466

0.923
0.676

0.841
0.841

0.727
0.727

0.636
0.636

0.942
0.702

4b
-I

0.711
0.450

0.896
0.658

0.874
0.874

0.784
0.784

0.672
0.672

0.854
0.653

4b
-II

0.693
0.461

0.892
0.674

0.860
0.860

0.762
0.762

0.669
0.669

0.847
0.659

4b
-III

0.690
0.473

0.912
0.695

0.841
0.841

0.731
0.731

0.635
0.635

0.898
0.709

4b
-IV

0.696
0.487

0.934
0.685

0.844
0.844

0.727
0.727

0.636
0.636

0.895
0.672

4c-I
0.709

0.461
0.909

0.668
0.878

0.878
0.784

0.784
0.672

0.672
0.725

0.669
4c-II

0.692
0.474

0.905
0.685

0.865
0.865

0.762
0.762

0.669
0.669

0.699
0.670

4c-III
0.689

0.486
0.920

0.703
0.845

0.845
0.731

0.731
0.635

0.635
0.705

0.712
4c-IV

0.695
0.503

0.943
0.693

0.849
0.849

0.727
0.727

0.636
0.636

0.710
0.710

SO
U

A
A

D
ST

B
B

D
ST

C
C

D
ST

D
D

D
ST

E
E

D
ST

F
F

D
ST

4a-I
0.682

0.404
0.640

0.624
0.789

0.569
0.784

0.784
0.676

0.676
0.944

0.701
4a-II

0.664
0.414

0.633
0.643

0.771
0.573

0.762
0.762

0.672
0.672

0.941
0.708

4a-III
0.676

0.443
0.622

0.661
0.785

0.576
0.731

0.731
0.638

0.638
0.958

0.752
4a-IV

0.683
0.458

0.646
0.687

0.788
0.545

0.727
0.727

0.638
0.638

0.957
0.718

4b
-I

0.694
0.417

0.648
0.633

0.797
0.570

0.784
0.784

0.676
0.676

0.863
0.662

4b
-II

0.677
0.428

0.641
0.653

0.780
0.575

0.762
0.762

0.672
0.672

0.856
0.668

4b
-III

0.681
0.449

0.625
0.665

0.788
0.576

0.731
0.731

0.638
0.638

0.906
0.718

4b
-IV

0.688
0.463

0.649
0.691

0.791
0.546

0.727
0.727

0.638
0.638

0.904
0.681

4c-I
0.699

0.442
0.651

0.647
0.814

0.584
0.784

0.784
0.676

0.676
0.725

0.669
4c-II

0.683
0.454

0.645
0.667

0.798
0.589

0.762
0.762

0.672
0.672

0.699
0.670

4c-III
0.683

0.470
0.627

0.675
0.802

0.589
0.731

0.731
0.638

0.638
0.705

0.712
4c-IV

0.690
0.485

0.650
0.701

0.805
0.559

0.727
0.727

0.638
0.638

0.710
0.710

N
W

I
A

A
D

ST
B

B
D

ST
C

C
D

ST
D

D
D

ST
E

E
D

ST
F

F
D

ST

4a-I
0.649

0.359
0.695

0.695
0.830

0.586
0.784

0.784
0.672

0.672
0.941

0.693
4a-II

0.643
0.379

0.679
0.679

0.814
0.590

0.762
0.762

0.669
0.669

0.938
0.700

4a-III
0.648

0.412
0.627

0.627
0.814

0.594
0.731

0.731
0.635

0.635
0.960

0.750
4a-IV

0.658
0.429

0.646
0.646

0.817
0.566

0.727
0.727

0.636
0.636

0.959
0.717

4b
-I

0.670
0.387

0.695
0.695

0.841
0.592

0.784
0.784

0.672
0.672

0.874
0.672

4b
-II

0.665
0.409

0.679
0.679

0.826
0.597

0.762
0.762

0.669
0.669

0.867
0.678

4b
-III

0.657
0.424

0.627
0.627

0.819
0.597

0.731
0.731

0.635
0.635

0.916
0.726

4b
-IV

0.666
0.440

0.646
0.646

0.822
0.568

0.727
0.727

0.636
0.636

0.915
0.691

4c-I
0.673

0.400
0.695

0.695
0.846

0.596
0.784

0.784
0.672

0.672
0.725

0.667
4c-II

0.669
0.423

0.679
0.679

0.832
0.601

0.762
0.762

0.669
0.669

0.699
0.668

4c-III
0.659

0.434
0.627

0.627
0.822

0.600
0.731

0.731
0.635

0.635
0.705

0.710
4c-IV

0.667
0.450

0.646
0.646

0.826
0.572

0.727
0.727

0.636
0.636

0.710
0.708

Table I.5: Solution preference Scenario 4 - Diversion airport: SEN/SOU/NWI
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