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Abstract

In this thesis, a novel ground structure based thermofluid topology optimization method is presented which
is applicable to problems with creeping flow. Creeping flow, also called Stokes flow, is found in a variety of
engineering applications, primarily in the field of microfluidics. Topology optimization (TO) is a computa-
tional method that can generate optimized material layouts for systems/devices, given a certain performance
objective and constraints. TO can be used to optimize fluid channel layouts of cooling devices; this is typically
done with density-based TO and a Darcy-Stokes flow model. While this approach is able to improve the
performance of cooling devices, certain benefits can be achieved by using a ground structure representation
of the fluid channels and subsequently using the widths of the ground structure channel segments as design
variables. By confining the flow to a Poiseuille flow pipe network, a significant reduction (up to a factor 13 in
3-D) in the number of degrees of freedom can be obtained compared to a finite element discretization of the
Darcy-Stokes equations, thus reducing computation time. Other benefits of a ground structure representation
are related to the increased control of explicit geometry features such as channel minimum/maximum width,
channel to channel angles, or the number of channel branches at junctions.

In the first part of this thesis, the Ground Structure Projection (GSP) method is introduced and explained
step by step. In every iteration of the GSP optimization routine, Poiseuille flow rates are calculated in a pipe
flow network. With a projection step and a priori knowledge about laminar flow velocity profiles, the channel
geometry and flow field are mapped onto an Ersatz material model and subsequently evaluated using an FEM
discretization of the advection-diffusion equation. The modeling is validated with comparisons against a
trusted commercial FEM package. For Reynolds numbers in the range of Re < 20, the GSP method shows fluid
and thermal results within 5% accuracy of an FEM solution. Afterwards, a number of numerical cases are
analyzed. A pressure drop optimization of a three branch Y-split channel layout serves as a verification case for
the GSP method. Hereafter, an intricate Delaunay triangulated ground structure is used for a pressure drop
and a multi-objective (pressure drop + average temperature) optimization. It is shown that the GSP method
can achieve improved cooling performance with good objective convergence.

In the second part of this thesis, the presented GSP method is applied to an industrial case concerning the
reduction of optical aberration of a Projection Optics Box (POB) mirror in an EUV photolithography machine
from ASML. Extreme precision is required in EUV photolithography machines and hence any unwanted optical
aberration of the POB mirrors must be minimized. However, the mirrors absorb some of the EUV radiation
which results in thermomechanical deformation and consequent optical aberration. By optimizing the cooling
channel layout to maximize surface temperature uniformity, an attempt is made to reduce optical aberration.
A hybrid 2-D/3-D model is created which combines a 2-D cooling channel layer and a 3-D reflective surface
layer. This model is used to evaluate the optimization objective which is taken as the mean square error (MSE)
of the surface temperatures. It is shown that for a dipole and a circular heat load the temperature uniformity is
improved significantly against a reference fluid channel layout. To check how well the choice for a temperature
MSE objective translates to thermomechanical deformation reduction, an optimized design is transferred to
a commercial FEM package (COMSOL Multiphysics®) and analyzed. Since the optical systems in the EUV
machine can compensate for some optical distortion, a second order surface polynomial is fitted to the FEM
deformed mirror surface. The residual root mean square (RMS) error of the FEM deformed surface and the
polynomial fit serves as a measure for optical performance. The optimized design performs 20% better than
the reference design with a residual RMS of 3.14 µm versus 3.91 µm respectively.
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1
Introduction

1.1. Motivation
With the advent of computer-automated design, engineers have the ability to augment their skills and creativity
with the help of computational design methods such as Topology Optimization (TO). TO is a powerful method
that can automatically generate entirely new and optimized structural designs or material layouts based on a
predefined performance measure and constraints [9, 73]. An area in which TO has been applied but is not yet
commonplace in industry is that of fluid cooling channels [2]. Optimizing fluid cooling channels requires a
combination of thermal and fluid physics, hence this is commonly referred to as thermofluid TO. An example
of thermofluid TO for cooling channels can be seen in Figure 1.1: on the left side is a channel layout designed by
an engineer whereas the right side shows a channel layout that was algorithmically generated with thermofluid
TO. For a uniform heat load, the optimized design performs better in minimizing the maximum temperature
throughout the entire domain.

Most thermofluid TO methods in literature rely on the discretized Navier-Stokes equations to solve the
fluid dynamics [2]. Computational Fluid Dynamics is often very intensive in terms of processing power. Even
for flow in the creeping flow regime, i.e. slow laminar flow where inertial effects can be neglected, solving the
fluid part is significantly more computationally intensive than solving the thermal Finite Element Method
(FEM) equations [28, 98]. Combined with the successive iterations and model evaluations required for TO, this
can lead to long computation times which form a hurdle to the engineer. Therefore, new methods that provide
computational speed gains can be a valuable addition.

Figure 1.1: An example of fluid channel topology optimization [95]. On the left a simple reference design is depicted, on the right a design
optimized to minimize the maximum temperature.

In this thesis, a novel ground structure based thermofluid TO method is presented which is applicable
to problems within the creeping flow regime. Creeping flow, also called Stokes flow, is found in a variety of
engineering applications. Examples include applications such as lab-on-a-chip technologies [77, 87], design
of innovative materials [55, 60, 71], microfluidic fuel cells [43], or integrated cooling in electrical systems
[26]. With the method presented in this thesis, the computation of flow rates is decoupled from the the finite
element mesh that is used to compute the temperatures. Flow is confined to the channel segments that make
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2 1. Introduction

up the ground structure. A projection step is necessary to map the channel geometry and fluid velocities to the
finite element mesh; an idea illustrated in Figure 1.2. This approach simplifies the computation of the fluid
flow by restricting the problem to the ground structure, and can provide valuable computing speed gains while
also allowing certain constraints to be implemented more easily.

Figure 1.2: Fluid channel geometry is projected onto a structured grid FEM mesh. The original ground structure composed of a pipe flow
network is seen on the left. The technique of projecting geometry onto a mesh is known as “geometry projection” [8, 54].

Another important motivation for this thesis concerns the thermomechanical distortions of mirrors in
state of the art photolithography machines by ASML. Photolithography is a step in the process of fabricating
computer chips where geometric patterns are transferred from a photo mask to a light sensitive substrate
(also known as a wafer) to create integrated circuits. In the latest photolithography machines this is done with
Extreme Ultraviolet (EUV) radiation. Figure 1.3(a) shows the size of an ASML EUV machine: the EUV radiation
is illustrated with the purple beams in the center of the image. In EUV photolithography machines, a high
power laser beam is used to vaporize tin droplets to create EUV radiation. After the EUV beam reaches the
mask, the beam is further guided towards a silicon wafer by highly reflective mirrors in a so called Projection
Optics Box (POB), see Figure 1.3. The POB mirrors are polished to sub nanometer accuracy [91]. Despite this,
the mirrors still absorb a significant amount of EUV radiation which results in unwanted thermal distortions.
Cooling channels can be implemented in the back side of the mirror to remove heat, but unfortunately surface
deformations still occur. The deformations induced by the heat load cause the EUV beam to go out of focus
and degrade the performance. By using thermofluid TO to design an optimized cooling channel layout, the
unwanted thermomechanical distortions can potentially be reduced.

(a) (b)

Figure 1.3: Left: a modern EUV photolithography machine from ASML. Right: a schematic depiction of the mirrors guiding the EUV beam.



1.2. Research goals and scope 3

1.2. Research goals and scope
The aim of this research is twofold: 1. to create a thermofluid TO method for initial design purposes that
significantly reduces computation time for problems in the creeping flow regime; and 2. to apply thermofluid
TO to an industrial optical instrument in order to reduce thermomechanical distortions. This is accomplished
by synthesizing existing knowledge and methods to develop a new TO method that is subsequently applied to
an industrial optical instrument.

The thermofluid TO method presented in this thesis is applicable to problems within or near the creeping
flow regime. The goal is to develop a method that is able to generate optimized designs which may require
further refinement. As such, the method is intended for initial design purposes as opposed to high accuracy
simulations. The models used are not concerned with accurate representation of physical phenomena
(i.e. temperature distribution or flow patterns) at length scales significantly below the fluid channel width.
Temperature distribution results across the design domain within 10% of commercial FEM results are desirable.
All domains that are optimized are 2-D, however a hybrid model is also shown where the optimized 2-D
channels are coupled to the temperature distribution in a 3-D domain. Furthermore, all simulations are
restricted to the steady state regime.

Possible applications for the research in this thesis are problems that involve cooling channels in general,
and more specifically, problems with unwanted thermomechanical deformations. Other potential applications
can be found in the field of microfluidics where numerous problems exist that deal with creeping flow, thin
channels, and advection-diffusion phenomena.

1.3. Thesis outline
The thesis is divided into two parts. In Part I, a new thermofluid TO method is presented, from here on
referred to as the Ground Structure Projection (GSP) method1. First, background information is provided and
fundamental concepts are explained. This is followed by an extensive presentation of the method, validation
and optimization examples, and finally discussion on the benefits and limitations.

In Part II, the GSP method is applied to an industrial problem where a cooling channel layout has to be
designed to minimize thermomechanical distortions in an optical instrument (a POB mirror). The context for
the case is presented and relevant background information is provided, after which a hybrid 2-D / 3-D model
is introduced which is validated and used in the optimization problem.

The thesis is concluded with a section on conclusions and recommendations. Results are summarized and
discussed, and recommendations on future work for the GSP method and the POB mirror are listed.

1During the research performed for this master’s thesis it came to the attention of the author that a topology optimization method with a
similar name (projection-based ground structure method (P-GSM)) was presented in 2020 by Deng and To [23]. However, the P-GSM
method is only concerned with structural topology optimization and not with thermal or fluid physics.





I
A ground structure based topology

optimization method for thermofluid
problems

Part I of the thesis introduces the GSP method. In Chapter 2, the relevant background information and
fundamental concepts will be explained. Chapter 3 provides an extensive description of the GSP method. In
Chapter 4, a number of example optimization results are shown which involve a flow divider, a pressure drop
minimization, and a heat sink like device. Finally, in Chapter 5 the benefits and limitations of the GSP method
are discussed.
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2
Background information

This chapter provides the reader with fundamental concepts that are essential building blocks for the GSP
method. Different methods of topology optimization are introduced, as well as fluid channel and thermofluid
topology optimization with examples from literature. The last section (2.4) introduces a new aspect of the GSP
method, named “velocity mapping”, and therefore serves as a bridge to Chapter 3 where the GSP method is
described in detail.

2.1. Gradient based topology optimization
Topology optimization (TO) is a mathematical method that systematically generates an optimized design for
the material layout and shape of an object, given a certain performance objective, constraints, and boundary
conditions. The word topology indicates that the algorithm or optimizer not only improves a given shape,
but can also come up with a new material layout or “topology”, e.g. making holes in a physical object would
constitute a change in its topology.

Gradient based methods rely on the use of gradients, or derivatives, to find a minimum/maximum of the
objective. Popular gradient based methods include the density-based method, the ground structure method,
and the level set method [4]. The general structure of a gradient based optimization loop can be seen in Figure
2.1. A model (often FEM) is used to evaluate the performance of the current design variable configuration.
After this, the design sensitivities are computed, which are fed into the optimization algorithm. Every iteration
a convergence check is done on the design variables to decide whether to continue or end the optimization
loop.

Figure 2.1: Simplified representation of a gradient based optimization loop.

2.1.1. Density-based method
The density-based method was first proposed by Bendsoe in 1989 [10] and is the most widely used TO method.
With the density-based method, the initial physical domain consists of a grid of material elements each with
their own density as a design variable. Since an actual physical topology either has material in a certain place or
is void, this would translate to a discrete problem and consequently no gradients can be calculated. Therefore,
the design variables are made continuous, ranging from zero to one. With finite element analysis, the objective
function is evaluated and the sensitivities of the objective function and constraints with regards to the design

7



8 2. Background information

variables are calculated and used by an algorithm which will subsequently determine how to progress towards
an optimum.

Penalization
An important aspect of the density-based method is the need to penalize intermediate densities. The optimal
design often has intermediate densities, but a practical design should be manufacturable and cannot contain
intermediate densities. Several methods exist to avoid this problem. The most obvious is to add an extra term
to the objective function that increases for intermediate densities anywhere in the design domain, i.e. gray
penalization [11]. It is often wise to start the optimization process without gray penalization to avoid getting
stuck in an inferior local minimum. A disadvantage of this approach is that it is not always clear exactly when
the gray penalization should start influencing the optimization process.

Another option is to artificially “weaken” elements with intermediate densities. In the case of compliance
minimization this usually means that the Young’s modulus of the material decreases disproportionally for
intermediate densities. The most well known example of this is Solid Isotropic Microstructure with Penalization
(SIMP) proposed by Bendsoe in 1989 [10]. The idea is to make the element Young’s modulus E a function of
the density ρ in a nonlinear fashion, i.e. Ei = ρ

p
i E0; see Figure 2.2a. The consequence is that intermediate

densities will be unfavorable when there is a mass constraint or an objective that minimizes mass.

0 0.5 1

0

0.5

1 p = 0

p = 1

p = 3

p = 10

ρ

E
E0

(a) SIMP scaling term for p = 0, 1, 3, 10

0 0.5 1

0

0.5

1

q = 0
q = 1

q = 3
q = 10

ρ

E
E0

(b) RAMP scaling term for q = 0, 1, 3, 10

Figure 2.2: Young’s modulus as a function of density. Left using SIMP; right using RAMP.

A similar method used is Rational Approximation of Material Properties (RAMP), proposed by Stolpe and
Svanberg in 2001 [76]; see Figure 2.2b. The RAMP method also adjusts the element Young’s modulus as a
function of the density, however the relation is now defined as Ei = E0

ρi
1+q(1−ρi ) . The advantage of RAMP

penalization is a nonzero tangent of the penalization function at zero density, which preserves sensitivity
information at low densities. Apart from the previously mentioned penalization methods several other methods
exist to interpolate material properties [69].

Density filtering
A further important aspect in density based TO is the filtering or “blurring” of densities. Without density
filtering, results will often exhibit “checkerboarding” patterns of alternating void and full density elements,
see Figure 2.3(a). Checkerboarding artifacts are the result of numerical instabilities and are not optimal [25].
When density filtering is applied, the density of a single element will be the weighted average of surrounding
element densities. Usually, the weights assigned to surrounding element densities decline linearly with radial
distance. See Figure 2.3(b) for a result with density filtering.
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(a) (b)

Figure 2.3: Checkerboarding artifacts in (a) are removed by applying density filtering in (b).

Density filtering will remove checkerboarding artifacts and guarantees a minimum feature scale. However, the
resulting topology will be blurred and gray at the edges. To improve this, it is possible to apply an additional
projection that makes the edges more pronounced [34]. A smoothed, differentiable Heaviside step function
can be used to map the intermediate design variables ρ to the final design variables ρ̃:

ρ̃ = tanh(βη)+ tanh(β(ρ−η))

tanh(βη)+ tanh(β(1−η))

where η is the threshold parameter, and β controls the smoothness of the step function [84]. Figure 2.4 shows
the function for η= 0 and different values of β.

0 0.5 1

0

0.5

1

β = 1

β = 3

β = 10

ρ

ρ̃

Figure 2.4: Smoothed Heaviside threshold functions to map intermediate densities ρ to final densities ρ̃.

2.1.2. Ground structure TO
The ground structure method works by removing or adding parts to a larger structure that consists of a number
of sub-elements. It was first proposed by Dorn et al. [29] in 1964 who applied it to truss structures. Soon
hereafter, the method was extended to more complicated problems with multiple load cases, self-weight, joint
costs, etc. [37, 58]. As an example, take the case of minimizing compliance of a beam as seen in Figure 2.5.
The beam starts out as a highly interconnected set of trusses: the so called ground structure. A constraint is
imposed that restricts the allowed mass or volume. The design sensitivities with regards to the cross sections
of the trusses are derived, and the TO algorithm can use these sensitivities to progress towards an optimum.

Figure 2.5: Left: the full ground structure and load P. Right: a structure optimized for minimal compliance subject to mass constraints [88].
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2.1.3. Feature mapping
A relatively recent development in TO is known as feature mapping. Feature mapping, also referred to as
geometry mapping or explicit TO, involves a combination of an explicit geometry description and a structured
analysis grid (also called Ersatz material model) onto which the geometry is mapped/projected to evaluate
performance. In general, the mapping can be done either by using pseudo densities in a pixel/voxel grid, or
with an immersed boundary approach using techniques such as the extended finite element method (XFEM)
to capture shape boundaries and discontinuities [81]. Examples of feature mapping methods are Moving
Morphable Components (MMC) and Moving Morphable Voids (MMV). MMC was first proposed by Guo
et al. [35] in 2014, and works by starting with a number of primitive components that can be moved and
morphed into an optimized structure. Each iteration, the optimization algorithm will adjust the position,
orientation, and shape of these components to improve the objective. The structure formed by the components
is projected onto a finite element model to evaluate the performance. Analogous to MMC, there is MMV
(Moving Morphable Voids) [94]. The componenents are now replaced by holes/voids which are optimally
placed in a block of material. Figure 2.6 illustrates the basic principle of the MMC method. The main advantage
of feature mapping methods is the explicit control over the geometry. For example, a minimum or maximum
feature width constraint is trivial to implement.

Figure 2.6: Basic idea behind the MMC method [93]. The initial topology consists of a number of components which subsequently morph
and move into other, more optimal, positions. Topology 1, 2 and 3 correspond to advancing iterations of the optimization algorithm.

2.1.4. Algorithms for gradient based TO
A wide variety of algorithms exist to solve gradient based optimization problems, see for example [73]. The
most commonly used methods in literature are approximation based algorithms where the actual response
surface and constraints are approximated with linear or quadratic sub-problems. A popular method for density
based TO is the Method of Moving Asymptotes (MMA) where strictly convex approximations of the objective
function and constraints are made by using rational functions [79].

The TO problems in this thesis are solved using Matlab’s built-in fmincon optimization function. The
default interior point algorithm [65] is used, which generates a sub-problem in each iteration with inequality
constraints incorporated using slack variables and a barrier function. This sub-problem is solved using either a
second order approximation of the problem (i.e. a Newton step), or if this fails, with a conjugate gradient step.
A detailed description of the specific implementation of the interior point method can be found in Matlab’s
documentation [51].
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2.2. Fluid channel topology optimization
In the field of fluid mechanics, shape optimization techniques have been applied to applications such as
minimum-drag profile design in laminar flows, by Pironneau [62] amongst many others. Research has also
been done on the topology optimization of fluid channels. Various methods have shown to produce results for
all sorts of applications. This section gives a brief overview of the fundamental concepts in fluid channel TO
which include the governing physics and currently used methods of fluid channel TO.

2.2.1. Governing equations of fluid dynamics
Several computational methods exist that accurately model fluid dynamics. The governing physics of fluid
dynamics are described by the Navier-Stokes equations:

∇•v = 0 (conservation of mass) (2.1)

Dv

Dt
= g− 1

ρ
∇p +ν(∇2v) (conservation of momentum) (2.2)

where v is the velocity vector, g body forces (only gravity in this case), and ν the kinematic viscosity. The left
hand side term in Equation 2.2 represents the material derivative of the velocities (i.e. Dv

Dt := ∂v
∂t +v ·∇v), and

hence contains time dependent and inertial effects. The research in this thesis focuses on steady state flow
in the Stokes or creeping flow regime. Stokes flow concerns flow with a Reynolds number of Re ¿ 1. When
the Reynolds number is significantly smaller than one, the inertial effects on the flow will be negligible. If,
in addition to this, the flow is steady state, the Navier-Stokes equations can be rewritten such that the entire
material derivative on the left hand side of eq. (2.2) disappears [28]. The resulting equations describe Stokes or
creeping flow:

0 = g− 1

ρ
∇p +ν(∇2v). (2.3)

Furthermore, for long cylindrical pipes and laminar flow, an analytical solution for the full Navier-Stokes
equations is given by the Hagen-Poiseuille equation:

∆p = 8µLq

πr 4 , (2.4)

which gives a direct relationship for the pressure drop ∆p and the flow rate q , for a given dynamic viscosity µ,
channel length L, and channel radius r .

2.2.2. Density based fluid channel TO
Borvall and Petersson [13] have shown a fluid TO method similar to the density based method used in solid
mechanics. In the method presented by Borvall and Petersson, the fluid flow throughout the entire domain
can range continuously from full Stokes flow to Darcy flow. Here, Darcy’s law describes the movement of fluids
through porous media:

q =−k

µ
∇p, (2.5)

where q is the fluid flux (flow per unit area), k the permeability of the porous medium, µ the dynamic viscosity,
and p the pressure. The interpolation between Stokes flow and Darcy flow is done by introducing a parameter
α(ρ) as a function of the densities. Combined with proper constraints and an objective that favors low power
dissipation of the flow, the optimization algorithm will produce designs that minimize restrictions on flow.
While the work done by Borvall and Petersson is restricted to Stokes flow, Gersborg-Hansen et al. [31] extended
this work to also include problems with higher Reynolds numbers in which inertial effects are important. This
can be seen in Figure 2.7. On the left is creeping flow with Re = 0. Inertial effects start to play a role with higher
Reynolds numbers; at Re = 850 the optimal fluid channel topology is curved as a result of the inertia of the
fluid flow.
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Figure 2.7: Comparison of flow restriction minimization for varying Reynolds numbers, from by Gersborg-Hansen et al. [31]. Channels are
represented in white, impermeable regions in black.

An example of density based TO to generate a fluid channel network can be found in work by Zhou et al.
[97]. Again, the type of flow is interpolated between the Navier-Stokes equations and Darcy’s law for porous
media. A comparison was made with an electric circuit analogy design method, which can be seen in Figure
2.8. In the electric circuit analogy, the required pressure drop is attained by varying the length and hence the
resistance of channels.

Figure 2.8: Comparison between gradient based TO (a), and a manual design method based on the electric circuit analogy (b) [97].

2.2.3. Other fluid channel TO methods

Aside from density based TO, other methods to perform fluid channel TO have also been investigated. Klarbring
et al. [44] have applied a ground structure approach to the topology optimization of flow networks. This
approach is similar to a truss structure for solid mechanics. For each truss, or channel segment in this case, the
design variable is the cross sectional area. A pipe flow network model was used governed by Hagen-Poiseuille
flow. The objective of the optimization was to minimize a measure that translates to dissipation or pressure
drop. An example result can be seen in Figure 2.9. First a ground structure is created by generating a randomly
distributed set of nodes, which are only connected to neighbouring nodes. Then, a pressure was prescribed to
the top node, and uniform outflow was prescribed to 499 other nodes. Poiseuille flow and a ground structure
have also been applied in conjunction with a genetic algorithm by Aragón et al. [6].
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Figure 2.9: Ground structure (a) and optimized result (b) for an arterial tree-type two-dimensional network [44].

2.3. Thermofluid topology optimization
Calculating the effects of the flow velocities on the temperature distribution in a domain is done with the
advection-diffusion equation:

ρ(x)C (x)
∂T

∂t
= ∇• (κ∇T ) − ρ(x)C (x)

(
∇• (vT )

)
+ s (2.6)

This equation, sometimes also called the convection-diffusion equation, represents the thermal energy balance
in a system with conductive and convective heat transfer. The left hand side contains the volumetric rate of
change of energy at any point x in the system, with ρ(x) being the local density, and C (x) the local specific
thermal capacity. The right hand side consists of a conduction term, a convection term, and a source term s.
The convection term describes the transport of thermal energy through bulk movement of fluid, where v is
the fluid velocity. When the fluid velocity is zero, the equation reduces to the basic thermal energy balance
equation for diffusion. Note that the density ρ, and heat capacity C are dependent on coordinates x, since the
domain consists of both solids and fluids.
The discretization 1 of the advection-diffusion equation results in the following system of equations:

(KT,d +KT,c)θ = qT, (2.7)

with a diffusion matrix KT,d, a convection matrix KT,c, temperature vector θ, and thermal load vector qT. In the
following parts of this thesis the matrix (KT,d +KT,c) will simply be denoted with KT.

2.3.1. Stabilization
An important factor in solving the advection-diffusion equation is the dimensionless Péclet number: Pe =
Lc vρC
κ , where Lc is a characteristic length scale, v the fluid velocity, ρ density, C thermal capacity, and κ the

thermal conductivity. In situations where some physical quantity is being transported by flow, the Péclet
number represents the ratio of advective transport to the rate of diffusive transport. In the case of this thesis
the physical quantity is heat. Difficulties arise when the Péclet number is bigger than one, i.e. the advection
dominates. The truncation error in the standard Galerkin discretization method will then lead to oscillations
in the solution. An example of this can be seen in Figure 2.10. In this example, the model problem can be
written as:

v
dT

d x
−αd 2T

d x2 = s(x) in ]0,L[ (2.8)

T = 0 at x = 0 and x = L, (2.9)

where eq. (2.8) is the scalar advection-diffusion equation with T the temperature, v the advection velocity, α
the diffusivity constant, and s a source heating term. For L = 1 and a uniform source term of s = 1, solutions

1See Zienkiewicz [98] or Donea and Huerta [28] for a step by step derivation.
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are plotted for different Péclet numbers. The mesh Péclet number is:

Pe = vh

2α
, (2.10)

with h being the element size. Figure 2.10 clearly shows oscillations for Pe > 1. One remedy for this problem is
to add an extra stabilization term to the discretized system of equations that adds artificial thermal diffusion in
the streamline upwind direction. For more details, see for example Donea and Huerta [28].

Figure 2.10: Example of oscillations in advection-diffusion solutions for high Péclet numbers [28]. The 1-D domain consists of 10 elements
and is subject to a uniform source heating term. For Pe > 1 oscillations will occur in the Galerkin solutions of transported physical quantity
T .

Unfortunately, this streamline upwind (SU) scheme is not always sufficient. In Part II of this thesis, a case
is described where cooling channels run through a glass like material with very low thermal conductivity.
This situation is highly sensitive to the oscillations described above, and hence a second stabilization term is
applied that adds a degree of crosswind diffusion [40, 78]. Diffusion orthogonal to the streamlines is added
with a diffusivity coefficient α̃ such that:

α̃= max{0, |v |h3/2 −α}, (2.11)

where α is the original diffusivity of the fluid, i.e. κ
ρC , h is the mesh element size, and v the local fluid velocity.

More recent crosswind diffusion or “shock capturing” methods base the value of α̃ on the gradient of the
temperatures ∇T , and therefore are nonlinear [27]. Nonlinear methods can provide higher accuracy, however
the linear method was chosen as to avoid the additional complexity associated with nonlinear FEM.

2.3.2. Examples from literature

The extension of topology optimization to thermofluid problems is a fairly recent one; next is a selection of
work done on thermofluid TO. In 2009 Dede [21] coupled the commercial FEM package COMSOL with an
MMA algorithm to optimize the topology of a heatsink-like device, see Figure 2.11. The two objectives were to
minimize mean temperature in the domain, and secondly to minimize the pressure drop in the flow channels.
Similarly, Yoon [89], also optimized the topology of a heat dissipating body, considering both laminar flow
and thermal conduction and convection. In 2013, Matsumori [52] used density-based TO to design 2-D heat
exchangers. Koga et al. [45] also used TO to develop 2-D heat sinks, but a subsequent 3-D simulation was done
to evaluate the 2-D layout. A similar procedure was applied by Yaji et al. [85] using the level-set method.
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Figure 2.11: Thermofluid TO for minimum average temperature and pressure drop by Dede et al. [21]. Left the densities, right the flow
velocities. Channels branch out across the domain to cool as much as possible.

In 2015, both Dede et al. [22] and Alexandersen et al. [3] applied full 3-D topology optimization to generate
heat sink devices cooled by forced and natural convection respectively, see Figure 2.12(a). Yaji et al. [85]
applied a level set TO method to the design of heat exchangers, shown in Figure 2.12(b). Pizzolato et al. [63]
performed a full 3-D transient topology optimization of a heat exchanger used for Latent Heat Thermal Energy
Storage, while Pietropaoli et al. [61] applied full 3-D TO to increase the performance of a turbulator device.
Lastly, Yaji et al. [86] investigated large-scale TO for heat exchangers. Running bespoke Fortran code on a
supercomputer at Nagoya University, a heat exchanger topology was optimized with a full 3-D transient model.
The fluid dynamics were described by the Lattice-Boltzmann equation. The results feature highly complex
configurations.

(a) (b)

Figure 2.12: (a) A heatsink optimized to dissipate heat via natural convection from Alexandersen et al. [3] in 2016. (b) Design for a heat
exchanger by Yaji et al. [85].

The general approach to thermofluid problems is to use a one way coupling from the fluid physics to the
heat transfer physics. Depending on the Reynolds number and corresponding flow regime, the fluid velocity
field is solved using a discretization of the full or simplified Navier-Stokes equations, or in some cases the
Lattice Boltzmann method (LBM). As described in Section 2.3, the fluid velocity field at the nodes of the FEM
mesh is used in solving the advection-diffusion equation, and the corresponding temperature distribution is
found. In cases with natural convection, a two way coupling is required, as the temperature will also have an
effect on the fluid movement [3].
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2.4. Feature mapping in thermofluid topology optimization
Aside from (thermo)mechanical TO, feature mapping has also been used in thermofluid TO by Yu et al. [90]
in 2019, utilizing the MMC method. Figure 2.13 shows a result from Yu et al. where thermal compliance and
pressure drop are minimized. The fluid model is based on Darcy-Brinkman flow through porous media similar
to examples shown in Section 2.2.2.

Figure 2.13: Thermofluid TO result from Yu et al. [90] using the MMC method. (a) shows the problem setup, (b) the initial layout of
components (left/right symmetry), and (c) the resulting topology when optimized for minimal temperature and pressure drop.

The advantage in this approach mainly lies in the ability to control high level features of the topology, as
explained in Section 2.1.3. However, since the fluid flow is still modeled using Stokes and Darcy flow, there are
no computational speed gains in this area compared to density based TO.

2.4.1. Velocity mapping
The next chapter describes in detail the GSP method, a novel method for thermofluid TO in which the fluid
channel topology is described by a ground structure of straight channels that is projected onto a structured
grid FEM mesh. This method bears resemblance to feature mapping methods like MMC and MMV in the sense
that a high-level topology is mapped onto a so called "Ersatz material model". Similar to MMC/MMV, the
cavities or voids formed by the fluid channels are projected onto the structured FEM mesh. An important
difference however, is that with the GSP method the layout remains fixed and only channel widths can vary.

The motivation for a ground structure based method was already briefly covered in the introduction.
The aim in developing this method was to reduce the computation time compared to a pure density based
approach. In density based thermofluid TO the solving of the pressures and fluid velocities is significantly
heavier in terms of computation than the thermal physics, or mechanical physics if applicable. This holds true
even when turbulence and inertial effects in the fluid flow are neglected. Using the new ground structure based
method, computation time is reduced by simplifying the fluid flow problem. Instead of solving the Stokes
equation with FEM, the flow velocities are now found by solving for the pressures in a network of straight
channels with Poiseuille flow (i.e. fully developed pipe flow). This network consists of a connected graph
where the pressures defined at the nodes/vertices are the degrees of freedom (DoFs) of the system. When the
network flow is solved, the velocities are mapped to the FEM mesh similar to the density mapping. Depending
on the resolution and "connectedness" of the ground structure, this can result in a significant reduction in
the number of DoFs compared to the discretized Stokes equation where each node of the FEM mesh has at
least three or four DoFs for a 2-D or 3-D model respectively. Additionally, the use of a high-level topology
description allows for feature control benefits similar to other feature mapping methods.
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Description of the GSP method

This chapter provides a detailed explanation of the GSP (Ground Structure Projection) method. After giving an
overview of the different steps in the GSP method routine in Section 3.1, the computing of the flow rates in a
pipe flow network will be explained in Section 3.2. In Section 3.3 both the channel geometry and flow velocity
projection will be discussed in depth.

3.1. GSP method routine
As already mentioned, the GSP method involves a combination of a fluid channel ground structure used to
determine flow rates, and an FEM mesh that uses projected flow velocities in order to compute the resulting
temperatures. This is best illustrated with Figure 1.2 where the ground structure is projected onto the structured
grid FEM mesh, also called the “Ersatz material model” [4]. The projection step involves the use of analytical
functions which are determined beforehand.
The entire optimization routine is shown in Figure 3.1 (extended from Figure 2.1). For each iteration of the
optimization algorithm the model has to be evaluated to determine the current objective value and sensitivities.
The cooling channel half widths, which are the design variables of the problem, are updated each iteration
based on the design sensitivities. Given a new set of channel widths, the flow rate is calculated in all channels
using the Hagen-Poiseuille law and a network flow representation of the channels. The next step is to project
the flow velocities and material properties onto a structured grid finite element mesh. The performance is
then evaluated by solving the dicretized advection-diffusion equation, and the sensitivities are computed with
the so called adjoint method.

Figure 3.1: Schematic overview of the steps in the GSP method.

3.2. Computing flow rates
The first step in the process is to find the volumetric flow rate in all channel segments of the channel network.
A network of channels can be represented by a circuit analogous to an electrical circuit. Similar to electric
circuits, the flow and pressure drop in a pipe or channel network are governed by Kirchoff’s first and second
law, which state respectively that: 1. The total flow into any junction equals the total flow out of that junction;

17
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and 2. Between any two junctions, the pressure drop is independent of the path taken. For incompressible
laminar flow, the Hagen-Poiseuille equation can be assumed, which describes the relation between pressure
drop and flow rate in a long cylindrical pipe of constant cross section. Based on this relation, a system of linear
equations can be set up. The system of equations in Eq. 3.1 describes the flow in the simple network of Figure
3.2. Here B is a matrix describing the connectivity between the nodes and pipe sections, D is a diagonal matrix

containing the pipe conductivities (reciprocal of hydraulic resistance, i.e. di = πr 4
i

8µLi
), vector p contains the

pressures, “load vector” qF represents the flow entering or leaving the network at each node, and finally qc are
the flow rates inside the channels. After applying boundary conditions to obtain K̃F and q̃F, the pressures are
found by solving for p = K̃−1

F q̃F, and the channel flow rates can be found subsequently by taking qc = DBp.

 1 0
−1 1
0 −1

[
d1 0
0 d2

][
1 −1 0
0 1 −1

]
︸ ︷︷ ︸

KF:=BTDB

p1

p2

p3


︸ ︷︷ ︸

p

=
 1 0
−1 1
0 −1

[
qc,1

qc,2

]
︸ ︷︷ ︸

qF

(3.1)

Figure 3.2: A very simple flow network of two pipe/channel segments and three nodes. Pressures p1, p2, p3 are evaluated at the nodes.
The flow rates in the channel segments are represented by qc,i .

Since the GSP method is still restricted to 2-D, the channels can be seen as having a constant width
throughout the depth dimension. For this reason, a slightly modified version of the Hagen-Poiseuille equation
was used [70] which describes flow and hydraulic resistance in pipes with rectangular cross section:

qc =
[

1−0.63
h

w

]
h3w

12µL
∆p, (3.2)

where w is the channel width, h the channel height, µ the dynamic viscosity, and L the channel length.

3.3. Projection onto FEM model

The material properties and fluid flow rates have to be transferred to an FEM model in order to calculate the
final temperature distribution. To do this, the material properties and flow velocities are mapped or projected
onto a structured grid mesh via analytical functions that relate a given channel’s location, orientation, width,
and flow rate to density values and velocity values for nearby elements.

3.3.1. Channel geometry projection

The channels of the ground structure must be represented by the density distribution of the FEM mesh. To
determine the densities of the elements in the FEM model there needs to be a set of analytical functions
that calculate the “coverage” of individual elements by channel segments of the ground structure. These
functions have to be differentiable since they are used in a gradient based TO algorithm. This coverage value is
dependent on the location, orientation, and width of the channels.



3.3. Projection onto FEM model 19

−2 0 2 4

0

0.5

1

s = 1

s = 2

s = 10
1

1+e−s(χ−d) ,

d = 1.5

χ

σ(χ)

(a) (b)

Figure 3.3: The sigmoid functions in (a) are used to map the channel geometry to individual element densities in (b). The value of d is
determined beforehand, while χ is a design variable optimized during the optimization routine. Since χ< d in figure (b), the marked
element k is not covered by the channel geometry.

Figure 3.3(b) shows the projection of a single channel segment. The shortest distance from the center line
of the channel segment to the center point of a particular element is denoted by d , while χ represents half the
width of the channel segment. These quantities are used to determine the coverage of an element with the
help of sigmoid functions. A predefined maximum channel width limits the area of influence of individual
channel segments such that coverage is only computed for elements within this area. The sigmoid function
σ

(
s(χ−d)

)= 1
1+e−s(χ−d) gives a smoothed step function that tends to 1 for χ> d and tends to 0 for χ< d . The

constant s is an external parameter that determines the sharpness of the sigmoid function, see Figure 3.3(a). A
higher value of s will result in a projection with sharper edges, whereas a low value of s has a smoothing effect
which reduces the aliasing or “staircasing” in diagonal edges. All results produced in this thesis were generated
with an s value of 20, and millimeters as an internal length scale.

For a given channel segment with half width χi and shortest distance di ,k to some element k, the corre-
sponding sigmoid function is

σ
(
s(χi −di ,k )

)
. (3.3)

To ensure that the sigmoid function crosses zero, the function is adjusted slightly by subtracting its value at
χi = 0, i.e. σ(−sdi ,k ). The function is subsequently divided by

(
1−σ(−sdi ,k )

)
to raise the righthand asymptote

back to one, resulting in the coverage function for a single channel segment to a single element:

ci ,k = σ
(
s(χi −di ,k )

)−σ(−sdi ,k )

1−σ(−sdi ,k )
. (3.4)

This coverage function has to be determined for every channel and corresponding nearby elements. However,
at an intersection of channels there can be multiple channel segments overlapping on a single element. The
maximum coverage of one element cannot exceed one, therefore all coverage values of the particular element
are used as arguments in a smooth maximum function:

ck = Sα(ci ,k ), (3.5)

with Sα defined as:

Sα(y1, ..., yn) =
∑n

i=1 yi eαyi∑n
i=1 eαyi

. (3.6)

Finally, the element densities ρk are found by taking ρk = 1− (1−ε) · ck , where ε is a small number (ε¿ 1)
such that a minimum density of ε is guaranteed. The element density can then be used to interpolate material
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properties such as the thermal conductivity κ.
The process of determining the coverage/density functions is done only once for a given ground structure and
FEM mesh, before the optimization routine. Evaluating the functions to find the density values is done every
iteration during optimization.

3.3.2. Velocity projection
Finding the element velocities is done in a similar way to the element densities. Based on the ground structure
and FEM mesh, a set of analytical functions are generated that relate the location, orientation, and width of a
given channel segment to a dimensionless velocity vector at the center of a nearby element. A dimensionless
parabolic flow profile f̃nd(d) is generated with a magnitude that ranges from 0 at the edges, to 1 in the center,
while the width scales with design variable χ such that f̃nd(d) = 1− ( d

χ )2. Negative values for |d | > χ are

removed by taking fnd = 1
2 ( f̃nd +| f̃nd|). Figure 3.4 shows how this flow profile is overlayed on the channel and

sampled at element center points. Analogous to the element densities which are multiplied with the thermal
conductivity κ, the dimensionless element velocities are multiplied with the centerline flow velocity vmax in
the corresponding channel.

−1 −0.5 0 0.5 1

0

0.5

1

d/χ

fnd

(a) (b)

Figure 3.4: Projection of velocities. Figure (a) shows a dimensionless laminar flow profile. This flow profile is sampled at element center
points in (b) to generate velocity vectors based on channel orientation and flow rate.

It should be noted that the assumption of a parabolic flow profile has its limits. In actual rectangular
channels the flow profile is parabolic across the channel width if the channel aspect ratio is below one [66, 80],
i.e. width is smaller than height. However, the shape of the flow profile will start to deviate from a parabola
for aspect ratios above one; the flow profile will gradually “flatten”. This also means that vmax

vavg
, the ratio of

centerline velocity to average velocity, changes for varying channel aspect ratios. For rectangular channels,
vmax
vavg

ranges from 1.5 for very wide channels, to 2 for near square channels [38]. Given the geometry of the

problems in this thesis, it is assumed that the majority of the projected channels are wide, i.e. a ratio of width
to height above one. Consequently, for most channels, vmax

vavg
will be somewhere between 1.5 and 2. For this

reason, a base ratio of vmax
vavg

= 1.5 is used, after which a correction factor is applied to match the results of a

commercial FEM package. The validity of the assumptions are tested in Chapter 4 on validation.

A heuristic approach is used to create smooth channel to channel transitions. When multiple channels cover a
single element k at a channel junction, the resultant velocity vk is taken as the following weighted average:

vk =
∑n

i=1( fnd,i ·qc,i ·Φi ) ·vk,i∑n
i=1( fnd,i ·qc,i ·Φi )

(3.7)

over all channel segments i that cover element k. The weights fnd,i, qc,i , andΦi serve different purposes. Using
dimensionless velocity fnd,i itself as a weighting factor causes high centerline velocities to be weighted stronger
than slow boundary velocities; this ensures that centerline velocities remain high through strongly angled
channel connections, see Figure 3.5(a). Channel flow rate qi gives a stronger weight to channel segments with
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a high flow rate, such that low flow side branches do not cause velocity “dips” in a high flow main branch.
Finally, the weightΦi is a custom value for which holds:

Φi =
{

1, dext,i = 0

1− dext,i
χi

, 0 < dext,i ≤χi
, (3.8)

where the variable dext,i denotes the extension beyond the outer ends of the channel segment, as illustrated
in Figure 3.5(b): distance dext,i is measured from the dotted line. When dext,i = χi , the outermost value for
dext,i is reached and Φi is zero. Hence, weights Φ reduce the influence of one channel segment on the next
channel segment. An example where weights Φ come into use is when a wide channel i transitions into
a thinner channel j and flow velocities increase. Weights Φi and Φ j then work together to create a linear
interpolation between the velocities of the two channels. Figure 3.6 shows the corresponding resulting flow
fields for both the angled and straight case. While the projected flow fields are visually smooth, there is still
room left for improvement. For example, the upper right corner of Figure 3.6(a) shows flow with stream lines
slightly deviating from the shape of the channel. Also, the straight channel transition in Figure 3.6(b) only
features horizontally oriented velocity vectors, whereas in reality, flow would also move from the edges towards
the center of the channel.

(a) (b)

Figure 3.5: (a) Junction where channels are connected at an angle. Red circles highlight areas where both zero velocity and maximum
velocity overlap. (b) Junction where a big and small channel meet. Variables dext represent the overlap of one channel onto the next, and
are used to reduce the the mutual influence of projected velocities.

(a) (b)

Figure 3.6: Projected flow fields corresponding to the two cases in Figure 3.5. (a) shows the flow field for a 90 degree angled junction, and
(b) shows the flow field for a straight channel junction with decreasing channel width.

The following sections describe additional steps taken to further smoothen the velocity field and ensure local
mass conservation. In Chapter 4, the end result of the projection procedure is validated with comparisons
against a commercial FEM package. Furthermore, in Appendix C on Validation, additional examples are shown,
including a visual example of projected velocity vectors for a Y-split channel layout.
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Thin channels
For very thin channels the projection can result in discontinuous flow due to aliasing artifacts. Figure 3.7 shows
how the projection of a thin channel onto a structured grid can result in significant sampling artifacts. The
red line represents a thin channel; when an element center point is nearby, the resulting projected element
coverage will be higher. Since velocities are projected using the same basic idea, the artifacts are the same for
the flow projection. This artifact will be most pronounced when a channel runs directly on top of a grid line of
the FEM mesh. In such a situation, a channel that is too thin can result in zero flow being projected.

(a) (b)

Figure 3.7: Projection of a thin channel causes density aliasing or discontinuous projection, visible in (a). When channel projection has a
minimum width of two elements, the projection will be more consistent.

To ensure a continuous flow projection and a smooth objective response function, the minimum projected
width of a channel is 2h, where h is the mesh element height or width. Below this width, the flow is artificially
restricted by multiplying the flow rate with a factor cthin = w

w+0.5h , with w the actual channel width. Hence,
cthin will approach zero for very thin channels, thus reducing projected velocities.

3.3.3. Flow correction
As explained in previous sections, the velocities are projected onto the structured grid FEM mesh using a priori
knowledge of laminar flow profiles. In contrast to a finite element based solver, this approach does not guaran-
tee a continuous divergence-free flow field. Hence, the velocity mapping procedure can give nonphysical flow
in certain areas, such as unwanted local sources or sinks. The previous section already showed artifacts for thin
channels, but aliasing can occur at the outer edges of any diagonal channel. Apart from being nonphysical,
discontinuities in the flow field can exacerbate oscillation issues described in Section 2.3.1. In addition to
this, the flow velocities at junctions where channels overlap are not automatically projected correctly with
Equation 3.7. To ensure a continuous, divergence-free velocity field, the projected velocities are corrected with
additional operators.

The first operator is a heuristic “blurring” or “averaging” filter where each velocity vector is averaged with the
surrounding velocity vectors. Used values were chosen to minimally alter the flow profiles, while still providing
some smoothing effect on the velocity field. The following filtering kernel is used:
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 ,

such that the x and y-components of velocity vector v are updated accordingly:

vnew
x,i =

∑9
j=1 w j vx, j∑

w j
, (3.9)

where w j are the values from the above filtering kernel. The same is done for vy .

While the blurring filter already reduces the local divergence of the velocity field, a second operator is
introduced to further reduce local divergence by applying the Helmholtz decomposition [32]. Helmholtz’s
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theorem, also known as the fundamental theorem of vector calculus, states that any sufficiently smooth vector
field v can be decomposed as:

v = a+∇φ, (3.10)

where ∇·a = 0, i.e. a is divergence free, and φ is a scalar potential function such that ∇φ is irrotational (curl
free). The projection of the vector field v onto its divergence free part a is implicitly defined by applying the
divergence operator to both sides of Equation 3.10:

∇·v =∇2φ, (3.11)

which is a Poisson equation that can be solved (with given boundary conditions) for φ, after which the diver-
gence free field a is found by taking a = v−∇φ. This result can also be obtained by using a relaxation scheme
where the velocity field is repeatedly incremented with the gradient of its divergence [16, 30]. Figure 3.8 shows
nine cells of a 2-D grid where velocity vector v is updated based on the divergence values at the surrounding
corner nodes. For the purpose of compactness, velocity components vx and vy are temporarily denoted as u
and v respectively, see Eq. 3.12.

Figure 3.8: Divergence is calculated at four nodes around velocity
vector vi , j . The divergence values are used to update vi , j and direct
it towards a high divergence area.

Vi , j =
[

ui , j

vi . j

]
(3.12)

The divergence values at the surrounding nodes are calculated as follows:

divA : (ui , j+1 +ui , j )− (ui−1, j+1 +ui−1, j ) + (vi−1, j+1 + vi , j+1)− (vi−1, j + vi , j )

divB : (ui+1, j+1 +ui+1, j )− (ui , j+1 +ui , j ) + (vi , j+1 + vi+1, j+1)− (vi , j + vi+1, j )

divC : (ui+1, j +ui+1, j−1)− (ui , j +ui , j−1) + (vi , j + vi+1, j )− (vi , j−1 + vi+1, j−1)

divD : (ui , j +ui , j−1)− (ui−1, j +ui−1, j−1) + (vi−1, j + vi , j )− (vi−1, j−1 + vi , j−1).

The gradient vector of the divergence is then calculated as

g =
[

(divB +divC )− (divA +divD )
(divA +divB )− (divD +divC )

]
. (3.13)

Each iteration g is added to v such that

vk+1 = vk +
1

8
gk . (3.14)

A factor 1
8 is used to ensure stability. In practice this procedure is implemented as a matrix vector multiplication

such that

vk+1 = Ddivvk (3.15)
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where Ddiv is in essence a “smoothing” filter matrix. This matrix is constructed in such a way that the velocity
vectors at the boundaries of the domain are preserved. In each iteration the flow is directed from convergent
areas to divergent areas. Figure 3.9 demonstrates the effect of applying anti-divergence operator Ddiv. Figure
3.9(a) shows eight upward pointing velocity vectors which start and end abruptly. Figure 3.9(b) shows the
result after ten iterations of the anti-divergence operator: vortices are generated that connect front to back
and make the flow field continuous. Consequently, the local divergence at the start and end of the initial eight
velocity vectors is reduced, and fluid no longer suddenly appears or disappears.

(a) (b)

Figure 3.9: Result of applying the anti-divergence operator to a group of velocity vectors. Before (a) and after (b): the flow field is made
continuous by connecting vectors front to back.

Figure 3.10 shows the effect of applying the anti-divergence operator on a junction with channels at a very
sharp angle. Figure 3.10(a) indicates the area of interest with nonzero divergence; Figure 3.10(b) shows a
close-up of the area when no filter is applied; Figure 3.10(c) shows the same close-up but after 30 iterations
of the divergence filter. The initial projection in Figure 3.10(b) is imperfect, as the velocity vectors still point
rightwards at the rightmost end of the junction. The correction in Figure 3.10(c) fixes this by redirecting the
streamlines towards the two side branches.

(a) (b) (c)

Figure 3.10: Anti-divergence operator applied to a junction of branches encircled in (a). Figure (b) is without the operator. Figure (c) shows
the effect of the anti-divergence operator: outward pointing flow in (b) is reduced and turned around towards the two side branches.

Anti-divergence operator Ddiv reduces discontinuities and is not computationally intensive. Too many itera-
tions, however, should be avoided since undesirable swirling motion can occur. After the projected velocity
field has undergone the corrections by the smoothing and anti-divergence operators, the effects on the heat
transfer are determined by the FEM evaluation step. All TO results in this thesis use seven iterations of the
divergence filter. This value was chosen through trial-and-error, based on a trade off between divergence
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removal, computation time, and unwanted swirling motion. A parameter study for the optimal amount of
iterations was out of the scope of this thesis.

It should be noted that the anti-divergence operator creates small amounts of flow around areas where big
corrections are made, see Figure 3.10(c). Possible solutions for this unwanted artifact are weightings based on
the local density ρ, or ideally, no-slip boundary conditions at channel walls. Currently, the boundary conditions
for the anti-divergence operator are such that the velocities at the outer boundaries of the structured grid are
preserved. In theory, the applied operator could be constructed to only operate on elements with nonzero
flow. Regardless, the flow artifacts are small in magnitude, and correspondingly the effect on the temperature
distribution is marginal, as will become clear in the next chapter.

3.4. Sensitivities
When a gradient based method is used, it is important to carefully consider the most efficient way to calculate
the sensitivities. In an optimization problem there are multiple ways to derive the sensitivities, such as global
finite differences, discrete derivatives, and continuum derivatives. In the case of density based topology
optimization it is possible to avoid finite differences altogether. Additionally, since the amount of constraints
is much lower than the amount of design variables, it is faster to use the so called adjoint method instead of
the direct method to calculate sensitivities. A detailed overview of the sensitivities using the adjoint method
can be found in Appendix A. In Section A.1, the sensitivities for a temperature objective are derived, where
attention is given to the application of the chain rule. In Section A.2, sensitivities are derived for a hybrid
2-D/3-D model which is presented in Part II of this thesis. For the sensitivities of the hybrid model, difficulties
lie in the coupling of a 2-D and 3-D FEM domain.





4
Validation and optimization examples

In this chapter, the model used for the GSP method will be validated against a trusted commercial simulation
package. A single channel and a grid of channels are tested. For the latter case, the Reynolds number is
gradually increased to test the range of validity for the Stokes flow assumption. Additionally, a number of
numerical optimization examples are shown. An optimization verification is done for a simple three branch
flow divider. Subsequently, a more intricate ground structure is used for a flow divider where the optimization
objective is to have an equal outlet flow rate across two outlet channels. This example demonstrates the
optimization of a pure fluid flow problem using a pipe flow ground structure. Note that in this example the
projection to an FEM mesh serves no purpose other than to demonstrate the projection itself, i.e. the element
densities do not influence the flow as the flow equations are merely solved on the ground structure. Finally,
a numerical example is shown where the advection-diffusion equation is introduced to solve a thermofluid
problem. Here the objective will be the minimization of the average temperature throughout the entire domain.

4.1. Validation
Since a physical test setup was out of the scope of this thesis, the model could not be compared against
experiments. Hence, the process is restricted to validation against a trusted FEM simulation software package,
in this case COMSOL [17]. Two channel layouts are used, see Figure 4.1. To ensure that discrepancies between
the GSP model and FEM model can be attributed to differences in the physics (i.e. governing equations) it
is important to use a similar setup with regards to FEM specifics such as mesh size and shape functions. A
mapped mesh is used for the FEM model with the same structured grid of quadrilateral elements as used for
the GSP model. Further details include a one-way coupling from the fluid to the thermal domain; linear shape
functions; and a segregated step solver.

Figure 4.1: Two channel layouts used for validation purposes. For both setups, the temperatures on the left side are set at 0 K above
ambient, while the remaining solid boundary is insulated.

27
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Single channel
For initial validation and verification of the GSP method implementation, a simple test was performed by
simulating a single wide channel (0.125m x 0.01m) with an inlet flow of q in = 15 mL/min and comparing the
results with an FEM solution. Problem setup is illustrated in Figure 4.1 with corresponding parameters listed in
Table 4.1. Thermal and fluid Dirichlet boundary conditions are relative to ambient temperature and pressure.
Note that with this flow rate the flow regime is still laminar, but the Reynolds number is out of the creeping flow
range. However, since there are no branching channels or curved channels, any effects related to inertia can
be ignored. Visual results for the temperature distribution can be seen in Figure 4.2. The maximum relative

temperature difference in the entire domain was calculated as
|T a,max−T b,max|

T max
, with a and b denoting the GSP

and FEM models, and Tmax being the global maximum temperature. Using a velocity correction factor of 1.07
(see Section 3.3.2), a relative difference of 0.75 % was found, based on an absolute temperature difference of
0.18 K. See Figure 4.2 for a visual comparison of the temperature distribution.

Dimensions 1.0 x 1.0 x 0.01 m, channel: w x h = 0.125 x 0.01 m
Material

properties
Solid (aluminum), κ = 205 W m-1 K-1

Fluid (water), ρ = 997 kg m-3, κ = 0.55 W m-1 K-1, C = 4180 J kg-1 K-1

Mesh linear elements, 128 x 128 quadrilaterals
Boundary
conditions

Thermal: left side ∆T left = 0 K, outlet ∆T out = free, remainder insulated, 10 W/m2 surface load
Fluid: inlet q in = 15 mL/min (fully developed flow profile), outlet pg,out = 0 Pa (gauge)

Table 4.1: Problem parameters for a single channel validation experiment between the GSP method and full FEM.

Figure 4.2: Comparison of temperature difference ∆T = T −Tambient in a setup with a single channel. Left using the GSP method, right
FEM.

Grid of channels
A more challenging test was performed with a structured grid of channels and comparing against an FEM
implementation with a shallow channel approximation. The boundary conditions remain the same, apart from
the inlet flow rate which is now 6 mL/min. Problem parameters are listed in Table 4.2. A visual comparison of
the flow can be seen in Figure 4.3. The chosen inlet flow rate results in flow outside of the creeping flow regime,
i.e. the Reynolds number exceeds one. However, the inclusion of the inertial term in the fluid equations only
results in negligible velocity differences.

In Part II of this thesis, the cooling channel layout of an optical instrument is optimized. Cooling perfor-
mance increases for higher inlet flow rates, and thus it is useful when the Stokes equations can be still be
applied for flow outside of the creeping flow regime. To test the range of validity for the Stokes flow assump-
tion, an additional experiment was carried out in COMSOL where the effect of the inertial term for the fluid
equations was analyzed. Relative errors for creeping flow (qcr) versus laminar flow with the inertial term (q la)
were evaluated for a number of sample points, see Figure 4.4(a). The relative errors are plotted as a function
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of the inlet Reynolds number Rein in Figure 4.4(b). One can observe for example that at point p3 the flow

rate qcr is smaller than q la for higher Reynolds numbers. The Reynolds number is calculated as vLcρ
µ , where a

characteristic length scale Lc of two times the channel width is used [82]. For Rein = 20, the errors are still well
within the 5% margin. Furthermore, when a 3-D geometry is considered with finite channel depth, the viscous
forces are more pronounced, resulting in a lower effective Reynolds number for equal inlet flow rates, and thus
a smaller discrepancy between Stokes and full Navier-Stokes modeling.

Dimensions 1.0 x 1.0 x 0.01 m, channels: w x h = 0.03125 x 0.01 m
Material

properties
Solid (aluminum), κ = 205 W m-1 K-1

Fluid (water), ρ = 997 kg m-3, κ = 0.55 W m-1 K-1, C = 4180 J kg-1 K-1

Mesh linear elements, 128 x 128 quadrilaterals
Boundary
conditions

Thermal: left side ∆T left = 0 K, outlet ∆T out = free, remainder insulated, 10 W/m2 surface load
Fluid: inlet q in = 6 mL/min (fully developed flow profile), outlet pg,out = 0 Pa (gauge)

Table 4.2: Problem parameters for a grid of channels validation experiment between the GSP method and full FEM.

Figure 4.3: Comparison of flow velocities in a grid of channels with an inlet flow rate of 6 mL/min. (a) using the GSP method, (b) using
FEM with shallow channel approximation.

(a) (b)

Figure 4.4: Additional experiment carried out to determine validity of Stokes assumption. Deviation of channel flow rate with Stokes
approximation (qcr) compared to full Navier-Stokes laminar flow (qla), at points marked in (a). Figure (b) plots the deviation percentage
as a function of the inlet Reynolds number.



30 4. Validation and optimization examples

Figures 4.5(a) and 4.5(b) show the resulting temperatures for the GSP and FEM models. A diagonal cut line
(visible in Figure 4.5(c)) was used to sample and plot the temperatures across the domain in Figure 4.5(d). This
allows for a quantification of the differences between the two models. The maximum relative temperature
difference on the cut line was calculated as |Ta−Tb |

T max
, with Tmax the maximum temperature on the cut line. A

relative difference of 3% was found, based on an absolute temperature difference of 0.39 K. The discrepancy of
3% between the two models was found in the center region of a cooling channel. At the location of the largest
error, the temperature is slightly higher for the GSP model compared to the FEM model. This can be due to
a number of factors. The COMSOL FEM software package has a more sophisticated way of approximating
3-D shallow channel flow in 2-D: a drag term as a volume force is added which depends on local velocity and
channel height [18]. In contrast, the GSP method assumes a parabolic flow profile and uses a correction factor
to compensate for shallow channel drag. This can result in local flow differences. Additionally, the relatively
low mesh resolution can introduce errors if the centerline of a channel is aligned with a grid element interfaces.
Still, the issue occurs only locally and 3% is an acceptable error margin for the optimization model.

For both examples, a single channel and a grid of channels, the GSP model shows good agreement with the
full FEM simulation, especially taking into account the simplifications made for the GSP model. Considering
this, the results are sufficiently accurate for the GSP model to be used as a performance evaluation step
in an optimization routine. Additional validation examples are shown in Appendix C. A Y-split channel
structure is analyzed for different channel widths: here it becomes clear that very thin channels can present
challenges when dealing with highly conductive solid material. Furthermore, qualitative examples of the
velocity projection are shown, as well as a case with a narrowing channel.

Figure 4.5: Comparison of temperature difference ∆T = T −Tambient using GSP (a) and FEM (b) for a grid of channels. Circled area in
Figure (a) indicates location of largest error. Temperatures are sampled along cut line drawn in (b). Plot of temperatures in FEM and GSP
models in (d); circled area indicates location of largest error.
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4.2. Optimization example 1: Flow divider
The first numerical optimization example is a simple flow divider consisting of three ground structure branches
in a square domain, see Figure 4.6. This example therefore functions as a sanity check for the GSP method.
Since the objective concerns only flow, the projection step serves no other purpose than to demonstrate the
GSP projection.

Figure 4.6: Simple three branch ground structure used to test the GSP method.

Since creeping flow is assumed, flow rate and pressure drop are linearly related. A domain thickness of 0.01,
combined with an inlet flow rate of qin = 10−8 and a dynamic viscosity of µ= 10−3 are chosen such that the
inlet Reynolds number Re < 1. Initially, the topology is only optimized for minimal pressure drop. The problem
is stated as:

min
χ

: h(χ) ≡ pin − 1

2
(pout,1 +pout,2)

subject to : KF(χ)p = qF

: 10−7 ≤χi ≤ 0.06

(4.1)

which states that the pressure objective is a function of design variablesχ, and is calculated as the inlet pressure
minus the average of the outlet pressures. Also, the governing system of equations is based on Equation 3.1;
and the design variablesχ have a lower bound of 10−7 and an upper bound of 0.06. Figure 4.7 shows the results
after 20 iterations of Matlab’s built in fmincon interior-point algorithm, which is used in all problems from
here on. Since this is a pressure drop minimization problem, the result should be maximum channel width for
all branches, as this will minimize the hydraulic resistance. The optimization algorithm produced the expected
results, with all design variables χ (i.e. half width of channels) converging to the upper bound: χi = 0.06.

Figure 4.7: Results for minimizing pressure drop. (a) and (b) shows the projected densities and velocities respectively. History of the
pressure drop objective ∆p is plotted in (c).
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Now, the test case is extended to minimize the flow rate q2 in the upper right channel branch. The problem
is now stated as:

min
χ

: h(χ) ≡ (pin − 1

2
(pout,1 +pout,2))+α|qc,2|

subject to : KF(χ)p = qF

: 10−7 ≤χi ≤ 0.06,

(4.2)

whereα= 108 is used to normalize the flow rate objective. With the chosen objectives, channel 1 and 3 (left and
bottom right) are expected to reach the maximum channel width, whereas channel 2 should be constricted
depending on the chosen weight α. Again, the results (Figure 4.8) are as expected, with channel 1 and 3
widened to the upper bound of 0.06. The chosen objective weight α favors a design with minimal flow through
channel 2, and consequently the width of channel 2 is minimized to the lower bound of 10−7.

Figure 4.8: Results for minimizing flow in top right branch and also the pressure drop. In (a) the densities; (b) projected velocities; and (c)
the pressure drop, flow rate, and total objective. To bring the objectives into the same range of (0,1), the flow rate objective is normalized
with α= 108.
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4.3. Optimization example 2: Minimizing pressure drop
In this numerical example a more complex ground structure is used. The objective is to minimize the pressure
drop from inlet to outlets. Similar to the previous example, the projected densities serve no purpose in this
example other than to demonstrate the GSP projection.

Problem setup
Figure 4.9 shows the initial ground structure generated by a Delaunay triangulation of 930 randomized nodes.
Three extra nodes are positioned on the border; one for the inlet on the left, and two for the outlets on the right
side. The Dirichlet boundary condition is satisfied by setting the outlet pressures to zero. Other numerical
parameters are the same as the previous three branch experiment, i.e. a domain thickness of 0.01, an inlet flow
rate of q in = 10-8, and a dynamic viscosity of µ = 10-3.

Figure 4.9: Boundary conditions and initial ground structure for a thermofluid topology optimization problem. DomainΩopt contains the
ground structure and coincides with the area of thermal load QT .

The objective and constraints are stated as follows:

min
χ

: h(χ) ≡ pin − 1

2
(pout,1 +pout,2)

subject to : KF(χ)p = qF

:
m∑

i=1
χi ≤ m

16.5
χmax

: 10−7 ≤χi ≤ 0.021

(4.3)

A channel area limiting factor of 1
16.5 together with a maximum channel width of 0.042 are used to limit the

amount of cooling channel area. These values were chosen based on the resulting designs, which feature
sparse and clearly discernible channel layouts. Instead of a constraint on the channel area, an area/volume
constraint directly on the densities can be implemented. However, this was omitted due to time considerations
and absence of strict requirements on cooling channel area.

Results
The results in Figure 4.10 show how the available channel space is used to create two “bundles” of channels.
Channels in the center of the bundles are wider, while longer channels at the edges of the bundles are thinner.
The channels take the shortest path from inlet to outlet, which minimizes the hydraulic resistance. Clearly the
results are dependent on the initial ground structure. A higher resolution and/or a more connected ground
structure will yield a more optimal channel layout, i.e. a shorter path from inlet to outlets.
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Figure 4.10: Results for optimization for minimal pressure drop. On the left, projected densities ρ show two bundles of channels. Velocities
are visible in the middle image. On the right is the objective history, which shows good convergence. Final objective value is ∆p = 1.1 ·104.

4.4. Optimization example 3: Cooling device
In this numerical example, the objective is modified to also include the average temperature of the area to
which heat load QT is applied. The projected densities and velocities will now be used in the advection-
diffusion equation to determine the temperatures. Numerical parameters are chosen to create a convection
dominated problem. Thermal conductivities for solid and fluid are κsolid = 0.1 and κfluid = 1. The optimization
is run using Matlab’s fmincon interior point algorithm with 60 iterations as the only termination criterion.

Problem setup
The same ground structure is used as in Figure 4.9. The optimization problem is now stated as:

min
χ

: h(χ) ≡β
(

pin − 1

2
(pout,1 +pout,2)

)
+ 1

n

n∑
i=1

Ti

subject to : KF(χ)p = qF

: KT(χ)θ = qT

:
m∑

i=1
χi ≤ m

16.5
χmax

: 10−7 ≤χi ≤ 0.021

(4.4)

Results
Figure 4.11 shows three results for different weighting factors β for the pressure drop objective relative to
the thermal objective. The thermal objective becomes more important as β decreases, and the results show
designs with thinner, more numerous channels branching out across the entire domain. Evidently, the average
temperature decreases for lower values of β. Some thin channels appear to be dead ends without flow, however
this is expected since the fluid has a higher thermal conductivity than the solid material. Figure 4.12 shows the
histories of the weighted objectives.
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Figure 4.11: Results of a multi-objective thermofluid optimization using the GSP method. The designs are optimized for minimal average
temperature Tavg and pressure drop ∆p. β is the weight placed on the pressure drop objective: lower values of β lead to more intricate
designs that perform better for Tavg and worse for ∆p.
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Figure 4.12: Objective histories for the thermofluid optimization problem. Three different weights β are shown. A lower value for β gives
better cooling results at the cost of a greater pressure drop.



5
Benefits and limitations

The GSP method works on the assumptions of pipe flow and a ground structure with a predefined layout and a
specific coarseness. This approach carries benefits, but also comes with limitations. This chapter elaborates
on the benefits and areas of applicability of the method, and on situations where a density based method
would be better suited.

5.1. Benefits
Pipe flow assumes channels of constant cross section, with a diameter that is significantly smaller than the
length of the channel. Thin channels used for cooling purposes or other transport phenomena can be found in
a range of utilities. An example would be the field of microfluidics which deals with systems that manipulate
and process fluids with channels at a microscopic scale. This means that in many cases creeping flow applies
and the GSP method can potentially be of benefit.

Computation speed
When the number of DoFs increase with mesh refinement or an extension to 3-D models, the computation
time will increase likewise. If Darcy-Stokes flow is used with density based thermo-fluid-(mechanical) TO, then
the most computationally intensive part of the routine will be solving the flow. Hence, any simplification on
that front will give a meaningful reduction in computation time. Discretizing the governing equations of Stokes
flow (Eqs. 2.1 and 2.3) with appropriate boundary conditions results in the following system of equations1:[

K G
GT 0

][
v
p

]
=

[
f
h

]
. (5.1)

This matrix system is solved for v and p which are the velocities in all directions and the pressures. This means
that compared to the pipe flow network, finding the solution to a Stokes flow problem in 2-D requires solving
at least three times as many DoFs, since velocities vx and vy have to be found simultaneously as well. In 3-D,
also the z-component of the flow velocity has to be computed, whereas the pipe flow network still has only one
DoF per node.
In addition to this, the discretization of Stokes flow gives rise to saddle point problems which require the
so called LBB-condition to be met to guarantee stability, i.e. to avoid oscillations in the pressure field [28].
This stability problem can be solved by using quadratic elements, or when linear elements are used, with
a stabilization term. Both methods significantly increase computation time. With the quadratic elements,
midpoints are used for the velocities inside an element, see for example the Q2Q1 “Taylor Hood” element
in Figure 5.1. Compared to the Q1Q1 element, this introduces another 5 velocity nodes in a quadrilateral
element or 12 velocity nodes in a hexahedral element [83]. Furthermore, the bandwidth of the stiffness matrix
increases with quadratic elements, which again increases computation time. If linear elements are used, a
stabilization term is required which makes the stiffness matrix denser and thus solving slower. Comparing
this to the network equations of Eq. 3.1 shows the obvious computational advantage of using the pipe flow
simplification. For pipe flow networks, only a single DoF per node has to be solved; this is true for both 2-D

1See for example Donea & Huerta [28].
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and 3-D networks. Assuming a structured grid mesh with quadrilateral or hexahedral and an equal amount
of pressure nodes for both the GSP and Stokes flow approach, the reduction in DoFs can be calculated as
follows. With a 2-D mesh of n by n elements, the GSP mesh will have m2 pressure nodes (where m = n +1)
and an equal amount of DoFs. An FEM mesh consisting of Taylor-Hood elements will have m2 pressure DoFs

and 2 · (2m −1)(2m −1) velocity DoFs. The ratio of FEM vs. GSP DoFs becomes 9m2−8m+2
m2 , which for large

m converges to 9. Likewise, the calculation for a 3-D mesh will amount to a factor 13 reduction in DoFs for
hexahedral Taylor-Hood elements.

Figure 5.1: Examples of 2-D stable and unstable element types for solving Stokes flow, from [28], where stable elements satisfy the LBB
conditions. Unstable elements require an additional stabilization term, whereas stable elements require extra DoFs to be solved.

Another computational advantage of the GSP method is due to the decoupling of the channel ground
structure and the FEM mesh: the ground structure can be much more coarse than the FEM mesh. This might
be useful in a situation where design constraints prohibit channels in certain parts of the domain. A ground
structure can then be chosen that is adapted to a specific geometry and design domain and requires less DoFs
for the fluid solve while still maintaining the numerical accuracy of a finer FEM mesh.
Although specific timing tests or direct computational speed comparisons between the GSP method and other
TO methods were not investigated, a computational advantage for the GSP method is expected considering
the discussed details.

Feature control
Similar to the MMC/MMV methods (see Section 2.1.3), having explicit knowledge about channel topology
gives additional possibilities to control channel features over density based TO [35, 90]. Examples include
control of structural complexity to satisfy manufacturing constraints such as channel curvature radius, or a
maximum number of branches at channel junctions. Another example is maximum channel width; while
not impossible with density based TO [33, 47], a maximum channel width constraint is trivial with the GSP
method.
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5.2. Limitations
With the assumptions of pipe flow also come limitations. This section describes some examples where
limitations become apparent or where a different method might be better suited.

Accuracy
The GSP method is intended as a tool for initial design purposes. Considering this, a solution within 5% of
results produced by a commercial FEM package is acceptable. However, for highly accurate simulations or
design refinement, a full FEM discretization of the fluid physics would be a better choice.

Wide channels
The Hagen-Poiseuille equations assumes straight and long channels. This makes the GSP method unsuitable
for situations as seen in Figure 2.11 for example, where channel widths are very big compared to the channel
length. The assumption of a parabolic shaped flow profile does not hold in situations with very wide channels,
and any local in-channel effects of the flow profile on the temperature would have to be taken into account.

Ground structure dependence
All possible channel paths are restricted to the underlying ground structure. This has to be taken into account
when using the GSP method. A coarse ground structure will be fast computationally but the resulting designs
might not be optimal, whereas a fine and highly connected ground structure is slower and requires extra
attention to avoid overlapping channels. Ideally, the ground structure has sufficient nodes and connections
between nodes to accommodate all designs that would be possible in a Darcy-Stokes density based method. A
fine ground structure with high connectivity poses no problems for mechanical TO, however when projecting
fluid channels onto an FEM mesh care has to be taken to prevent crossing and overlapping channels. A possible
solution to prevent crossing channels is to implement a constraint of the following form:∑

i , j
χi ·χ j < c (for every crossing pair {i,j}), (5.2)

with χ being the design variables, i.e. half the channel width, and c some (small) constant. This constraint has
been tested on an elementary ground structure as a proof of concept, but further investigations are required to
give an indication of the feasibility in actual cases with high resolution ground structures.
Other solutions to prevent overlapping channels are non-overlapping constraints as seen in other geometry
projection methods [75], or a form of collision detection as used in multibody dynamics engines [19].

Higher Reynolds numbers
While the method described in this thesis assumes creeping flow, it is also possible to calculate the flow rate in
pipe networks with higher Reynolds numbers or even turbulent flow. Pipe networks with high Reynolds flow
are more complex to solve due to the nonlinear relation between pressure drop and flow rate. The hydraulic
resistance in a pipe or branch is a lumped parameter that represents all head losses for the given branch
geometry and flow conditions. In cases where inertia related effects have an influence, the hydraulic resistance
has to account for minor losses due to junctions, channel curvature, entrance effects, etc. [64]. Before the
advent of computers, the so called Hardy-Cross method [20] was used to iteratively determine flow rates inside
networks. Nowadays, algorithms better suited to computing are used such as Newton-Raphson. An extension
of the GSP method to high Reynolds laminar flow, or turbulent flow is an interesting avenue for future research.





II
Minimizing thermomechanical distortions

in optical instruments

In this part of the thesis, the GSP method will be applied to an industrial case involving a POB mirror in an
EUV photolithography machine. Fabrication of modern day computer chips requires exceptionally precise
machinery in order to create nanometer scale integrated circuits. The design of photolithography machines has
to account for all sorts of possible errors including misalignment issues due to thermal expansion. Predictability
or reduction of these thermal errors is required to shrink the process nodes and to increase production output
and profitability. By optimizing for temperature uniformity across the surface of a Projection Optics Box (POB)
mirror, an attempt is made to minimize unwanted thermomechanical deformation.

The first chapter (Ch. 6) of this part provides a summary of relevant literature and information on thermo-
mechanical TO and the optimization of optical instruments. Chapter 7 describes the POB mirror problem in
detail and demonstrates the hybrid 2-D/3-D model used to simulate the fluid and thermal physics. Chapter 8
presents and discusses the optimization results for two different heat loads. Finally, in Chapter 9 an optimized
design is transferred to the COMSOL simulation package to evaluate the thermomechanical deformation.
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6
Thermally induced optical aberration

Thermally induced optical aberration is a consequence of thermal expansion characterized by the coefficient
of thermal expansion (CTE). To date there have been several studies on thermomechanical TO using different
optimization methods. Early work on thermomechanical TO was done by Rodrigues and Fernandes [68] in
1995, who employed the homogenization method to minimize compliance of structures subjected to combined
thermal and mechanical loads. Li et al. have approached the problem using the ESO method [48, 49]. The first
application of the density-based method was by Sigmund [72], whereas Deng and Suresh [24] used the level-set
method. The use of adjoint sensitivities in coupled thermomechanical problems has been covered by Cho
and Choi [15]. Among other interesting applications, thermomechanical TO has also been used to optimize
spacecraft thermal protection systems by Kim et al. [42] and Penmetsa et al. [59]. Lastly, Sigmund and Torquato
[74] used topology optimization to generate structures with extreme or unusual thermal expansion behaviour.
Since thermally induced optical aberration is a direct consequence of thermomechanical deformation, the
findings of the above authors and others have been applied to topology optimization of optical instruments,
which is discussed in the following section.

6.1. TO of optical instruments

Applying topology optimization to mirrors requires a reliable performance measure to evaluate the optimiza-
tion results. A paper from 2003 by Park, Chang, and Youn [56] describes the topology optimization of a mirror
in a multi-spectral camera for space-use. A type of pseudo 3-D topology optimization was applied where the
mirror surface is the 2-D design domain and the TO algorithm optimally distributes material across this 2-D
surface. Subsequently a 3-D FEM simulation was done where the densities from the 2-D distribution represent
the thickness of the mirror. As a measure of optical performance the root mean square (RMS) error of the
normal displacement components of the mirror surface was used. The mirror surface displacement itself was
described using a special set of polynomials called Zernike polynomials.
Zernike polynomials are a sequence of polynomials that are orthogonal on the unit disk [12, 92]. Equation
6.1 shows how the wavefront or the deformation of the disk can be described as a sum of weights C m

n and
Zernike polynomials Z m

n (r,θ) using polar coordinates (r,θ). The Zernike polynomials are defined in Equation
6.2, where radius r is restricted to the unit circle (0 ≤ r ≤ 1), and θ is the azimuthal angle. The radial function,
Rm

n (r ), is described by Equation 6.3. Lower order Zernike modes such as the piston mode (Z 0
0 ), the tip/tilt

mode (Z−1
1 , Z 1

1 ), or parabolic surface deformations can sometimes be compensated for and hence do not
necessarily diminish optical performance.
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44 6. Thermally induced optical aberration

Figure 6.1: The first 13 Zernike polynomials, ordered vertically by
radial degree and horizontally by azimuthal degree. [7]

W (r,θ) = ∑
n,m

C m
n Z m

n (r,θ) (6.1)

Z m
n (r,θ) = Rm

n (r )cosmθ for m ≥ 0,

Z−m
n (r,θ) = Rm

n (r )sinmθ for m < 0
(6.2)

Rm
n (r ) =

(n−m)/2∑
k=0

(−1)k (n −k)!

k ! ( n+m
2 −k)! ( n−m

2 −k)!
r n−2k (6.3)

Using Zernike polynomials, rigid body modes were removed from the RMS error in the investigation by Park,
Chang, and Youn. The resulting measure directly relates to the so called Strehl ratio, which is a parameter that
represents the resolving ability of an optical system. The resolving ability of any optical system is limited by
the “Airy-disk” [1], which is the image created by a perfect point light source. Instead of a point, the Airy disk is
a finite sized disk of light with concentric circles. The Strehl ratio compares the peak light intensity of an Airy
disk of an imperfect, aberrated optical system, to that of a perfect optical system where the resolution is only
limited by diffraction over the system’s aperture. If the normal components of the mirror surface displacement
are denoted as Ûn , the root mean square of Ûn is calculated as:

RMSÛn
=

√√√√∫
ΩÛ 2

n dΩ∫
Ω dΩ

=
√√√√∑nse

e=1

∫
Ωe

Û 2
n dΩ∑nse

e=1

∫
Ωe

dΩ
, (6.4)

where the mirror surface domain isΩ, and the surface elements range from e = 1 tot e = nse. The Strehl ratio is
then defined as:

Strehl ratio ≈ 1−4π2(RMSÛn
)2. (6.5)

A paper by Park, Lee, and Youn [57] extends the research from the above authors and applies it to the
design of lightweight mirrors, also using the RMS error as a performance measure. Comparable work has been
done on the topology optimization of reflective mirrors for high-power laser systems by Kim, Park and Youn
[41]. Figure 6.2 shows some results from similar work by Qu et al. [67] who optimized space mirror design for
minimum compliance under axial gravity, lateral gravity, and polishing pressure. Furthermore, Liu et al. [50]
used TO on support ribs on the backside of a mirror. Resulting designs from the TO process were then used for
a parametric optimization where only shape or size was optimized.

Figure 6.2: Results from Qu et al. [67]: (a) shows a 2/3 cutaway of the mirror design space; (b) shows the optimal density distribution; and
(c) shows a practical interpretation from an engineer’s perspective.
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In 2018, Koppen et al. [46] used ray transfer matrix analysis to define the objective function in terms of direct
optical performance. This can be applied to a complete optical system consisting of multiple components. The
topologies of all components are optimized simultaneously. Whereas the previous mentioned literature in this
section used the 2-D surface of the mirror as the design domain, Koppen et al. have chosen to use a through
thickness cross section of the mirror mount. This results in interesting compliant mechanism-like structures
that keep the top surface flat under thermal loads. Figure 6.3 shows the initial setup of the optimization
problem in (a). The objective is to minimize the mean squared error of the optical surface Γ under a heat load.
Figure (b) shows the resulting optimized topology.

Figure 6.3: Figure of thermomechanical topology optimization from Koppen et al. [46]. (a) shows the setup of the optimization problem:
domainΩ is optimized to reduce the aberration of the outgoing wavefront when subjected to a thermal load. (b) shows the optimized
topology.

As these examples from literature show, various tools and methods exist to evaluate and optimize the
performance of optical instruments. Most research to date focuses on optimizing optical performance through
thermomechanical topology optimization. The following chapters of this thesis deal with the optimization
of the previously mentioned POB mirror. Instead of using thermomechanical TO, an investigation is made
to improve the optical performance with thermofluid TO. The cooling channel layout is optimized with the
GSP method. A number of concepts discussed above will be applied in evaluating the performance of the
POB mirror. To reduce complexity, an optimization objective based on temperature uniformity is chosen as
opposed to an objective directly related to deformations or optical performance. Details and reasoning behind
this choice can be found in Section 7.1. In Chapter 9, an optimized design is analyzed for thermomechanical
deformation. The mirror performance is evaluated by describing the deformation of the rectangular surface
with polynomial surface fitting, analogous to the previously discussed Zernike polynomials.





7
Problem description and model

In this chapter, a more detailed description of the POB mirror problem is provided. Section 7.1 explains the
chosen objective. A hybrid 2-D/3-D model is introduced in Section 7.2, which is subsequently validated. As
described in the introduction, the cooled POB mirror consists of a monolithic block of ultra low expansion
glass (ULE glass) illustrated in Figure 7.1. Exact dimensions and shape are confidential, however, the mirror is
constrained by a shoe-box model of 0.8 x 0.6 x 0.1 m. Since EUV lithography operates in vacuum conditions,
heat transfer from the surface to the surroundings is minimal and incorporating it in the modeling does not
impact the resulting designs; this mode of heat transfer is therefore neglected. The cooling channels have one
inlet and one outlet and are located at least 0.01 m below the mirror surface such that boundary Γtop is 0.01 m
high. No hard constraints are placed on the available area for cooling channels or on the allowable pressure
drop.

Figure 7.1: Shoebox model of the POB mirror. Γtop and Γbot are separated based on the structure of the hybrid model. Thermal load QT
represents the absorbed EUV radiation. Cooling channels run through the bottom slab 10 mm below the surface.

7.1. Optimization objective
The mirror device is made of a special kind of ultra low thermal expansion glass. By using a specific ratio of
material components, it is possible to create a material that has zero thermal expansion around a specific “zero-
crossing” temperature, see for example [39]. However, this means that the CTE is dependent on temperature.
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To accurately model this, a nonlinear FEM model is required which increases the complexity of the FEM code
and the topology optimization. A compromise was found by taking the temperature uniformity of the mirror
surface as a proxy for thermal deformation. This is quantified by taking the mean square error (MSE) of all
the nodal temperatures on the surface of the mirror. Evidently, temperature uniformity to thermal distortion
is not a one-to-one relationship. However, depending on the boundary conditions, high temperatures and
non-uniform heating will cause excessive mechanical distortions, whereas complete temperature uniformity
would result in zero distortion. Hence, optimizing for temperature uniformity is a reasonable compromise to
reduce complexity.

7.2. Hybrid model
Initially, a 2-D model similar to the numerical examples in Section 4.4 was investigated. The 2-D nature of this
model means that the radiative heat transfer to the mirror surface is simulated through volumetric heating. In
reality we are dealing with radiative heating onto a plate, and further conduction and convection from the plate
into a heatsink below. Heating the top surface of this setup with two stacked slabs can yield drastically different
temperature distributions as compared to the 2-D model. For example, the thickness of the mirror layer will
smear out or “blur” the temperature profile such that the top surface has a more uniform temperature. For
this reason and other possibly unforeseen effects the choice was made to create a 3-D model. A simplified
representation of the custom 3-D model can be seen in Figure 7.2. The model consists of two layered slabs:
the bottom slab contains the cooling channels while the top slab represents the mirroring layer. The bottom
cooling slab is still modeled in 2-D as described in Part I, but the top slab is now a 3-D solid layer. The top and
bottom slabs exchange heat through their shared rectangular interface based on heat transfer coefficients
that are a function of the densities in the bottom layer. This setup is explained in more detail in the next
section. The cooling channel topology of the bottom slab is optimized, while the objective function uses the
temperatures on the top surface of the upper slab.

It is important to note that the dimensions of the shoebox model (Figure 7.1) will be slightly different as a
consequence of using the hybrid model approach. Both the solid top slab, and the channel domain slab are
0.01 m thick. The remaining 0.08 m thick solid material underneath the mirror is ignored, as this would require
an additional coupled 3-D FEM layer. Due to time restrictions, a compromise was made whereby the shoebox
thickness is now taken as 0.02 m instead of 0.1 m. It is assumed that the remaining 0.08 m thick bottom slab
has negligible influence on the top surface temperatures relative to the effect of the cooling channels directly
below the surface. The increased surface area of the full thickness shoebox is expected to slightly reduce
temperatures by means of additional surface to ambient heat transfer. In Chapter 9, the thermomechanical
deformation for the full thickness shoebox model is evaluated using FEM. An optimized design is compared to
a reference design and a non-cooled design. The results give an indication of whether the assumptions for the
hybrid model and objective are warranted. Additionally, in Section B.3 of Appendix B, a comparison is shown
for two different thicknesses of the mirror, confirming the prediction of raised temperatures for the thinner
mirror.

Figure 7.2: Hybrid 2-D/3-D model. EUV radiation is represented by thermal load QT on the solid mirror domain. Heat transfer coefficients
hc couple the solid mirror domain to the channel domain.
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7.2.1. Coupling of cooling slab and mirror slab
As mentioned previously, the heat transfer coefficients on the interface are determined based on the local
densities of the bottom slab. This is done via the following process. Using nodal densities ρ̄i obtained through
averaging the element densities, first the nodal thermal conductivity κ̄i for node i is calculated by interpolating
between κ̄solid,i and κ̄fluid,i with:

κ̄i = ρ̄i · κ̄solid,i + (1− ρ̄i )κ̄fluid,i , (7.1)

where κ̄solid and κ̄fluid are the nodal thermal conductivities for the solid material and the cooling fluid. Subse-
quently, the diffusion heat transfer coefficient for stationary material (solid or liquid) is calculated as:

h̄c,stat,i = κ̄i

0.5tbot
, (7.2)

with tbot being the thickness of the bottom slab. The heat transfer coefficient for the moving fluid is

h̄c,mov,i =
Nu · κ̄fluid,i

tbot
·σ(

γ(|v̄i |− vact)
)
, (7.3)

where Nu is the Nusselt number for laminar flow in wide rectangular channels (Nu = 0.568) [53], and σ(γ(|v̄i |−
vact)) is a sigmoid function that operates as a smoothed Heaviside step function and activates hmov when
the activation velocity vact is reached. Sharpness factor γ determines the steepness of σ. Since the heat
transfer coefficient of laminar flow does not depend on the flow velocity, γ is only used to discriminate
between stationary and moving fluid, and can therefore be chosen arbitrarily large. The final local heat transfer
coefficient is then calculated as:

h̄c,i = ρ̄i · h̄c,stat,i + (1− ρ̄i )h̄c,mov,i . (7.4)

A diagonal matrix C(ρ,v) is created with the heat transfer coefficients multiplied with the element surface area
hb on the diagonal:

C(ρ,v) = hb ·

h̄c,1

. . .

h̄c,n

 . (7.5)

Matrix C is used in the following equations:

Ktopθtop = qT −CL(ρ,v)(θbot,ext −θtop) (7.6)

Kbotθbot = C(ρ,v)(θbot −θtop,int), (7.7)

where θtop are the temperatures of the entire top slab, and θtop,int the top slab temperatures on the coupled
interface. The temperatures in the bottom slab are denoted with θbot, with θbot,ext an extended vector of the
same size as θtop containing only temperatures of the bottom slab. Finally CL is an enlarged version of C:

CL =
[

C 0
0 0

]
(7.8)

Equations 7.7 are solved by creating a coupled matrix system of equations to solve for the temperatures in the
top and bottom slab simultaneously:

[
Ktop +CL −CW

−Cᵀ
W Kbot +C

]
︸ ︷︷ ︸

KH

[
θtop

θbot

]
︸ ︷︷ ︸
θH

=
[

qF

0

]
︸ ︷︷ ︸

qH

, (7.9)

with CW = [
C 0

]ᵀ
.
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7.2.2. Validation
A test setup with a grid of channels is used to compare the hybrid model to an FEM model. Figure 7.3 shows
the test setup, and Table 7.1 lists the chosen problem parameters. In COMSOL, the mirror is modelled as a
stack of two rectangular slabs with a rectangular cooling water inlet indicated with the red circle in the inset in
Figure 7.3(b). The results of the comparison can be seen in Figure 7.4. Figures 7.4(a) and 7.4(b) show the top
surface temperatures relative to ambient for the hybrid and FEM models. Temperatures are sampled along the
cut line shown in 7.4(c) and plotted in 7.4(d) for a quantitative comparison. The maximum relative difference
along is the cut line is 1.6% based on a temperature deviation of 5.2 K and a global maximum of 336.5 K. For
the GSP model the projected flow velocity was multiplied by a factor 1.1. This was done to adjust the maximum
temperature to correspond to the FEM model. Reasoning behind this correction factor is explained in Section
3.3.2.

(a) (b)

Figure 7.3: Setup for model validation. Figure (b) shows the top slab in Matlab and the model in COMSOL with the fluid channel entrance
encircled.

Dimensions 0.8 x 0.6 x 0.02 m, top slab 0.01 m thick, channel width 0.01 m
Material

properties
Solid (ULE glass), ρ = 2210 kg m-3, κ = 1.31 W m-1 K-1, C = 767 J kg-1 K-1

Fluid (water), ρ = 997 kg/m3, κ = 0.6 W m-1 K-1, C = 4180 J kg-1 K-1

Mesh
COMSOL: physics controlled mesh (Element size: “Finer”), 398650 linear elements
Matlab: linear elements, 144 x 96 quadrilaterals + 144 x 96 x 3 hexahedra

Boundary
conditions

Thermal: inlet ∆T = 0 K, Γtop and Γbot insulated, uniform heat flux 250 W/m2 on Γsur

Fluid: inlet flow rate q in = 6 mL/min (fully developed flow profile), outlet pg,out = 0 Pa

Table 7.1: Problem parameters for validation of the hybrid model.
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Figure 7.4: Comparison of temperature difference ∆T = T −Tambient for a hybrid 2-D/3-D GSP model versus a full 3-D FEM mode: (a) and
(b) show the surface temperatures for the GSP and FEM models respectively. (c) Shows a cut line along which temperatures are sampled.
In (d), the sampled temperatures along the cut line are plotted.





8
POB mirror optimization results

In this chapter, the optimization results are shown and interpreted for the POB mirror subjected to two different
heat loads: a single circular spot, and a dipole, both with a heat flux of 250 W/m2. In Section 8.3 the practical
utility of the designs is discussed as well as the prospect of a multi-objective optimization. Finally, Section
8.3.1 provides a glimpse of the performance gains that can be achieved when higher flow rates are used.

Based on observations, certain choices have been made in obtaining the results. In the absence of strict
requirements on channel width and area, a maximum channel width of 16 mm and a channel area constraint
factor of 1

9.5 (see Equations 8.1) are chosen to ensure minimal channel overlap and sparse designs. To allow
for greater freedom in design, initially only the temperature uniformity objective is optimized for. At some
point during the optimization process, the pressure drop objective is introduced to ensure that a clearly
discernible channel layout is generated. This is done at 40% progress (after 48 iterations), as this value
produced satisfactory results and good objective convergence, see Section B.1. No strict requirements on
inlet flow rate were given, therefore a flow rate of 10−7 m3/s or 6 mL/min was chosen to guarantee flow in the
Stokes flow regime while still providing cooling capacity. Additional problem parameters are listed in Table
8.1. Furthermore, seven iterations of the divergence filter described in Section 3.3.3 were used, as well as an
averaging filter with the kernel from the aforementioned section. Other details include a projection sharpness
of s = 20 (see Figure 3.3(a)), and a velocity correction factor of 1.1.

Dimensions 0.6 x 0.4 x 0.02 m, top slab 0.01 m thick
Material

properties
Solid (ULE glass), ρ = 2210 kg m-3, κ = 1.31 W m-1 K-1, C = 767 J kg-1 K-1

Fluid (water), ρ = 997 kg/m3, κ = 0.6 W m-1 K-1, C = 4180 J kg-1 K-1

Mesh linear elements, 144 x 96 quadrilaterals + 144 x 96 x 3 hexahedra
Ground structure Delauny triangulation of 30 x 21 nodes, 1791 branches

Boundary
conditions

Thermal: inlet ∆T = 0 K, Γtop and Γbot insulated, heat flux of QT = 250 W/m2

Fluid: inlet flow rate q in = 6 mL/min (fully developed flow profile), outlet pg ,out = 0 Pa

Table 8.1: Problem parameters and boundary conditions for the POB mirror optimization routine.

53



54 8. POB mirror optimization results

8.1. Use case 1: Circular heat load
In the first use case, a single circular spot with radius rQ = 0.095 m is heated with a prescribed heat flux of 250
W/m2, see Figure 8.1. Some padding is added around the mirror domain for practical implementation reasons.
The padding has a minimal density to reduce heat transfer to the boundaries. Boundary Γpad has ambient
temperatures prescribed with the exception of outlet Γout. The optimization problem is stated as follows:

min
χ

: h(χ) ≡ 1

n

n∑
i=1

(Ti −Tavg)2 +α(pin −pout)

subject to : KF(χ)p = qF

: KH(χ)θH = qH

:
m∑

i=1
χi ≤ m

9.5
χmax

: 1 µm ≤χi ≤ 8 mm

(8.1)

As a base measure the temperature uniformity is first evaluated without any flow resulting in a temperature
uniformity of MSE = 218.1 K2 (see Section B.2 in Appendix B for an image of the temperature distribution).
Hereafter, an inlet flow of 6 mL/min is introduced and the GSP method is applied to optimize the topology.
Figure 8.2 shows the results for a range of pressure drop objective weights α. The temperature uniformity
performance for the three different weightings are visible in the last column. As expected, the MSE performance
improves when smaller emphasis is placed on the pressure drop objective. The optimized designs also yield
a significant improvement over the reference design. However, the actual design principles are not entirely
obvious at first sight. Looking at the results, it appears that for higher values ofα the cooling channels converge
to the right of the circular heat load. On the left side and in the center of the heat load, the channels are thinner.
A possible explanation for this behavior is that the surface area of the cooling channels is maximized in areas
where temperature is high. Since the cooling fluid is moving and simultaneously acquiring heat from left to
right, the hottest part of the mirror surface is shifted rightwards. Keeping this in mind, it makes sense to reduce
heat uptake on the left side of the heated spot by minimizing channel surface area, while at the same time
maximizing heat uptake on the right side of the center by maximizing channel surface area.

8.2. Use case 2: Dipole
The second use case has two circular spots with a prescribed heat flux of 250 W/m2, see Figure 8.3. Temperature
uniformity is first evaluated without flow, which results in an MSE value of 135.9 K2. When fluid flow is
introduced, the channel layout is optimized for temperature uniformity and pressure drop. Apart from the
dipole heat load, the optimization problem is unchanged from Eq. 8.1. Figure 8.4 shows the results for the
reference design and the optimized designs with different pressure objective weights.

Again as expected, temperature uniformity improves when less emphasis is placed on the pressure drop
objective. The resulting topologies appear to follow the same design principles as the circular heat load case. In
all three optimized topologies the cooling channels coalesce and widen right underneath the hottest areas on
the right side of the dipole. The topology for α= 102 has less clearly defined channels. An attempt was made
to remove the leftover thin channels for α= 102 using a form of gray penalization on intermediate channel
widths. However, this did not give the desired results. Further research could focus on a penalty on a specific
range of small channel widths, or the use of filters and projections similar to density based TO [34, 96].
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Figure 8.1: Problem setup and boundary conditions for the POB mirror optimization with a circular heat load. Outlet pressure pg,out is
gauge pressure, i.e. relative to ambient pressure.

Figure 8.2: Reference design and optimized designs for a POB mirror subject to an circular heat load. Density fields, velocities, and
temperature distributions (T −Tambient) are shown for different pressure drop objective weights α. The two columns on the right show
the resulting objective values. As pressure drop objective weight α decreases, the temperature uniformity (MSE) improves.
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Figure 8.3: Problem setup and boundary conditions for the POB mirror optimization with a dipole heat load. Outlet pressure pg,out is
gauge pressure, i.e. relative to ambient pressure.

Figure 8.4: Reference design and optimized designs for a POB mirror subject to a dipole heat load. Density fields, velocities, and
temperature distributions (T −Tambient) are shown for different pressure drop objective weights α. The two columns on the right show
the resulting objective values. As pressure drop objective weight α decreases, the temperature uniformity (MSE) improves.
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8.3. Practical use and multi-objective optimization
The designs seen in the previous sections are very much tailored to the specific heat load in question. Even
better results could most likely be acquired if the flow inlets and outlets are also located at favorable positions,
e.g. inlets directly below heated spots. In practice however, the mirror device will be used for a number of
different heat loads, and the cooling channel layout has to work well for all situations. Considering this, it
would be useful to do a multi-objective optimization. Time restrictions did not allow this to be implemented;
the code would have to be extended to run multiple simulations in a single iteration, and the computation of
the sensitivities would also have to be adjusted. However, it is possible to give an educated guess about what a
multi-objective optimized design will look like.

Applying the same design strategy to a multi-objective optimization will most likely result in a straight-
forward, “diluted” design. The expected result would be a design where most channel surface area is placed
underneath the spots that are hottest on average for a number of different heat loads. Hence, if there are nu-
merous of distinct heat loads that have to be accounted for, the optimized design will probably not differ much
from a channel layout that keeps the mirror the coolest under a full uniform heat load. It could still be possible
to gain some performance in terms of temperature uniformity versus a standard straight cooling channel lay-
out. However, one must consider that the actual performance gain in terms of thermomechanical distortions
might be negligible. Other possible solutions are discussed in the conclusions and recommendations.

8.3.1. Increasing the cooling capacity
While the optimized designs offer improved temperature uniformity over a non-optimized design, the final
performance can still be improved considerably by increasing the inlet flow. This is a simple consequence
of lowered maximum temperatures. Unfortunately, as of now the GSP method only works with Stokes flow,
and any increase of the flow velocity will result in inaccurate results. Regardless of the inaccuracies, an
experiment with higher inlet flows might still provide valuable insight into potential performance gains.
Another optimization was therefore done using the Stokes flow equations, but with a flow rate outside of the
Stokes flow regime. Figure 8.5 shows an example of the circular heat load case where the inlet flow is increased
to 600 mL/min. Increasing the thermal capacity of the water by a hundred fold will yield the same results.
Compared to the creeping flow results, the highest temperatures are much lower now. As a consequence, the
MSE is reduced to 0.61 K2, which is a significant improvement over the creeping flow results.

Figure 8.5: Topology optimization results for a POB mirror subject to an circular heat load and a high inlet flow (600 mL/min). Stokes flow
equations are used which assume creeping flow, thus the resulting velocities are inaccurate. Despite inaccuracies, the results show the
potential for performance gains with higher inlet flow.

The design in Figure 8.5 suggests that for high flow rates it is beneficial to create wide channels directly
underneath the heat load, while simultaneously reducing channel width in other areas. With the high flow
rate, the cooling fluid hardly heats up, and there is no significant smearing effect on the surface temperatures.
Raised temperatures are very much concentrated in the direct heat load area. It does appear that the optimizer
generated some sideways channel branches to disperse warmer cooling fluid towards unheated areas, thereby
increasing temperature uniformity. However, the properties of the problem make it such that a leftover heat
imprint remains. A problem that becomes clear from this experiment, is that the lower limit of the surface
temperature is bounded by the fact that the heat has to be conducted through the thickness of the mirror
layer; i.e. there will always be a temperature gradient from the top surface to the cooling channels based on
Fourier’s law of thermal conduction. This means that when the flow speed (or the thermal capacity of the fluid)
is increased, there will still be a remnant heat imprint.
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Cooledwater
An unsuccessful attempt was made to remove the leftover heat imprint by cooling down the fluid to below
ambient temperatures. For flow velocities in the creeping flow regime, the cooled water resulted in a worse
temperature uniformity performance compared to ambient temperature cooling fluid. This was primarily the
result of the cooling fluid quickly warming up to ambient temperature when traversing the mirror domain,
and as a result inlet temperatures were significantly colder than outlet temperatures. This phenomenon could
be prevented by using a higher flow rate, however as previously explained, the current Stokes flow model is
inaccurate at describing high Reynolds laminar flow.
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Finite Element Analysis of

thermomechanical deformation

To evaluate the performance of optimized designs in terms of thermomechanical deformation, an optimized
design was transferred to COMSOL using the ’Image to Curve’ module. The optimized design is compared to a
mirror with no flow, and a mirror with a reference design with seven parallel channels. The channel layouts
can be seen in Figure 9.1. The outside dimensions of the mirror are based on the shoebox model in Figure 7.1.
Thermal load QT is a uniform boundary heat flux of 250 W/m2 on the circled area with a radius of 0.095 m; Γsur

has a heat transfer coefficient of 0.2 W/(m2K) and all other surfaces 0.8 W/(m2K). The cooling channels have a
fixed height of 0.01 m and are restricted to 0.01 to 0.02 m below the mirror surface. Inlet flow rate is 6 mL/min.

Figure 9.1: Channel layouts for a reference design and an optimized design generated with the GSP method. The circled area is subject to a
heat load.

The resulting temperature distribution for the three designs can be seen in Figure 9.2. With a maximum
temperature of 15.0 K, the optimized design gives the best results in terms of cooling performance. Note that
increasing the thickness of the mirror from 0.02 m in the hybrid model to 0.1 m in the COMSOL model (as
discussed in Section 7.2) results in a larger outer surface area, which in turn decreases the average temperatures
in the block. This effect is most pronounced in the mirror setup without flow, however when active cooling is
introduced the effect is small (1 K) since heat transfer now primarily occurs through the cooling fluid instead
of the outer surface area.

A one-way coupling from the thermal domain to the mechanical domain is used to calculate the ther-
momechanical deformation. A constant coefficient of thermal expansion (CTE) is used of αT = 10−6 K-1.
Since the surface is rectangular, the mechanical deformation is not described using Zernike polynomials (see
Section 6.1). Instead, Matlab’s curve fitting toolbox is used to fit a second order polynomial surface of the form:
p1x2+p2 y2+p3x y+p4x+p5 y+p6. A second order polynomial is used because zeroth, first, and second order
mechanical deformations can be compensated for by adjusting other components in the photolithography
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machine. Figure 9.2 shows the second order surface fits together with the raw surface deformation at the
mesh nodes plotted as a point cloud. Subsequently, the root mean square (RMS) of the residuals between
the point cloud data and the fitted surface is used as a measure of performance. The optimized design has a
20% reduction in the RMS residual surface deformation compared to the reference design. The results suggest
that temperature uniformity and/or a lower maximum temperature appear to transfer well to the residual
deformation performance. It should be noted that the actual ULE glass material has a proprietary composition
with a temperature dependent CTE. Therefore, the optimized design cannot be transferred directly to the
actual POB mirror. Nonlinear finite element analysis, which takes a temperature dependent CTE into account,
is advised for further investigations.

During a separate experiment (Section B.3) it was also observed that a thicker mirror will result in more
predictable, local thermal expansion, whereas a thin design will tend to bulge upwards as a whole. This is likely
due to the increased mechanical stiffness that comes with a thicker base slab.

Figure 9.2: Temperature distributions and deformations for the POB mirror for three different designs. Top row shows the temperature
relative to ambient temperature. Bottom row show the raw surface deformation as a point cloud, together with a fitted second order
polynomial surface. Of the three designs the optimized design has a lowest maximum temperature, and the RMS of the residual
deformation is the smallest.



10
Conclusion and recommendations

10.1. Ground Structure Projection method
In this thesis, a new thermofluid TO method has been presented. Instead of solving the Stokes equation and
changing FEM-element density directly, the GSP method uses a pipe flow network to compute flow velocity
and subsequently projects the flow and geometry onto a structured grid FEM mesh. An averaging and a
divergence reduction operator are applied to the projected flow field, after which the advection-diffusion
equation is solved to find the temperature distribution. Spurious oscillations in the solution, associated with
high Péclet advection-diffusion, are removed with the help of streamline upwind and crosswind stabilization
terms, as well as the smoothing effect of the filter operators on the flow field.

Validation efforts show that the GSP method can reproduce temperature distributions that closely match
solutions generated by a commercially available FEM package. Using a 128x128 element structured grid, local
relative errors remained under 5% compared to an FEM solution. Applied to a problem of average temperature
minimization in a heatsink device, the GSP method produces expected results and converges well. Similarly, an
improved cooling channel layout was generated for an optical device. When analyzed with FEM, the optimized
cooling channel layout resulted in a 20% reduction of the RMS surface deformation error compared to a
reference design.

For the design of cooling channel layouts governed by Hagen-Poiseuille flow, the GSP method provides a
number of benefits over density-based thermofluid TO. The strong reduction in the amount of DoFs required
to solve the fluid physics translates to significantly faster computation compared to an FEM discretization of
Stokes flow. This advantage would increase if the GSP method is extended to 3-D. Additionally, using an explicit
description of the channel topology makes it possible to control high level features of the topology. Potential
examples of feature control include channel curvature radius constraints, or branching constraints. Taking the
above into account, the GSP method is best suited as a tool for initial design purposes. The computational
advantage over density based TO, and the added explicit feature control allow for rapid generation of designs.
Refinement for a final design and high accuracy simulations should be done using a full FEM discretization of
the governing physics.

Care should be taken when applying the GSP method in its current form to problems with high thermally
conductive solid materials. Very thin fluid channels with a width at or below mesh element size are not resolved
properly. This results in too much diffusive heat transfer across the channel. Possible solutions to this problem
would be density filtering and projection to remove the thinnest channels, or a form of gray penalization
directly on the channel width design variables. It should be noted that this phenomenon occurs with any
structured grid density based method if channel width is at or below element size.

Furthermore, the GSP method should only be applied to problems with low Reynolds flow and relatively
thin and long channels, i.e. flow that can be reasonably approximated with pipe flow. While it is not necessary
to restrict flow strictly to the creeping flow regime, it is advisable to only apply the GSP method to flow with
Reynolds numbers below 20. To guarantee accuracy for higher Reynolds flow, a different fluid solver would be
required that takes into account inertial effects and nonlinear relations between pressure drop and flow rate.
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10.2. Projection Optics Box mirror
In cooperation with ASML, an investigation was done to improve the optical performance of a POB mirror using
the developed TO method. The GSP method was used in combination with a hybrid model of the mirror where
the channel domain was modeled in 2-D and the top layer in 3-D. For both a circular and a dipole heatload, the
TO resulted in improved temperature uniformity and lower maximum temperatures over a reference design.
Transferring an optimized and a reference design to COMSOL showed that thermomechanical deformation
likewise improved in the optimized design.

Despite the apparent performance gains a few remarks have to be made. The GSP method is restricted to
the creeping flow regime, which means that the channel layout for the actual mirror will have to be different
when higher flow rates are used. At higher velocities inertial forces come into play and the fluid will not flow
into side branches as freely as with creeping flow. However, certain design strategies might yet be distilled
from the results generated by the GSP method. When designing the cooling channel layout for a system with
creeping flow, it could be beneficial to have a slightly smaller channel width when entering a heated area,
and a larger width on the exit side of the heated area. On the other hand, if the flow rate is high enough
the cooling water will not heat up as much and there won’t be a significant “smearing” effect of the surface
temperatures. In such a case it would be preferable to increase channel width directly underneath heated
areas, while minimizing channel width as much as possible in unheated areas. Furthermore, the Reynolds
number can be lowered artificially in real life with parallel micro-channels which would increase the accuracy
and utility of high inlet flow designs generated with the GSP method. Nevertheless, with a channel layout that
is restricted to a level plane, the end result will be sub-optimal.

Alternative solutions
While this thesis has shown that TO can provide performance improvements for specific heat loads, it is
unknown how much TO can improve performance for a range of different heat loads simultaneously. A multi-
objective optimization might yield a practical design that performs better than a reference design, however
there are crucial obstacles that limit the potential gains. The POB mirror will be used for tens, if not hundreds
of different heat loads that vary greatly in orientation and position. A channel layout optimized for this many
use cases will likely be very generic. As such, performance gains over a reference design will most likely be
marginal. Additionally, when new heat loads are introduced, the design would have to be changed. It is
therefore recommended that ASML looks into other solutions that can cool locally and/or on demand.

Instead of a single optimized design, a more appropriate solution might be to have a grid/array of cooling
units. This could be realized in multiple ways, for example by having a monolithic block with separate cooling
channel in/outlets into every cooling cell. The flow rate into every cell can be adjusted dynamically, or be kept
constant while the fluid is heated or cooled accordingly. Settings can either be controlled in real time, or be
calculated beforehand with a parameter optimization on an accurate thermo-fluid-mechanical model. A third
option would be to replace the cooling channels with an array of Peltier elements.

10.3. Future work
A number of aspects can benefit from extra research. The ground structures used in this thesis only have
non-crossing pipe connections. Because of this, the resulting designs are dependent on the initial ground
structure and still have room to be optimized further. For a more connected ground structure, measures have
to be taken to avoid crossing and overlapping channels. This is feasible through the use of non-overlapping
constraints or other forms of collision detection. A different approach to increasing the design freedom could
be a “morphable” ground structure. In the current GSP implementation, the ground structure nodes are
fixed. However, the nodes could be allowed to shift slightly during optimization, thus giving a greater range of
possible designs.

Also requiring attention are the leftover gray/intermediate densities that remain under some circumstances.
Penalization on intermediate channel widths has been tested during the making of this thesis. However, unlike
gray density values, intermediate channel widths are not necessarily undesirable. Further work is needed for
better results.

Furthermore, computational speed gains can be achieved by revising the initial phase where the “coverage”
functions are generated. Before the optimization iterations start, the software routine has to determine the
analytical coverage functions that couple the cooling channels to the mesh elements. At the time of writing
this is done via brute force by iterating over every mesh element and every channel segment. This can be done
much faster by making use of a rasterization algorithm in 2-D [14], or a voxel traversal algorithm in 3-D [5].
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The channel geometry can be rasterized/voxelized to limit the search space for finding elements affected by
specific channel segments. As for 3-D TO, the GSP method should be easily extendable to the third dimension.
Obviously a greater range of problems can be solved in 3-D, and at the same time the computational advantage
over Darcy-Stokes TO becomes larger.

Lastly, the concept of velocity mapping used in the GSP method could also prove useful in conjunction
with other computational fluid dynamics methods or higher Reynolds laminar pipe flow. The velocity mapping
itself can be improved by additional work on the divergence removal operator and a more sophisticated
approximation of rectangular and shallow channel flow profiles.

Concerning the POB mirror, if TO investigations are continued, future work could be focused on a number
of aspects. Significant performance gains should be possible when switching to 3-D TO such that cooling
channels can move closer or further away from the surface depending on how much cooling capacity is needed
in a specific area. Combined with pre-heating of unlit areas and/or air conditioning, it should be possible to
get a high degree of temperature uniformity. Another approach to influence heat uptake in selected areas is
to locally change the heat transfer coefficient by forcing the cooling fluid to mix. Static mixers can be placed
in cooling channels underneath hot areas to reduce the temperature of the boundary layers of the flow and
thereby increasing the heat transfer coefficient.

Another aspect that could benefit from future work is the optimization objective. While the chosen objec-
tive of temperature uniformity appears to translate well to thermomechanical deformation, it would make
more sense to directly optimize for minimal optical aberration. For this purpose a thermomechanical coupling
could be introduced in a 3-D model, with an objective based on the residual deformation. The temperature
dependent thermal expansion coefficient of ULE glass would require TO with nonlinear finite element model-
ing. Furthermore, the introduction of transient physics and transient TO would be valuable, since ideally the
POB mirror performs well in the transient phase immediately after the EUV heat load is activated. Finally, a
practical design would require a multi-objective optimization for the most frequent heat loads.





A
Sensitivity analysis

The sensitivities for the various responses are calculated using the adjoint method [36]. All stabilization terms
are included in the sensitivities, however for brevity the thermal stiffness matrix KT is not expanded in the
following derivation of sensitivities.

A.1. Temperature response sensitivities
The 2-D model is based on the following equations:

KTθ = qT (A.1)

KFp = qF, (A.2)

where it holds that:

KT ≡ KT
(
ρ(χ),v(χ)

)
(A.3)

KF ≡ KF(χ). (A.4)

Given a response h(θ), using the adjoint method we introduce an augmented response function h∗(θ) where
we add the model equations multiplied with adjoint vectorsλ1 andλ2:

h∗ = h +λᵀ
1(qT −KTθ)+λᵀ

2(qF −KFp). (A.5)

Since the added terms in augmented response h∗ are equal to zero, the derivatives w.r.t. the design variables
remain unchanged, such that:

dh

dχi
= dh∗

dχi
= (A.6)
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dqF
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p+KF
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)]
,

where three terms are crossed out because response h and loads qT, qF are not explicit functions of the design

variables. Since KF and KT are dependent on densities ρ and velocities v, the derivatives dKF
dχi

and dKT
dχi

can be
expanded. Removing terms that are zero and expanding said derivatives, we get:
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Rearranging to group together all terms with state vector derivatives dθ
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and dp
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To avoid calculating the state vector derivatives we set

∂h

∂θ
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such that the adjoint vectors become
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T
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, (substitute λ1 into A.9) (A.8)
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Adjoint vectorsλ1 andλ2 are then used in eq. A.7 so that we get the final result:
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A.1.1. Implementation challenges
The end result dh

dχi
is a scalar value obtained with a vector-matrix-vector product. However, calculating

Equation A.10 or adjoint vectorλ2 can be challenging since matrix to vector derivatives such as ∂KT
∂ρ and ∂KT

∂vx

(eq. (A.9)) are ambiguous. Focusing on the computation of λ2 in Equation A.9, care should be taken when
calculating the following term:

λᵀ
1

(
∂KT

∂vx

∂vx

∂p

)
θ (similar for vy). (A.11)

We know that Equation A.7 must be a scalar value, and the following term from eq. (A.7):
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(A.12)

can be written using index notation for vectors vx and p as:

λ
ᵀ
1

∂KT
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θ

d pk

dχi
. (A.13)
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Hence eq. (A.11) can be seen as a row vector of the form:
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, (A.14)

such thatψᵀ
x

d pk
dχi

would yield the same result as eq. (A.13). Note that ∂KT
∂vx

∂vx
∂pk

represents a sum of matrices:

∂KT

∂vx

∂vx

∂pk
= ∂KT

∂vx, j

∂vx, j

∂pk
. (A.15)

Stencils are used for ∂KT
∂vx, j

and ∂KT
∂vy, j

, so that calculating the values ofψx is performed by selecting the appropri-

ate values fromλ1 and θ on the basis of a predetermined list that contains the corresponding element indices.

Now calculating adjoint vectorλ2 becomes easy:

λ2 =−K−ᵀ
F (ψx +ψy). (A.16)

Similar procedures are used for calculating other parts of eq. (A.10).
Finally, the anti-divergence operator described in Section 3.3.3 requires the chain rule to be applied: if

seven iterations of the operator are used on the velocities, then accordingly seven iterations are used on the
sensitivities of the velocities.

A.2. Hybrid model
The hybrid model of two stacked slabs used in Part II has its own difficulties. The advection-diffusion im-
plementation described by Donea & Huerta [28] uses nodal temperatures combined with velocities at the
element centers. The hybrid model however, transfers heat based on only nodal velocities, densities, and
temperatures. The element center velocities and densities are therefore averaged to generate nodal values.
Taking the derivative of the objective w.r.t the element densities ρ or the element velocities v has to account
for this averaging step in the chain rule. This is solved by introducing an additional set of stencils determined
beforehand. Depending on the location of an element (sides, corners, center) a different stencil will be used to
compute the derivative of a response to an element density or velocity. Recalling Equation 7.9:[

Ktop +CL −CW

−Cᵀ
W Kbot +C

]
︸ ︷︷ ︸

KH

[
θtop

θbot

]
︸ ︷︷ ︸
θH

=
[

qF

0

]
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qH

,

matrix C is a diagonal matrix which contains the heat transfer coefficients that couple the two slabs. Thus
C is indirectly (via nodal densities ρ̄ and nodal velocities v̄) a function of element densities ρ and element
velocities v, i.e. C = C(ρ̄(ρ), v̄(v)). Taking the derivative to an element density ρi will result in a stencil:

∂C

∂ρi
= ∂C

∂ρ̄rel

d ρ̄rel

dρi
(A.17)

where ∂C
∂ρ̄rel

is a 4x4 diagonal matrix containing the derivatives with regards to selected relevant nodal densities

ρ̄rel, and d ρ̄rel
dρi

is a 4x4 matrix which changes depending on the location (sides, corners, center) of the element
in question. Equation A.17 becomes:
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0
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 , (A.18)

where {a,b,c,d} denote the four corners of an element. As an example, since an element along the top
boundary will influence two top boundary nodes with half of its value, and two center nodes with a quarter of
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its value, d ρ̄rel
dρi

becomes:

d ρ̄rel

dρi
=


1/2 0 0 0

0 1/2 0 0
0 0 1/4 0
0 0 0 1/4

 . (A.19)



B
Additional data

B.1. POB-mirror convergence plots
Convergence plots of the two topology optimization cases (circular and dipole heat load) described in Chapter
8. Different pressure drop objective weightsα are shown: lower values ofα yield results with better temperature
uniformity.

Figure B.1: Convergence plots for POB-mirror. Pressure drop objective is scaled with α. Circular heat load on the left, dipole heat load on
the right.
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B.2. Temperature distribution with zero flow
Temperature distributions of the POB mirror with zero flow, subject to a circular and dipole heat load as
described in Chapter 8.

(a) (b)

Figure B.2: Temperature distribution with no flow. Left circular heat load, right dipole heat load.

B.3. Shoebox model thickness comparison
To validate the assumptions made in Section 7.2, a test was performed with a varying thickness bottom slab.
Figure B.3(a) shows the temperature distribution of a thin shoebox model: 0.02 m thick (0.01 m top layer, 0.01
m cooling channel layer). Figure B.3(b) shows the full thickness shoebox model of 0.1 m thickness (0.01 top
layer, 0.01 m cooling channel layer, 0.08 m solid bottom layer). The top surface temperatures are roughly 1 K
higher for the thin model compared to the thick model. This is likely a consequence of the increased surface to
surroundings heat transfer for the thick model.

Figure B.3: Comparison of temperatures for two different thickness shoebox models. Increasing the thickness results in slightly lower
temperatures and a more uniform temperature distribution.



C
Validation

This appendix contains additional GSP vs. FEM validation examples for a number of cases. A Y-split channel
structure is compared for different channel widths and two different solid material thermal conductivities.
Furthermore, a single tapered channel is tested.

C.1. Y-split channel structure
A Y-split channel structure provides insight into whether diagonal and non-mesh aligned channels are properly
handled by the GSP method. Different channel widths w are tested, namely 0.01, 0.02, 0.03, and 0.04 m.
Boundary conditions for the experiment are shown in Figure C.1. Around the inlet a fixed length portion of the
boundary has a prescribed temperature of 0 K. A 1000 W/m3 uniform volumetric heat load is applied over the
entire domain.

C.1.1. Temperature comparison
Figures C.2 and C.3 show the resulting temperature distributions for varying channel widths for a low and high
thermally conductive material respectively. The GSP model and FEM model show good agreement for the low
thermally conductive solid material in Figure C.2. However, in Figure C.3 a discrepancy can be observed for
the layout with the thinnest channels (channel width of 0.01 m). The high resolution FEM model has a mesh
tailored to the geometry. Therefore, the channels form an insulating, low conductivity layer in the domain. The
GSP model, however, uses a structured grid mesh, where the thinnest channels are represented by intermediate
densities. As a consequence, the channels no longer form a low conductive layer within the domain, and the
resulting temperatures are distributed more uniformly. Also, because of this, a lower maximum temperature is
seen. The comparisons are quantified in Figure C.4.

Figure C.1: Problem setup of Y-split channel validation. Prescribed temperature at ΓDirichlet is 0 K. Uniform volumetric heat load of 1000
W/m3.

71



72 C. Validation

Figure C.2: GSP vs. FEM temperature comparison for a Y-split channel structure and low thermal conductive solid material (κ = 1.31 W
m-1 K-1). Different channel widths w are shown. GSP and FEM models show good agreement.
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Figure C.3: GSP vs. FEM temperature comparison for a Y-split channel structure and high thermal conductive solid material (κ = 205 W
m-1 K-1). Different channel widths w are shown. At smaller channel widths a discrepancy between the GSP and FEM models becomes
visible. The GSP model cannot fully resolve the thin channels which results in a more diffuse temperature distribution and lower maximum
temperatures.
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Figure C.4: Plotted temperatures of the GSP and FEM Y-split channel structure for different channel widths w . Temperatures are sampled
along a cut line illustrated in Figure C.1. For the high thermal conductive material (κ = 205 W m-1 K-1) the GSP method starts to deviate
significantly from the FEM model for thin channel widths.
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C.1.2. Velocity vectors
The velocity vectors of the flow are plotted in Figure C.5 to give a qualitative impression of the projected flow at
the junction of the Y-split. Using the steps described in Chapter 3, a smooth transition is attained, comparable
to the flow in the FEM model seen in Figure C.6. Note that the arrow scaling is different for the GSP- and FEM
example.

Figure C.5: Projected velocity vectors for a Y-split channel structure, plotted in Matlab. Channel width from left to right: 0.04 m, 0.03 m,
0.02 m, 0.01 m.

Figure C.6: Velocity vectors of an FEM simulation of the Y-split channel structure, plotted with Comsol. Channel width from left to right:
0.04 m, 0.03 m, 0.02 m, 0.01 m.
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C.2. Tapered channel
A comparison was also done for a tapered channel, see Figure C.7. With the GSP model, the tapered channel
is approximated with five connected narrowing channel sections. The horizontal cut line drawn in Figure
C.7 was used to evaluate and graph the temperatures in Figure C.8. Some difference for the temperature is
observed near the entrance. This is likely due to the rough approximation with five channel sections.
Finally, Figure C.9 shows how the velocities at a transition of two channel sections are handled. Just before the
transition, velocity vectors at the channel edges point slightly inwards, diverting flow towards the center of
the channel. After the transition, the velocity vectors at the edges are smaller in magnitude, while the velocity
vectors at the center of the channel have increased in magnitude.

Figure C.7: Comparison between GSP method (top) and FEM model (bottom) of the temperature distribution with a tapered channel. The
GSP ground structure consists of five narrowing channel sections, whereas the FEM geometry has a continuously narrowing channel. The
red line in the figures of the GSP density distribution and FEM geometry is a cut line used to sample temperatures.
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Figure C.8: Comparison graph of GSP vs. FEM, quantifying the temperature results along the cut line in Figure C.7.

Figure C.9: Close-up of GSP velocity arrows at second to last channel connection. Before the transition, outer velocity vectors point inward.
After the transition, outer velocity vectors are horizontal and smaller in magnitude.
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