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Multirow Adjoint-Based
Optimization of NICFD
Turbomachinery Using a
Computer-Aided Design-Based
Parametrization
Currently, most of the adjoint-based design systems documented in the open literature
assume that the fluid behaves as an ideal gas, are restricted to the optimization of a single
row of blades, or are not suited to impose geometric constraints. In response to these lim-
itations, this paper presents a gradient-based shape optimization framework for the aero-
dynamic design of turbomachinery blades operating under nonideal thermodynamic
conditions. The proposed design system supports the optimization of multiple blade rows,
and it integrates a computer-aided design (CAD)-based parametrization with a
Reynolds-averaged Navier–Stokes (RANS) flow solver and its discrete adjoint counter-
part. The capabilities of the method were demonstrated by performing the design optimi-
zation of a single-stage axial turbine that employs isobutane (R600a) as working fluid.
Notably, the aerodynamic optimization respected the minimum thickness constraint at the
trailing edge of the stator and rotor blades and reduced the entropy generation within the
turbine by 36%, relative to the baseline, which corresponds to a total-to-total isentropic
efficiency increase of about 4 percentage points. The analysis of the flow field revealed
that the performance improvement was achieved due to the reduction of the wake inten-
sity downstream of the blades and the elimination of a shock-induced separation bubble
at the suction side of the stator cascade. [DOI: 10.1115/1.4052881]

1 Introduction

Automated design workflows are emerging as a powerful tool
for the aerodynamic design of turbomachinery components [1].
These workflows integrate geometry parametrization tools, high-
fidelity physical models, and numerical optimization techniques,
and they enable the exploration of large design spaces in a system-
atic way [1]. This, in turn, allows the designer to obtain higher
performance gains and shorten the development time with respect
to traditional design workflows based on trial-and-error [2]. More-
over, automated design workflows offer a great potential for
unconventional turbomachinery applications, for which a large
body of previous design experience does not yet exist. Examples
of these applications include turbomachines operating in the noni-
deal compressible fluid dynamics (NICFD) regime [3], such as
organic Rankine cycle turbines [4–6], supercritical carbon dioxide
turbines and compressors [7,8], or refrigeration and heat pump
turbocompressors [9,10].

The optimization methods used within automated workflows
can be classified according to the use of derivative information as
gradient-free or gradient-based. Gradient-free methods only
require the evaluation of the cost function values, and they are
widely used due to their robustness, simple integration with black-
box models, and ability to handle nonsmooth or even discontinu-
ous optimization problems [11]. Over the years, gradient-free
methods have been successfully applied for the aerodynamic
design of turbines [6,12,13] and compressors [14,15]. However,
these methods require a large number of function evaluations to
converge to the optimum solution, especially when the number of
design variables is large. This, in turn, results in high

computational cost, which hampers the widespread application of
gradient-free methods to complex industrial design problems [16].
Gradient-based methods, on the other hand, are particularly suited
to solve differentiable problems involving a large number of
design variables [17]. These methods require not only the values
but also the gradients of the cost functions, and they usually con-
verge to the optimum solution in a comparatively low number of
iterations. Consequently, the aerodynamic design of turbomachi-
nery, which usually involves a large number of design variables,
may benefit significantly from the development of efficient
gradient-based optimization methods [16].

In the context of fluid-dynamic shape optimization, the adjoint
method has emerged as a very efficient way to evaluate the gradi-
ent of a cost function with respect to an arbitrary number of design
variables [18,19]. The application of this method to external aero-
dynamics was pioneered by Pironneau [20] and later revisited and
extended by Jameson and co-workers, who used it to optimize air-
foils, wings, and complete aircraft configurations [21–23]. By
contrast, the application of the adjoint method to turbomachinery
design has lagged behind, arguably, due to the additional com-
plexity involved in the derivation of the adjoint equations and
boundary conditions for internal flow problems. As reported in
Table 1, most of the applications of the adjoint method were lim-
ited to the optimization of a single row of blades and used the
assumption of constant eddy viscosity (CEV) to avoid the chal-
lenges associated with the differentiation of mixing-plane bound-
ary conditions and turbulence models [55]. In addition, with the
exception of few recent and notable works [38,47,54,55], all flow
and adjoint solvers assume that the fluid obeys the perfect gas
law, preventing their application to NICFD problems where the
thermophysical properties of the fluid are calculated with complex
equations of state.

Alongside with the choice of optimization method, the perform-
ance achieved during the aerodynamic design is largely dependent
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on the geometry parametrization that defines the design space
containing the optimal solution [56]. In many cases, see Table 1,
the geometry of the blades is updated at the level of the computa-
tional grid using mesh-based parametrization methods such as
grid-point displacement [35,42], superposition of Hicks–Henne
bumps [32,33], superposition of harmonic functions [31,41], free-
form deformation morphing [47,55], or radial basis function inter-
polation morphing [45]. Although these methods offer a lot of
flexibility in terms of degrees-of-freedom of the blade shape, they
are not well-suited for optimization problems involving geometric
constraints (e.g., minimum trailing edge thickness) [47,55]. In
addition, the optimized shape only exists as a surface mesh that
needs to be transferred back to a computer-aided design (CAD)
format for further analysis or manufacturing. The reconstruction
of the CAD-model from the surface mesh, albeit possible, is not a
straightforward process, and it may introduce fitting errors that
can have a detrimental impact on the fluid-dynamic performance
of the resulting geometry [57,58]. As an alternative, CAD-based
parametrization methods maintain a consistent CAD

representation of the geometry at every design iteration and, as a
result, the optimal shape is directly available in a format compati-
ble with CAD tools [39,50]. Moreover, these methods allow the
designer to impose geometric constraints in a natural and nonin-
trusive way, giving more control over the shape to be optimized
[46,50]. Despite their advantages, CAD-based parametrizations
are not widely applied in combination with gradient-based optimi-
zation methods. This is possibly due to the challenges associated
with the calculation of the shape sensitivities with respect to the
design variables controlling the CAD model [58,59].

As summarized in Table 1, the majority of automated design
systems relying on the adjoint method assume that the fluid
behaves as an ideal gas, are restricted to the optimization of a sin-
gle row of blades, or use mesh-based parametrizations that are not
suited to impose geometric constraints. Recently, Vitale et al. [47]
developed a discrete adjoint solver for NICFD applications, which
was subsequently extended to multistage turbomachinery configu-
rations and integrated into the SU2 shape optimization framework
[55]. Despite the merits of the method, the geometry of the blades

Table 1 Survey of publications using the adjoint method for thermal turbomachinery design optimization

Reference Dimensionsa Flow Adjointb CEV Flow state Blade rows Parametrizationc

Yang et al. (2003) [24] 2D Euler Continuous — Ideal Single Mesh

Wu et al. (2003) [25] 2D Euler Continuous — Ideal Single Mesh

Wu et al. (2005) [26] 3D RANS Continuous Yes Ideal Single Mesh

Arens et al. (2005) [27] 2D Euler Continuous — Ideal Single CADd

Li et al. (2006) [28] 2D Euler Continuous — Ideal Single CADd

Papadimitriou and Giannakoglou (2006) [29] 3D RANS Continuous Yes Ideal Single CADd

Papadimitriou and Giannakoglou (2006) [29] 3D RANS Continuous Yes Ideal Single CADd

Duta et al. (2007) [30] 3D RANS Discrete No Ideal Single CAD

Corral and Gisbert (2008) [31] 3D RANS Discrete Yes Ideal Single Mesh

Wang and He (2010) [32] 3D RANS Continuous Yes Ideal Multi Mesh

Wang et al. (2010) [33] 3D RANS Continuous Yes Ideal Multi Mesh

Luo et al. (2011) [34] 3D Euler Continuous — Ideal Single Mesh

Walther and Nadarajah (2013) [35] 2D RANS Discrete Yes Ideal Multi Mesh

Luo et al. (2014) [36] 3D RANS Continuous Yes Ideal Single Mesh

Walther and Nadarajah (2014) [37] 3D RANS Discrete Yes Ideal Multi Mesh

Pini et al. (2015) [38] 2D Euler Discrete — Nonideal Single CADd

Xu et al. (2015) [39] 3D RANS Discrete No Ideal Multi CADd

Montanelli et al. (2015) [40] 2D RANS Discrete Yes Ideal Single CAD

Luo et al. (2015) [41] 3D RANS Continuous Yes Ideal Single Mesh

Walther and Nadarajah (2015) [42] 2D RANS Discrete Yes Ideal Multi Mesh

Walther and Nadarajah (2015) [43] 3D RANS Discrete Yes Ideal Multi Mesh

Walther and Nadarajah (2015) [44] 3D RANS Discrete Yes Ideal Multi Mesh

Tang et al. (2018) [45] 3D RANS Discrete Yes Ideal Single Mesh

M€uller and Verstraete (2017) [46] 3D RANS Discrete Yes Ideal Single CAD

Vitale et al. (2017) [47] 2D RANS Discrete No Nonideal Single Mesh

Luers et al. (2018) [48] 3D RANS Discrete No Ideal Single CADd

Anand et al. (2018) [49] 2D RANS Discrete No Ideal Single Both

Mykhaskiv et al. (2018) [50] 3D RANS Discrete No Ideal Single CAD

Sanchez Torreguitart et al. (2018) [51] 2D RANS Discrete Yes Ideal Single CAD

Sanchez Torreguitart et al. (2019) [52] 2D RANS Discrete Yes Ideal Single CAD

Russo et al. (2019) [53] 2D RANS Discrete Yes Ideal Single CAD

Rubino et al. (2020) [54] 2D RANS Discrete No Nonideal Multi Mesh

Vitale et al. (2020) [55] 3D RANS Discrete No Nonideal Multi Mesh

Present work 2D RANS Discrete No Nonideal Multi CAD

aNumber of dimensions of the problem, two-dimensional (2D) or three-dimensional (3D).
bType of adjoint formulation, continuous or discrete.
cType of geometry parametrization, mesh-based or CAD-based.
dThis work uses the control points of the NURBS curves or surfaces that define the geometry as design variables. For this special case, the derivatives of
the surface displacements can be computed analytically in a simple way.
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is parametrized by means of free-form deformation boxes. Conse-
quently, it is challenging to impose geometric constraints and
obtain manufacturable blade shapes out of the optimization pro-
cess [55].

In response to this limitation, this paper documents the develop-
ment of an improved gradient-based shape optimization frame-
work for the aerodynamic design of turbomachinery blades
operating with nonideal flows, i.e., in the NICFD regime. The pro-
posed design system integrates a recently developed CAD-based
parametrization method [58] with the discrete adjoint solver

documented in Ref. [55]. By virtue of the CAD-based parametri-
zation, the proposed framework is suited for an effective handling
of geometric constraints such as minimum trailing edge thickness
or constant axial chord. The capabilities of the method were dem-
onstrated by performing the design optimization of a single-stage
axial turbine operating with isobutane (R600a) as working fluid.
This turbine is going to be manufactured and tested in the
EXPAND facility [60] at the Norwegian University of Science
and Technology with the aim to provide experimental datasets
that contribute toward the validation and refinement of the models
currently in use for the design and analysis of organic Rankine
cycle turbines.

2 Methodology

The proposed aerodynamic design method is based on the shape
optimization framework illustrated in Fig. 1. The design system
enables the solution of constrained and unconstrained turbomachi-
nery design problems involving one or multiple blade rows, and it
integrates a CAD-based parametrization tool, mesh generation
and deformation routines, a NICFD turbomachinery flow solver
and its discrete adjoint counterpart, and a gradient-based optimi-
zation algorithm that drives the design process. In what follows,
the components of the optimization framework are described in
detail.

2.1 Computer-Aided Design-Based Blade Shape Paramet-
rization. The geometry of the blades is described using the CAD-
based parametrization method documented in Refs. [58] and [61].
This method uses engineering design variables (leading/trailing
edge radius, metal angles, blade thickness, etc.) and nonuniform
rational basis spline (NURBS) curves [62] to represent the geome-
try of the blades. The design variables used to define one row of
blades in two dimensions are listed in Table 2. In contrast with
most of the two-dimensional (2D) methods available in the open
literature [58], this parametrization produces blade profiles that
have continuous curvature and rate of change of curvature by con-
struction. This feature is important to avoid discontinuities in the
surface pressure distribution that may lead to flow separation [63].

The construction of one blade profile and flow domain is illus-
trated in Fig. 2. First, the camber-line is determined given the
axial chord cax ¼ c cos n, stagger angle n, metal angles hin and
hout, and tangent proportions din and dout. After that, two inde-
pendent thickness distributions tu and tl are imposed normal to the
camber-line to define the upper and lower sides of the blade. The
normal distance for the first and last control points is computed
using the end-point curvature equations for NURBS curves [58] to
prescribe the radius of curvature at the leading and trailing edges
rin and rout. Finally, the flow domain is defined by the inflow and
outflow boundaries as well as the two periodic boundaries located
an offset distance of half of the blade spacing s with respect to the
blade camber-line.

Fig. 1 Outline of the optimization framework used to carry out
the aerodynamic design

Table 2 Design variables of the parametric CAD model

Variable name Symbol

Spacing s
Axial chord cax

Stagger angle n
Inlet and exit metal angles hin; hout

Inlet and exit tangent proportions din; dout

Inlet and exit radii of curvature rin; rout

Upper and lower thickness distributionsa tu; tl

aEach thickness distribution is a cubic B-spline polynomial defined by six
control points.

Fig. 2 Outline of the CAD-based parametrization method used to generate the geometry of a blade cascade
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2.2 Mesh Generation and Deformation. The flow domain
corresponding to the baseline CAD model is discretized using
unstructured grids by means of the GMSH meshing tool [64,65].
The mesh is only generated once for the baseline geometry and
then deformed each time that the design variables from the CAD
parametrization are updated at each optimization step. To this
aim, the baseline blade coordinates are mapped into the CAD
model using the point projection method described in Ref. [58].
Then, at each optimization step, the deformation of the blade
boundary (i.e., the difference between the updated and initial
blade coordinates) is propagated into the flow domain using a
linear-elasticity mesh deformation method [66]. This approach
was adopted instead of recreating the mesh at each design step
because the latter would change the topology of the unstructured
mesh, affect the discretization error of the flow solution, and dete-
riorate the convergence rate of the optimization algorithm [66].

2.3 Flow Solver. The flow is described by the compressible
Reynolds-averaged Navier–Stokes (RANS) equations [67]. Fol-
lowing the absolute velocity formulation, the RANS equations for
a rotating frame of reference with constant angular velocity X can
be expressed in differential and conservative form as

@U

@t
þr � Fc � Fvð Þ � S ¼ 0 (1)

where the vector of conservative variables U, vector of convective
fluxes Fc, vector of viscous fluxes Fv, and source term S arising
due to Coriolis acceleration are given by

U ¼
q

q v

qE

2
64

3
75; Fc ¼

q w

q v� wþ p I

qE wþ p v

2
64

3
75;

Fv ¼
0

s

s � v� _q

2
64

3
75; and S ¼

0

�qX� v

0

2
64

3
75

(2)

In these equations, q is the fluid density, p is the static pressure, T
is the static temperature, E ¼ eþ ðv � vÞ=2 is the total energy, and
e is the specific internal energy. The density and specific internal
energy are utilized as the independent thermodynamic variables,
while the rest of the fluid properties are computed using the
Peng–Robinson equation of state [68,69]. Moreover, the absolute
velocity vector v is defined as the sum of the relative velocity w
and the velocity of the rotating frame of reference X� X. Assum-
ing that the fluid is Newtonian and that the Stokes’ hypothesis
holds [70, pp. 62–67], the viscous stress tensor is given by

s ¼ lþ ltð Þ rvþrvT � 2

3
r � vð Þ I

� �
(3)

where l is the molecular viscosity and lt is the turbulence viscos-
ity, which is computed utilizing the two-equation shear stress trans-
port turbulence model proposed by Menter [71]. Similarly, the heat
flux is given by _q ¼ �ðk þ ktÞrT, where k is the molecular ther-
mal conductivity and kt is the turbulence thermal conductivity.

The continuous partial differential equations governing the flow are
discretized in space using an unstructured, vertex-based finite volume
method [72] within the SU2 multiphysics software tool [73,74]. The
semidiscretized integral form of the RANS equations is expressed as

DVi
dUi

dt
þ
X

j

Fc
ij � Fv

ij

� �
DSij � DVi Si ¼ 0 (4)

DVi
dUi

dt
þ Ri Uð Þ ¼ 0 (5)

where Ui is the flow solution at node i, Ri is the numerical resid-
ual, Fc

ij; and Fv
ij are the numerical convective and viscous fluxes,

respectively, Si is a uniform reconstruction of the source term,
DVi is the volume of the dual control volume, and DSij is the area
of the face associated with the edge ij. The convective fluxes for
nonideal compressible flows are computed using a generalized
version of Roe’s approximate Riemann solver [75,76], and the
numerical dissipation is controlled with the entropy fix proposed
by Harten and Hyman [77]. A monotonic upstream-centered
scheme for conservation laws linear reconstruction [78] is used to
achieve second-order accuracy in space, and the van Albada slope
limiter [79,80] is adopted to suppress oscillations near discontinu-
ities such as shock waves. In addition, the convective fluxes of the
turbulence model are computed using a first-order scalar upwind
scheme, and all viscous fluxes are evaluated using a corrected
average-gradient method [81]. The gradients of the flow variables
needed to evaluate the convective and viscous fluxes are calcu-
lated using the weighted least-squares method [82].

The steady-state solution of the RANS equations is computed
with an implicit Euler pseudotime integration accelerated by local
time-stepping [73]. The change of the conservative variables at
each time-step is thus given by

DVi

Dtn
i

dij þ
@Ri Unð Þ
@Uj

 !
DUn ¼ P DUn 5 � R Unð Þ (6)

where DUn ¼ Unþ1 � Un, and dij is the Kronecker delta function.
This linear system can be written as a fixed-point equation,
yielding

Unþ1 ¼ Un � P�1 RðUnÞ ¼ GðUnÞ (7)

where G is the fixed-point operator. The product P�1 R is computed
by solving the sparse linear system given by Eq. (6) using a flexible
generalized minimal residual method [83, pp. 171–193] preconditioned
by an incomplete lower-upper factorization with no filling [83, pp.
301–319].

An adiabatic, nonslip wall boundary condition is used at the
surface of the blades. In addition, the inflow and outflow bounda-
ries use an extension of the characteristic-based, nonreflecting
boundary conditions proposed by Giles [84,85] generalized to flu-
ids described by arbitrary equations of state [47]. The total pres-
sure, total temperature, flow direction, turbulence intensity, and
viscosity ratio are specified at the inlet of the first blade row,
whereas the static pressure was prescribed at the exit of the last
blade row. The stator and rotor flow domains are coupled using
the conservative, nonreflecting mixing-plane interface proposed
by Saxer and Giles [86,87] with the modifications suggested by
Vitale et al. [55]. Finally, periodic boundary conditions are used
to reduce the computational domain to a single blade per row.

2.4 Adjoint Solver and Gradient Evaluation. Once that the
flow equations are solved, the objective function and constraints
of the optimization problem (simply termed cost functions J) are
computed. In addition to their value, the gradient-based optimizer
also requires their derivatives with respect to the design variables
rJ. The dependence of a scalar cost function J with respect to the
design variables can be conceptually expressed as

a! Xs ! Xv ! U! J

where a is the set of design variables, Xs are the blade surface
mesh coordinates, Xv are the volume mesh coordinates, and U is
the flow solution vector.

The derivatives of the cost function with respect to the surface
coordinates @J=@Xs, also called computational fluid dynamics
(CFD) sensitivities, are computed using the discrete adjoint solver
documented in Ref. [88]. The adjoint equations associated with
the cost function J can be derived from the following optimization
problem:
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minimize JðUðXsÞ; XvðXsÞÞ (8)

subject to UðXsÞ ¼ GðUðXsÞ; XvðXsÞÞ (9)

XvðXsÞ ¼MðXsÞ (10)

where Eqs. (9) and (10) are the constraints imposed by the discre-
tized RANS equations and the mesh deformation equations,
respectively. The Lagrangian function associated with this prob-
lem is given as

L ¼ JðUðXsÞ; XvðXsÞÞ
þ ðGðUðXsÞ; XvðXsÞÞ � UðXsÞÞTk

þðMðXsÞ � XvðXsÞÞTl (11)

where k and l are the Lagrangian multipliers or adjoint variables
of the problem. Using the chain rule of differentiation, the deriva-
tives of the Lagrangian function with respect to the mesh surface
coordinates are given by

@L

@Xs

¼ @M

@Xs

� �T

l

þ @J

@U
þ @G

@U

� �T

k� k

 !
@U

@Xs

þ @J

@Xv

þ @G

@Xv

� �T

k� l

 !
@Xv

@Xs

(12)

from which the adjoint equations are derived as

k ¼ @J

@U
þ @G

@U

� �T

k (13)

l ¼ @J

@Xv

þ @G

@Xv

� �T

k (14)

If the adjoint variables k and l satisfy Eqs. (13) and (14), then the
derivative of the Lagrangian function (and the cost function) with
respect to the mesh surface coordinates is simply given by

@L

@Xs

¼ @J

@Xs

¼ @M

@Xs

� �T

l (15)

In order to solve the adjoint equations, k is computed from Eq.
(13) using the fixed-point iteration

knþ1 ¼ @J

@U
þ @G

@U

� �T

kn ¼ N knð Þ (16)

and, after that, k is used in Eq. (14) to obtain l. One important
feature of the discrete adjoint formulation is that the primal (flow)
and dual (adjoint) fixed-point iterations satisfy

����
���� @N

@k

����
���� ¼

����
���� @G

@U

����
���� (17)

and, as a result, the convergence properties of the RANS solver
are inherited by the adjoint solver [88].

All the partial derivatives of the adjoint system, Eqs. (13) and
(14), are obtained by applying the CODIPACK algorithmic differen-
tiation library [89,90] to the top-level routine of the RANS solver.
In this way, all the features of the flow solver such as turbulence
models, equations of state, and boundary conditions, including the
mixing-plane interface, are automatically differentiated and made

available in the adjoint solver. This differs with respect to the
majority of adjoint solvers described in the open literature, which
are derived by manual differentiation or by selective application
of automatic differentiation and often rely on simplifying assump-
tions such as the CEV approximation to ease their development
and implementation, see Table 1.

The last step of the differentiation chain is the computation of
the derivatives of the mesh surface coordinates with respect to the
design variables @Xs=@a. These derivatives, also called CAD sen-
sitivities, are computed by applying the complex-step method
[91–93] to the parametric CAD model

@Xs

@a
¼ Im Xs aþ i ĥð Þ

� �
ĥ

þO ĥ
2

� �
(18)

In contrast to finite difference approximations, the complex-step
method is not susceptible to subtraction error, and it can be used
to compute derivatives accurate to round-off precision by setting
an arbitrarily small imaginary step size (i.e., ĥ ! 0).

Once the CFD and the CAD sensitivities are computed, the gra-
dient of the cost function follows from the application of the chain
rule of differentiation

rJ ¼ @J

@Xs

@Xs

@a
(19)

2.5 Optimization Method. The optimization framework is
driven by a gradient-based optimization algorithm that uses the
values and gradients of the cost functions to update the design var-
iables. Formally, this can be represented as

akþ1 ¼ AðJðakÞ; rJðakÞÞ (20)

where Að�Þ stands for the algorithmic steps used by the optimizer
at the kth iteration. The new set of design variables is used to
update the CAD model, deform the mesh, and reevaluate the cost
functions and gradients. This process is repeated until the optimi-
zation algorithm converges to an optimum solution. The optimizer
adopted in this work is the sequential least squares programming
algorithm [94] implemented in the SCIPY library [95], which is a
sequential quadratic programing algorithm [17, pp. 526–572]
capable to handle general nonlinear constraints as well as bounds
for the design variables.

3 Validation of the Flow Solver

As documented by Vitale et al. [55], the RANS solver has
already been validated against mass-averaged quantities and span-
wise flow distributions measured in three different turbine config-
urations. In this section, the validation is complemented by
comparing the blade surface pressure distributions predicted by
the flow solver with the experimental data measured in three lin-
ear cascades:

(1) The subsonic linear cascade measured by Kiock et al. [96]
at DFVLR Braunschweig. This case is representative of a
high-pressure turbine rotor, and it features a thick trailing
edge typical of cooled blades.

(2) The subsonic linear cascade measured by Hodson and
Dominy [97] at the Whittle Laboratory. This case is repre-
sentative of the root section of a high-lift, low-pressure tur-
bine rotor.

(3) The transonic linear cascade measured by Arts and Lambert
de Rouvroit [98] at the Von Karman Institute for Fluid
Dynamics. This case is representative of a high-pressure
turbine stator that features a long semibladed region down-
stream the throat.

The boundary conditions that define each test case are summar-
ized in Table 3. In all cases, the geometry of the blades was avail-
able as a list of point coordinates. To avoid the noise introduced
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Table 3 Boundary conditions of the validation test cases

Reference Fluid ain (deg) T0;in (K) p0;in (kPa) pout (kPa) It;in (%) ðlt=lÞin

Kiock et al. [96] Air 30.0 313.0 63.8 41.9 0.50 10.0a

Hodson and Dominy [97] Air 38.8 298.0b 41.4 29.8 0.50 10.0a

Arts and Lambert de Rouvroit [98] Air 0.0 422.0 160.5 82.8 1.00 10.0a

aAssumed value. The solution has a weak dependence on this variable.
bThe original publication indicates that the inlet temperature is close to ambient.

Fig. 3 Mach number contours (left) and surface pressure distribution (right) for the Kiock cascade [96]

Fig. 4 Mach number contours (left) and surface pressure distribution (right) for the Hodson cascade [97]

Fig. 5 Mach number contours (left) and surface pressure distribution (right) for the Arts cascade [98]
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by coordinate round-off, the blade geometry was smoothed using
the reparametrization methodology described in Ref. [58].

The flow solution in terms of Mach number and surface pres-
sure distribution along fraction of true chord are shown in
Figs. 3–5. The results show a good agreement between experi-
mental data and the surface pressure distributions predicted by the
flow solver for all three cases. As an additional check, the accu-
racy of the entropy generation prediction was evaluated for the
Kiock cascade case. To this aim, the loss coefficient determined
experimentally (f ¼ 0:039) was compared with simulation results
(f ¼ 0:043), and the values obtained agreed reasonably well.
Moreover, with regards to the Arts cascade case, the flow solver is
able to predict the formation of a normal shock on the rear part of
the blade suction side, which can be clearly seen in the Schlieren
visualizations documented in Ref. [98]. These results supplement
the validation reported in Ref. [55] and confirm that the RANS
solver adopted is a suitable tool for the design and analysis of tur-
bomachinery blades operating under subsonic and transonic
conditions.

4 Application to a Case Study

The aerodynamic design method described above was applied
to the design optimization of a single-stage turbine operating with
isobutane (R600a) as working fluid. This turbine was specifically
designed for experimental testing in the EXPAND facility at the
Norwegian University of Science and Technology [60]. The fluid-
dynamic design of the selected turbine was performed in two
steps: a preliminary design phase in which the turbine layout and
operating conditions are calculated, and an aerodynamic design
phase in which the detailed shapes of the blades are defined and
optimized.

4.1 Preliminary Design. The preliminary turbine design was
carried out using the mean-line model and optimization methodol-
ogy documented in Ref. [99]. This method assumes that the flow
is uniform along the spanwise and circumferential directions and
solves the balance equations for mass and rothalpy at the inlet and
outlet of each cascade, regardless of the detailed shape of the
blades. In addition, the method uses the Kacker and Okapuu
empirical loss model [100] to estimate the entropy generation in
each blade row. More specifically, the original loss model was
modified such that it takes into account the profile and trailing
edge losses (2D effects) and neglects the tip-leakage and second-
ary losses (three-dimensional (3D) effects). This approach was
adopted with the intent that the mean-line model used for the pre-
liminary design and the two-dimensional RANS solver used for
the aerodynamic design account for the same loss mechanisms.

The preliminary design was based on the specifications listed in
Table 4, and it was performed using the total-to-total isentropic
efficiency as objective function. This performance metric was
adopted because it is an indication of the blading efficiency and it
does not penalize the kinetic energy that is not recovered at the
exhaust. The mass flow rate, inlet total temperature and pressure,
outlet static pressure, hub and tip radii, and angular speed were
the same as those of an existing turbine designed by an industrial
partner. This design choice was adopted to ensure that the pro-
posed turbine is compatible with the EXPAND facility. In addi-
tion, the axial chord of the stator and rotor blades was set to
10 mm (H=cax ¼ 1:27) to obtain an aspect ratio above unity and
limit the influence of secondary losses [101, p. 345], while the
axial spacing was set to 4 mm (sax=cax ¼ 0:40) to reduce the
vibrational stresses induced in the rotor blades as they pass
through the wakes of the stator blades [101, p. 333]. Furthermore,
a trailing edge thickness of 0.50 mm was adopted due to manufac-
turing requirements.

As depicted in the cross-sectional view of Fig. 6, the proposed
turbine is characterized by a constant annulus height and a rela-
tively high hub-to-tip ratio (rh=rt ¼ 0:80). Under these conditions,
the radial variation of the flow is expected to be small [101, p.
204], and the use of a two-dimensional flow solver to carry out the
detailed blade design is justified. Figure 6 also illustrates the T–s
diagram of the expansion within the turbine. The expansion takes
place in a thermodynamic region close to the vapor separation
curve, and the fluid properties depart from ideal gas behavior
(Zin � 0:95). This highlights the importance of using an accurate
thermodynamic model to carry out the fluid-dynamic design of
the turbine. In addition, the velocity diagrams at the inlet and out-
let of the rotor blades are illustrated in Fig. 7. Even if the degree
of reaction K was set to 50%, the velocity triangles are not sym-
metrical because the axial velocity increases as the fluid expands
to satisfy the mass conservation equation. The output of the

Fig. 6 T–s diagram of the expansion (left) and schematic cross-sectional view of the turbine (right)

Table 4 Design specifications for the preliminary design

Variable Symbol Value Unit

Working fluid Isobutane —
Inlet total temperature T0;in 125.0 �C
Inlet total pressure p0;in 400.0 kPa
Outlet static pressure pout 160.0 kPa
Mass flow rate _m 1.600 kg/s
Angular speed X 20,000 rpm
Radius at the hub rh 51.05 mm
Radius at the tip rt 63.75 mm
Axial chord cax 10.00 mm
Axial spacing sax 4.00 mm
Trailing edge thickness tte 0.50 mm
Degree of reaction K 0.50 —
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preliminary design in terms of geometric parameters and operat-
ing conditions is reported in detail in the Appendix.

4.2 Aerodynamic Design

4.2.1 Baseline Turbine Configuration. The baseline geometry
of the stator and rotor blades was defined using the CAD paramet-
rization tool and then analyzed with the RANS flow solver. More
specifically, the baseline stator and rotor blades were generated by
trial-and-error with the aim to satisfy the velocity triangles
obtained during the preliminary design phase. First, the blade
axial chord and cascade spacing were specified, and a tentative

Fig. 7 Velocity triangles at the inlet and outlet of the rotor

Table 5 Boundary conditions for the aerodynamic design

Flow quantity Symbol Value Unit

Inlet flow angle ain 0.0 deg
Inlet total temperature T0;in 125.0 �C
Inlet total pressure p0;in 400.0 kPa
Outlet static pressure pout 160.0 kPa
Inlet turbulence intensity Iturb;in 1.00 %
Inlet viscosity ratio ðlt=lÞin 10.0 —

Table 6 Thermophysical properties of isobutane (R600a)

Fluid property Symbol Value Unit

Gas constant R 143.1 J/kg K
Critical temperature Tcrit 407.8 K
Critical pressure pcrit 3629 kPa
Acentric factor x 0.1835 —
Heat capacity ratioa c 1.086 —
Dynamic viscositya l 9.918 lPa�s
Thermal conductivitya k 28.8 mW/m K
Turbulence Prandtl number Prt 0.90 —

aEvaluated at the inlet and assumed to be constant. All properties were
obtained from the COOLPROP library [102–105].

Fig. 8 Computational grid of the baseline geometry with a close-up view of the inflation layers

Fig. 9 Results of the mesh independence study in terms of
total-to-total isentropic efficiency
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camber-line was defined using the metal and stagger angles
obtained from the mean-line model. After that, a preliminary
thickness distribution was imposed in the direction normal to the
camber-line. This thickness distribution was defined in an iterative
way aiming to achieve smooth blade surfaces as well as a continu-
ous decrease of passage area from the inlet of the cascade to the
throat. Finally, the stagger angle and the trailing edge thickness
distribution were carefully adjusted to achieve a throat opening

yielding a gauging angle (i.e., cos bg ¼ o=s) close to the exit flow
angle obtained from the mean-line design.

The boundary conditions used for the flow simulations are sum-
marized in Table 5, and the parameters used to describe the ther-
mophysical behavior of the fluid are summarized in Table 6. As
depicted in Fig. 8, the flow domain was discretized using an
unstructured grid, and the number of mesh elements was selected
in accordance with the results of the mesh independence study
shown in Fig. 9. In addition, the size of the cells in the direction
normal to the blade walls was controlled with inflation layers to
ensure that the boundary layer is resolved accurately (yþ < 1).
The direct and adjoint problems were driven to steady-state using
a Courant–Friedrichs–Lewy number of 25, and the termination
criterion was set to 5000 iterations, which corresponds to a resid-
ual reduction of about 9 and 8 orders of magnitude, respectively.
The convergence history of the direct and adjoint solvers is shown
in Fig. 10. As expected from the duality-preserving property of
the adjoint formulation, both solvers essentially exhibit the same
convergence rate.

The flow field around the baseline geometry is illustrated in
Fig. 11, and it is characterized by the presence of a shock wave
pattern at the trailing edge of each row of blades. Both cascades
operate at transonic conditions, and the highest relative Mach
numbers within the stator and rotor flow passage are 1.48 and

Fig. 10 Convergence history of the direct and adjoint solvers
for the baseline rotor flow domain

Fig. 11 (a) Relative Mach number contours of the flow field for the baseline design and (b) relative Mach
number contours of the flow field for the optimal design
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1.38, respectively. The stator surface pressure distribution, see
Fig. 12 (left), indicates that the flow accelerates over the entire
pressure side and also over the suction side until x=c � 0:58. At
this location, the shock wave originating at the trailing edge of the
adjacent stator blade impinges on the suction side, causing a steep
increase of the surface pressure. This adverse pressure gradient
leads to the formation of a small separation bubble in the region
downstream of the impingement. This is illustrated in Fig. 13
(left), where a negative-velocity region can be identified in the
proximity of the blade surface. The flow over the rotor blades is
similar, but, in this case, the shock wave impinging on the rotor
suction side at x=c � 0:73 is weaker and does not cause flow sepa-
ration. Instead, the boundary layer remains attached and becomes
thicker after the interaction with the shock wave, see Fig. 13
(right).

4.2.2 Optimized Turbine Configuration. The proposed aero-
dynamic shape optimization framework was utilized to minimize
the entropy generation arising from viscous dissipation and shock
waves [106]. To this aim, the shape of the baseline stator and rotor
blades was simultaneously optimized using the CAD model
parameters listed in Table 2 as design variables. The blade spac-
ing, axial chord, and stagger angle were kept constant to maintain
the same number of blades and axial length, resulting in a total of
36 degrees-of-freedom (18 per blade). In addition, the minimum
thickness was constrained to 0.50 mm to satisfy the manufacturing
requirements. Other typical aerodynamic constraints such as the
mass flow rate, power output, or total-to-total pressure ratio were
not included in the optimization because the turbine considered is
specifically designed for experimental testing in a flexible

research facility that does not impose limitations on the values of
these variables.

The accuracy of the objective function gradient was verified
prior to the optimization. Figure 14 shows a comparison of the
entropy generation gradient computed using Eq. (19) against that
computed by applying forward finite differences to the entire eval-
uation chain. The step size used for the forward finite differences
was 1%. The results indicate an excellent agreement between the
adjoint-based and finite difference gradients, confirming that the
CAD model and the CFD solver are correctly differentiated. In
addition, these results demonstrate the superiority of the adjoint-
based approach, which only required one direct and one adjoint
problem solutions to evaluate the gradient. In contrast, the finite

Fig. 13 Boundary layers upstream and downstream the shock for the stator (left) and rotor blades (right)

Fig. 14 Verification of the cost function adjoint-based sensitiv-
ities against forward finite differences

Fig. 12 Surface pressure distribution over the stator (left) and rotor (right) blades
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difference gradient evaluation required 36þ 1 direct problem sol-
utions, one for the baseline and one per perturbed design variable.

The convergence history of the optimization problem is shown
in Fig. 15. The optimization was stopped after 50 design cycles
because the improvement of the objective function value was mar-
ginal. The total run-time was approximately 60 h on a six-core
computer with a CPU rate of 2.2 GHz. The entropy generation
was reduced by 36.2% relative to that of the baseline configura-
tion, which corresponds to a total-to-total isentropic efficiency
increase from 89.10% to 93.04%. The large majority of the objec-
tive function improvement took place in the first ten design steps.

The flow field around the optimal geometry is illustrated in
Fig. 11. It can be observed that the optimizer reduced the curva-
ture of the blades, especially on the suction side, and that the min-
imum thickness constraint was respected. The changes in
curvature reduced the maximum Mach number in the stator cas-
cade from 1.48 to 1.17. As a result, the trailing edge shock pattern,
as well as the separation bubble caused by the shock-boundary
layer interaction, was eliminated. Conversely, in the rotor flow
passage, the maximum relative Mach number decreased from 1.38
to 1.35. Despite the small reduction in peak Mach number, the
surface pressure distribution depicted in Fig. 12 (right) indicates
that the shock impinging on the rotor suction side is significantly
weaker for the optimal geometry. As a result, the boundary layer
downstream of the impinging shock is thinner and more stable
than for the baseline geometry, see Fig. 16. In addition, the opti-
mizer also reduced the entropy generation due to mixing down-
stream of the blades. This can be inferred by inspecting the
entropy distributions shown in Fig. 17. The cumulative entropy
value, computed by spatially integrating the entropy distribution

over the pitch, was reduced by 40.4% for the case of the stator
and by 25.0% for the case of the rotor. This is a remarkable
improvement given that the trailing edge thickness, which has a
strong influence on the entropy generation downstream of the
blades [106], was not reduced during the optimization.

5 Conclusions

An aerodynamic design method for turbomachines operating in
the nonideal compressible flow regime was developed and docu-
mented in this paper. The method relies on a new gradient-based
shape optimization framework that integrates a differentiated
CAD-based parametrization method with a multirow turbomachi-
nery RANS solver capable to treat nonideal flows and its discrete
adjoint counterpart. The proposed method was applied to the
design optimization of a single-stage axial turbine utilizing isobu-
tane (R600a) as working fluid to demonstrate its capability. The
following conclusions were drawn from the results of this study:

(1) The accuracy of the objective function gradients obtained
from the adjoint-based shape optimization framework was
verified against forward finite differences. The results
showed an excellent agreement between the two methods,
confirming that the parametric CAD model and the RANS
solver are correctly differentiated.

(2) The CAD-based parametrization enabled the definition of
high-level geometric constraints such as constant axial
chord length, minimum trailing edge thickness, and smooth
curvature distribution in a straightforward way. This is a
significant advantage over mesh-based methods, which are
not well-suited to impose geometric constraints.

(3) The optimization framework was successfully applied to
design unconventional blade shapes that minimize the
entropy generation arising from viscous dissipation and
shock waves. In particular, the optimizer reduced the
entropy generation by 36.2% relative to the baseline geom-
etry in 50 design cycles, which corresponds to a total-to-
total isentropic efficiency increase of 3.94 percentage
points.

(4) The aerodynamic design optimization did not only produce
a quantitative improvement in performance but also caused
qualitative changes in the flow field. Most notably, the
baseline stator cascade featured a trailing edge shock pat-
tern and a shock-induced separation bubble at the suction
side that were eliminated as a result of the optimization.

Future work will be devoted to the extension of the shape opti-
mization framework to handle three-dimensional problems as well
as to account for the influence of other disciplines, such as stress
analysis and aero-elasticity. In addition, the turbine designed in

Fig. 16 Rotor boundary layer downstream the shock for the
baseline and optimal geometries

Fig. 17 Pitchwise entropy distribution in the planes located at a dis-
tance x 5 0:2 cax downstream of the stator and rotor trailing edges

Fig. 15 Optimization convergence history in terms of entropy
generation and total-to-total efficiency
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this paper will be manufactured and tested in the EXPAND facil-
ity [60] at the Norwegian University of Science and Technology
with the aim to provide experimental datasets concerning turbines
operating with organic working fluids. The authors would like to
mention that the shape optimization framework proposed in this
paper was released under an open-source license, and it is avail-
able in an online repository [61].
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Nomenclature

Latin Letters

a ¼ speed of sound (m/s)
c ¼ blade chord (m)

cax ¼ blade axial chord (m)
din ¼ blade leading edge tangent proportion

dout ¼ blade trailing edge tangent proportion
e ¼ static specific energy (J/kg)
E ¼ stagnation specific energy (J/kg)

Fc ¼ vector of convective fluxes (several)
Fv ¼ vector of viscous fluxes (several)
G ¼ RANS system fixed-point operator (several)
h ¼ static specific enthalpy (J/kg)
H ¼ blade height (m)
ĥ ¼ complex step size (several)

h0 ¼ stagnation specific enthalpy (J/kg)
I ¼ identity matrix
It ¼ turbulence intensity
J ¼ cost function
J ¼ vector of cost functions
k ¼ molecular thermal conductivity (W/m K)

kt ¼ turbulence thermal conductivity (W/m K)
L ¼ Lagrangian function

M ¼ mesh deformation operator (several)
_m ¼ mass flow rate (kg/s)

Ma ¼ Mach number
N ¼ adjoint system fixed-point operator (several)

Nb ¼ number of blades
o ¼ blade opening (m)
p ¼ static pressure (Pa)
P ¼ RANS preconditioning matrix (several)

p0 ¼ stagnation pressure (Pa)
_q ¼ heat flux vector (W/m2)
R ¼ gas constant (J/kg K)
R ¼ numerical residual vector (several)
rh ¼ turbine radius at the hub (m)
rin ¼ blade leading edge radius of curvature (m)

rout ¼ blade trailing edge radius of curvature (m)
rt ¼ turbine radius at the tip (m)
s ¼ specific entropy of blade spacing (J/kg K or m)
S ¼ source term vector (several)

sax ¼ axial spacing between stator and rotor (m)
T ¼ static temperature (K)

tte ¼ blade trailing edge thickness (m)
T0 ¼ stagnation temperature (K)
tl ¼ blade lower thickness distribution (m)
tu ¼ blade upper thickness distribution (m)
u ¼ blade velocity magnitude (m/s)
U ¼ flow solution (several)
v ¼ absolute flow velocity magnitude (m/s)
v ¼ absolute flow velocity vector (m/s)
w ¼ relative flow velocity magnitude (m/s)
w ¼ relative flow velocity vector (m/s)
_W ¼ power output (W)
X ¼ position vector (m)

Xs ¼ boundary mesh coordinates (m)
Xv ¼ interior mesh coordinates (m)

Y ¼ pressure loss coefficient,
Y ¼ ðp0rel;in � p0rel;outÞ=ðp0rel;out � poutÞ

yþ ¼ nondimensional wall distance
Z ¼ compressibility factor, Z ¼ p=qRT

DS ¼ area of a control volume face (m2)
Dt ¼ time-step (s)

DV ¼ volume of a control volume cell (m3)

Greek Symbols

a ¼ absolute flow angle (deg)
a ¼ set of design variables (several)
b ¼ relative flow angle (deg)

bg ¼ gauging angle, cos bg ¼ o=s (deg)
c ¼ heat capacity ratio

dij ¼ Kronecker delta function
f ¼ energy loss coefficient, f ¼ ðhout � hout;sÞ=ðh0;in � hout;sÞ

gts ¼ total-to-static efficiency, gts ¼ ðh01 � h03Þ=ðh01 � h03sÞ
gtt ¼ total-to-total efficiency, gtt ¼ ðh01 � h03Þ=ðh01 � h3sÞ
hin ¼ blade leading edge metal angle (deg)

hout ¼ blade trailing edge metal angle (deg)
k ¼ Lagrange multipliers (several)
K ¼ degree of reaction, K ¼ ðh2 � h3Þ=ðh1 � h3Þ
l ¼ molecular dynamic viscosity (Pa�s)
l ¼ Lagrange multipliers (several)
lt ¼ turbulence dynamic viscosity (Pa�s)
n ¼ blade stagger angle (deg)
q ¼ density (kg/m3)
s ¼ shear stress tensor (Pa)
x ¼ acentric factor
X ¼ angular speed magnitude (rpm)
X ¼ angular speed vector (rpm)

Subscripts and Superscripts

crit ¼ critical point
in ¼ inlet or leading edge

out ¼ outlet or trailing edge
rel ¼ relative frame of reference

s ¼ isentropic state
0 ¼ stagnation state
1 ¼ flow station upstream the stator
2 ¼ flow station between stator and rotor
3 ¼ flow station downstream the rotor

Appendix

Table 7 summarizes the main geometric parameters and operat-
ing conditions obtained from the preliminary and aerodynamic
design phases. The variables reported only at index (1) refer to the
turbine as a whole, whereas those reported at indices (1,2) refer to
the stator and rotor rows, and those reported at indices (1,2,3)
refer to the flow stations indicated in Fig. 6. The operating condi-
tions of the baseline geometry and optimal geometry columns
were computed from area-averaged quantities obtained by post-
processing the CFD solution.
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