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Summary

Nanosecond dielectric barrier discharge (NS-DBD) plasma actuators is relatively
new means of flow control. It has several advantages compared to more conven-
tional means of flow control, such as small size, low weight, fast response time
and controllability. It has been demonstrated to be able to promote transition of
boundary layers and to postpone flow separation on aerodynamic surfaces. This
makes the NS-DBD actuator a promising technology for many applications in
aerospace and wind energy industries.

This thesis presents a study of NS-DBD actuator effects by numerical simula-
tions. For the purposes of simulations of fluid-dynamic effects of the actuation,
complex plasma dynamic processes are modeled by their thermal effects. This
is possible due to a large separation of scales between plasmadynamic, thermo-
dynamic and fluid dynamic phenomena. The resulting model is embedded into
the compressible computational fluid dynamics (CFD) simulation using Navier-
Stokes equations. This model is then used in numerical simulations in two model
flows: a laminar boundary and a free shear layer. These model flows are relevant
for promotion of laminar to turbulent boundary layer transition and laminar
leading edge separation elimination.

For the laminar boundary case, the effect of a burst of discharges on a flat
plate boundary layer is studied. The shape, wavelength and propagation speed of
the disturbance introduced into the boundary layer by actuation are compared to
experimental results and found to be in agreement. This indicates that the thermal
model is adequate at predicting phenomenological effects of the actuation in this
case. POD analysis of the CFD flow fields is employed to identify the dominating
modes of the disturbance. The dominating mode is found to be the same as
the least stable mode predicted by linear stability theory. A compression wave,
however, is not found to play an important role, and the burst of pulses is found
to produce the same effects as the long pulse with the same total energy.

For the free shear layer case, the model of the actuator is placed on a centerline
in the beginning of a free shear layer. As a result of constant frequency actuation,
early formation of vortices and shear layer breakdown are observed. Each actua-
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tion event produces a convective disturbance in the flow field. Dynamics of the
disturbances are analyzed and growth rates are found to be in agreement with the
predictions of linear stability theory. A parametric study is carried out to study
scalability of the actuator effects to change of actuation frequency and energy per
pulse. A saturation effect with the increase of actuation frequency is observed.

For both studied cases, the effect of NS-DBD actuation is excitation of natural
instability modes, which then evolve according to the stability properties of the
flow.



Samenvatting

Nanosecond dielectric barrier discharge (NS-NBD) plasma actuators zijn een
relatief nieuwe manier om een luchtstroom te beinvloeden. Het heeft meerdere
voordelen in vergelijking met meer conventionele methodes om de luchtstroom
te controleren, zoals een kleine grootte, laag gewicht, snelle responstijden en
beheersbaarheid. Het is gedemonstreerd dat het overgangspunt van laminaire
naar turbulente grenslagen kan worden bevorderd, en loslating van de stroming
kan worden uitgesteld op aërodynamische vormen. Hierdoor is de NS-NBD
actuator een veelbelovende technologie for meerdere toepassingen in de lucht-
en ruimtevaart industrie, en de wind energie industrie.

Deze scriptie presenteert een studie van NS-DBD actuator effecten met be-
hulp van numerieke simulaties. Voor de simulatie van luchtstroom-dynamische
effecten door de actuator, worden de complexe dynamische plasma processen
gemodelleerd met thermische effecten. Dit is mogelijk door een grote scheiding
van de schalen tussen de dynamiek van de plasma, warmte en luchtstroom feno-
menen. Het resulterende model is ingebed in een compressibele computational
fluid dynamics (CFD) simulatie van de Navier-Stokes vergelijkingen. Dit model is
vervolgens gebruikt in numerieke simulaties in twee model stromingen: een lami-
naire grenslaag en een vrije schuiflaag. Deze model stromingen zijn relevant voor
de bevordering van laminaire naar turbulente grenslaag loslating en de voorrand
separatie eliminatie.

In het geval van de laminaire grenslaag, zijn de effecten van een uitbarsting
van lozingen op een vlakke plaat grenslaag bestudeerd. De vorm, golflengte en
voortplantingssnelheid van de verstoring die is geintroduceerd in de grenslaag
door de actuator worden vergeleken met experimentele resultaten, en zijn in
overeenstemming met elkaar. In dit geval geeft het weer dat het warmte model
voldoende de fenomenen van de actuatie heeft voorspeld. POD analyse van de
CFD stromingsvelden wordt gebruikt om de dominante modi van de verstoring
the identificeren. De dominante modus die is gevonden is dezelfde als de minst
stabiele modus voorspeld door lineaire stabiliteits theorie. Echter, een compressie-
golf speelt geen belangrijke rol, en een uitbarsting van pulsen produceert dezelfde
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effecten als een lange puls met dezelfde totale energie.
In het geval van de vrije schuijflaag, wordt het model van de actuator geplaatst

op de middellijn aan het begin van een vrije schuijflaag. As gevolg van constante
frequentie aandrijving, wordt een vroege formatie van draaikolken en het afbreken
van de schuiflaag geobserveerd. Elke actuatie gebeurtenis produceert een con-
vectieve verstoring in het stromingsveld. De dynamiek van de verstoringen zijn
geanalyseerd, en groeicijfers komen overeen met de voorspellingen van liniaire
stabiliteits theorie. Een parameterstudie is uitgevoerd om de schaalbaarheid van
de actuatie effecten te bestuderen wanneer de actuatie frequentie en energie per
puls worden verandert. Een verzadigings effect met het verhogen van de actuatie
frequentie is waargenomen.

Voor beide gevallen die zijn bestudeerd, is het effect van de NS-DBD actuatie
de opwekking van natuurlijke instabiliteits modi, welke vervolgens evolueren
volgens de stabiliteits eigenschappen van de stroming.



Nomenclature

Symbol Expression Unit Description

x m streamwise coordinate

y m wall-normal coordinate

z m spanwise coordinate

U m/s flow velocity

u, v, w m/s components of the flow velocity
in x, y, z directions

U∞ m/s freestream flow velocity

l m characteristic size in the flow-
wise direction

h m characteristic size in the wall-
normal direction (for example,
channel half-hight, boundary
layer thickness)

p kg/m · s2 Pressure

q ρU 2

2 kg/m · s2 Dynamic pressure

ρ kg/m3 fluid density

µ kg/m · s dynamic viscosity

ν
µ
ρ m2/s kinematic viscosity

xv
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Symbol Expression Unit Description

Boundary layer

τw µ
(
∂u
∂y

)∣∣∣
y=0

kg/m · s2 wall shear stress

u∗
√

τw
ρ m/s friction velocity

y+ u∗y
ν — dimensionless boundary layer

wall-normal coordinate

u+ u
u∗

— dimensionless boundary layer
flow velocity

δ∗
∫ ∞

0

(
1− u(y)

U∞

)
dy m displacement thickness

θ
∫ ∞

0
u(y)
U∞

(
1− u(y)

U∞

)
dy m momentum thickness

δ99 m thickness at which flow velocity
reaches 99% of the freestream ve-
locity

Re Ul
ν — Reynolds number

Reτ
u∗h
ν — Wall shear stress based boundary

layer Reynolds number

Reδ∗
Uδ∗
ν — Reynolds number based on dis-

placement thickness

Reθ
Uθ
ν — Reynolds number based on mo-

mentum thickness

Periodic motion

f Hz = 1/s Frequency

ω dα
dt = 2π f 1/s Angular velocity

St, f + f l
U — Strouhal number, also known as

reduced frequency

Compressibility and thermodynamics

T K Temperature
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Symbol Expression Unit Description

m kg/mol Molar mass

R 8.31 J/mol ·K Universal gas constant

Rs Rs = R/m J/kg ·K Specific gas constant

k 1.38×10−23 J/K Boltzmann constant

Cp J/kg ·K Specific heat capacity at con-
stant pressure

CV Cp −Rs J/kg ·K Specific heat capacity at con-
stant volume

γ Cp /CV — Heat capacity ratio

Us

√
γRT

m m/s Speed of sound

Ma U
Us

— Mach number

Electrical

V V Voltage

I A Current

P V · I W Electric power

E
∫

P d t J Energy

Z Ω Impedance

c 3.00×108 m/s Speed of light

Q C Charge

C Q/V F Electric capacity

Wings and Airfoils

α deg Angle of attack
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Symbol Expression Unit Description

c m Chord length

b m Wing span

A m2 Wing area

AR b2

A — Wing aspect ratio

L kg ·m/s2 Lift force (normal to the flow di-
rection)

D kg ·m/s2 Drag force (along the flow direc-
tion)

M kg ·m2/s2 Pitching moment

CL L =CL AρU 2/2 — Lift coefficient

CD D =CD AρU 2/2 — Drag coefficient

CM M =CM AcρU 2/2 — Moment coefficient



Chapter 1
Introduction

The aviation industry is one of the most technologically advanced industries in the
modern world, yet still faces many challenges. These include economical, safety
and environmental challenges, among others. Success in all these areas greatly
depends on a key characteristic of any aircraft — its aerodynamic performance.

One of the biggest limiting factors in aerodynamic performance is the occur-
rence of separation. Separation is a condition where the flow over an aerodynamic
surface under strong adverse pressure gradient separates from the surface, cre-
ating an area of counterflow. Separation occurs on the suction (upper) side of
airfoils at high angles of attack, above the so-called critical angle of attack, as
illustrated in Figure 1.1. As a consequence, the lift force generated by the wing is
greatly reduced, and at the same time the drag force is increased. This condition,
called stall, can lead to various dangerous consequences, such as high descent
rates or loss of control. Wing stall defines the lower limit for the landing speed of
an airplane, while the stall of retreating rotor blades limits the maximum speed of
helicopters. Stall can also cause high dynamic loads on wind turbine blades.

Modern large airplanes (for example, passenger airliners, as shown in Fig-
ure 1.2) use (high lift devices) to improve maximum lift. These include trailing
edge flaps and leading edge slats and slots, which effectively change the shape
of the wing at takeoff and landing to provide higher lift. Slats and slots do so by
preventing separation, while flaps increase generated lift. These devices can be
effective, but are often heavy and consist of many moving parts. They are also and
relatively slow to control.

The performance of high lift devices can be improved using additional flow
control. Flow control is a colloquial name for methods used to change the behavior

1
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Figure 1.1: Flow separation on a wing happens at a high angle of attack, causing loss of lift
and increase of drag. Image: NASA.

Figure 1.2: Example of elaborate high lift devices: triple slotted flaps on a wing of Boeing-
737 airliner. Image: NASA.
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of the flow compared to its natural behavior. Many different techniques have
been proposed, including vortex generators, suction, blowing, air jets, vibrating
strings and periodic excitation. Some of these have proven to be effective (such
as vortex generators) and have seen practical application (Figure 2.2). Existing
flow control techniques have their drawbacks, however, such as parasitic drag,
mechanical complexity, and large energy consumption. Thus research in the field
of separation control is ongoing.

Recently another candidate for separation control has come to the attention
— dielectric barrier discharge (DBD) plasma actuators [9]. The plasma actuator is
a device in a shape of a tape, which can be attached to an aerodynamic surface.
By applying high-voltage signal, it generates plasma, which affects the flow in the
vicinity of the actuator. It has been demonstrated in experiments that plasma
actuators can postpone separation on airfoils [39, 44, 58, 63, 67]. There are two
different types of DBD plasma actuators. These are defined by the kind of signal
they are fed with: alternating current (AC) and nanosecond pulses (NS). The two
kinds of actuators have different principles of operation and thus different flow
control capabilities.

To date AC-DBD plasma actuators have been more extensively studied and
thus better understood [10, 31, 44]. Their effect is found to be due to the volumet-
ric body force that is applied by the electric field upon the ions in the plasma [10,
30, 34]. This body force can, in turn, produce a jet, which can be used to increase
mixing in the boundary layer or a free shear layer, thus making it less susceptible
to separation.

NS-DBD actuators, however, are much less understood, although there are
several phenomenological observations from experiment demonstrating the ef-
fects they can produce [49, 58, 61, 63, 72]. It has been shown, for example, that
the NS-DBD actuator can force the transition of a laminar boundary layer and
postpone separation, especially in the case of a laminar leading edge separation
(Figure 1.3). These experiments, although demonstrating the effectiveness of
NS-DBD actuator in certain conditions, have also shown large variation in the
achieved flow control authority. Thus, there are still questions unanswered, the
most important of which are:

• Can a model of NS-DBD actuators be developed which is efficient enough
to be used in computational simulations of flow control?

• Can such a model be used to predict the experimentally-observed effects of
NS-DBD actuators on separation?

• If so, what are the most relevant physical processes for actuation?

• In what conditions are NS-DBD actuators most effective?
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Figure 1.3: Example of flow separation control with the NS-DBD plasma actuators on a
large scale model. top — no actuation, bottom — with actuation.
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In order to address these questions, this thesis first reviews the known charac-
teristics of NS-DBD actuators, then proposes an efficient model for their effects.
The model is then evaluated for its ability to predict the phenomenology of ac-
tuation, and results from numerical studies of the effects of NS-DBD actuation
on two key types of flow relevant to separation control are described. The results
are compared to predictions from linear stability theory and experiments. This
allows the relevant physical aspects of the phenomena to be identified, and helps
to build a basis for numerical tools intended for the prediction and optimization
of the performance of NS-DBD actuators in various conditions.

Thesis outline The layout of the thesis is following. Chapter 2 gives an overview
of the flow control techniques and its classification. Chapter 3 discusses physics
behind NS-DBD plasma actuators and their operating parameters. In chapter 4
a thermal model of ND-DBD plasma actuators is proposed. Then, the model is
used for simulations of actuation effects in two flows: a laminar boundary layer
(chapter 5) and a free shear layer (chapter 6). Finally, conclusions are given in
chapter 7.





Chapter 2
Flow control

This chapter gives a brief introduction to flow control techniques, describing
their properties and history. It starts from the general principles of flow control
and classification of flow control techniques, giving a number of examples.
The chapter then focuses on different types of plasma actuators. The existing
experimental and theoretical results for NS-DBD actuators are discussed in
detail. It is explained why there is a place for yet another method of flow
control — NS-DBD plasma actuators.

Overview

In order to improve the performance of aerodynamic forms, it is desirable to
change the properties of their associated flows in a controlled manner over a
range of conditions. Collectively, the methods developed to do so are called flow
control methods. Flow control methods differ by their goals, physical mechanisms
and technical implementation.

Depending on the specific application, different properties are targeted. Com-
mon examples include aerodynamic lift (such as on aircraft wings and wind
turbine blades [24]), aerodynamic drag (such as on aircraft and cars) and acoustic
noise levels. Lift forces can be controlled by either controlling separation of the
airflow at high angles of attack or controlling the circulation of the flow around an
airfoil. Drag can be controlled by the moving of boundary layer transition points,
and again by controlling separation. Acoustic noise can be controlled by changing
the vortical features of a flow, for example by modifying of turbulent structures
near the trailing edges of aerodynamic surfaces.

7
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Flow control

Goal

Separation control
Drag reduction
Noise reduction/cancellation

Strategy
Passive
Active

Reactive
Non-reactive

Method

Vorticity generation
Mass addition/removal
Momentum addition/removal
Thermodynamic

Acoustic excitation

Device

Static structural (vanes etc.)
Flexible structural (vibrating ribbons etc.)
Blowing/suction system

Plasma actuator
Acoustic speaker

Steadiness

Steady

Periodic
Arbitrary unsteady

Figure 2.1: Classification of flow control

The properties of a flow can be changed using either passive or active strate-
gies. Passive strategies do not introduce additional motion into the flow, while
active strategies do. Passive strategies are generally simpler structurally and more
reliable. Active strategies, on the other hand, are more expensive (in terms of
energy, and usually in terms of device complexity and costs), but they generally
allow for a larger degree of control, and are more easily adapted to the different
flow conditions. Flow control strategies which use information about the flow
state obtained from sensors (pressure transducers, hot wire velocity probes etc.)
to change parameters of the control are called reactive flow control strategies.

Further classifications can be made by the method used and the device em-
ployed to achieve it (several examples are shown in Figure 2.3). Flow control can
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be implemented using static structural devices, usually located on the surface
of an aerodynamic object. These interact with the flow to change its properties.
Examples of such structural devices include vanes, channels, ribbons, and ramps.
Static devices are normally only effective for a limited range of flow conditions,
which presents a disadvantage. On the other hand, they have the advantage of
having no moving parts. This allows for better reliability, lower complexity and
lower costs. An alternative is to use movable structural devices, with a generally
higher, but still often limited, degree of adaptability to specific flow conditions.

Another type of the device is the actuator. Actuators are devices designed
specifically to bring in additional types of motion into the flow. Such effects can
be achieved by moving the parts of the object itself or by applying external forces
to the flow medium (such as electric forces in plasma actuators).

A last type of device includes those which add or remove mass from the flow,
such as blowing and suction devices. Apart from mass, these add or remove
momentum, changing the velocity profile of boundary layers and other flow
structures. Adding high-momentum fluid or removing low-momentum fluid
makes velocity profiles fuller and helps boundary layers to overcome adverse
pressure gradients, preventing separation and transition.

Finally, flow control techniques can be classified by whenever they are steady
or unsteady. With steady flow control, the input to the base flow remains constant
in time. With unsteady flow control, the input is non-constant, and can be either
periodic or non-periodic. Periodic flow control is typically targeted on exciting
natural modes of motion in the flow, for example instability modes in boundary or
shear layers [23, 27]. This makes periodic flow control methods especially effective
in unstable flows, where they can excite instability modes and cause flow breakup
to occur earlier than happens naturally. Examples include methods which excite
Tollmien-Schlichting instability waves in a boundary layer to promote transition.
In such applications the frequency of the actuation is selected to coincide with
the frequency of the targeted mode. Another example is the use of periodic
flow control methods to redistribute the turbulence spectrum towards specific
frequencies, changing the acoustic noise emission.

Flow control examples

Vortex generators (vanes) Vane-type vortex generators create flow-wise vortices
along the surface of the airfoil, improving mixing and making the average velocity
profile fuller and more resistant to separation. They are typically installed in
counter-directed pairs or in spanwise rows along the suction surface of the wind.
Examples include the vanes on a Boeing 737 airliner in some variants, as shown
in Figure 2.2. Many types of STOL aircraft also use vane-type vortex generators.
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Figure 2.2: Rows of vane-type vortex generators (indicated by arrows) installed on a
surface of an airliner wing.

The advantages of vanes include the possibility of applying them to existing
designs, along with their low weight, cost and complexity, and good reliability. On
the other hand, presence of vanes on the surface of the wing produces additional
drag at cruise flight conditions, where good performance at high lift and high
angles of attack is not required.

Blowing One of the first methods of flow control implemented on real aircraft
was blowing. In typical examples a steady high velocity jet is injected into the
main flow. This is normally implemented using compressor-driven high pres-
sure air, or bleed air from jet engines. The air is usually directed along the flow
direction through a spanwise slit in the surface (Figure 2.3, A). The additional
flow introduces momentum into the lower part of the boundary layer, making its
profile fuller and thus more resistant to separation. Blowing is typically applied
just upstream of the expected separation point, for example on the aft suction
side of a wing or over a flap.

Blowing over flaps has been used in several aircraft designs to increase maxi-
mum lift coefficient during takeoff and landing. Examples include the Blackburn
Buccaneer carrier jet fighter aircraft (Figure 2.4) and the Lockheed F-104 jet fighter
aircraft (Figure 2.5), for which blown flaps were used to decrease the otherwise
very high landing speed due to high wing loading. Another example is the Shin
Meiwa PS-1 / US-1 flying boat aircraft, which also used blown flaps for a STOL
(short takeoff and landing) capability.

It has been shown that the key aspect of the effect of blowing is not the added
mass, but rather the added momentum [23]. Thus to describe the strength of the
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Figure 2.3: Flow control methods and devices: A — blowing (adding high-momentum flow
into the lower part of the boundary layer); B — suction (removing low momentum flow
from the boundary layer); C — synthetic jet / zero mass flow device (creating periodic jets
in the boundary layer); D — rotating leading edge system. 1 — incoming boundary layer
profile; 2 — blowing/suction slit; 3 — internal plenum; 4 — cavity with the oscillating
membrane or a discharge; 5 — synthesized jet; 6 — wing; 7 — rotating cylinder; 8 —
incoming freestream.

control, the momentum coefficient cµ has been introduced, which is a ratio of
the momentum added to the flow to the freestream momentum content of the
unexcited flow:

cµ = Added momentum

Base flow momentum
(2.1)

Constant blowing has been shown to be efficient for cµ > 5% [23].
Although quite efficient for lift enhancement in takeoff and landing condi-

tions, blowing has multiple drawbacks. Blowing systems are complex, heavy and
bulky, and require significant power to operate (unless bleed air is available). The
weight and bulk of blowing systems makes it particularly difficult to implement
them redundantly, as required for safety reasons. Due to these drawbacks blow-
ing systems have not yet seen widespread application, and remain mostly an
experimental technology.

Suction Suction can used both to prevent separation and delay transition. The
idea of separation control via suction is to remove decelerated flow and thus
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Figure 2.4: Flow control systems of the Blackburn Buccaneer jet fighter aircraft. Its
bleed air ducts, blown leading edges and flaps are highlighted. [Image: International
Encyclopedia of Aviation]

deflect higher speed flow towards the surface (Figure 2.3, B). Such systems have
demonstrated remarkable effects on separation and transition, but have not
found their way into mass production due to necessity of high flow rate air pumps,
problems of contamination due to ingestion and the complexity of routing the
exhaust air effectively. Several experimental aircraft using such technology have
been built but none have entered production.

Zero mass flow and oscillating devices Zero mass flow devices, also known as
synthetic jets (Figure 2.3, C), operate using fluid itself as an actor, but in a way
that induces no net mass flow. This normally means that the flow is oscillating in
periodic fashion, having phases of blowing and suction. Starting with free shear
layer experiments carried out in 1970s, it has been found that periodic blowing
helps to prevent separation even without mean mass flow, which eliminates the
need for special compressors or the feeding of bleed air. Oscillating mechanical
devices can also provide zero mass flow periodic excitation. This includes devices
such as oscillating flaps or vibrating strings.

Surfacemotion Another method for boundary layer control is surface motion.
Generally it involves the parts of the model moving with approximately the same
velocity as freestream flow, thus eliminating the boundary layer. Examples of this
technique include rotating cylinders on leading (Figure 2.3, D) and trailing edges,
and moving floors in wind tunnels for car aerodynamic measurements.
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Figure 2.5: Left: a pair of Lockheed F-104A jet fighter aircraft in flight, showing their small
wing areas. These aircraft used blowing flaps (right) to keep landing speeds reasonable.
Image: USAF.

Acoustic excitation Using sufficient acoustic excitation, it is possible to excite
Tollmien-Schlichting (TS) instability waves within a boundary layer. This delays
separation, since turbulent boundary layers are less susceptible to separation than
laminar ones. The effectiveness of acoustic excitation has been demonstrated
on the large variety of airfoils from flat plates to 17% thick airfoils, reaching a
maximum of 40% lift coefficient increase (but not in CLmax ) [23]. The Reynolds
numbers for which this has been demonstrated have been moderate, in the range
of 0.2-0.5 million. The key parameter of such a periodic flow phenomena is
reduced frequency F+ also known as Strouhal number

St = f l

U
(2.2)

where f is a frequency of periodic motion, l is a characteristic length scale, and U
is a characteristic velocity (typically equal to freestream velocity U∞ for external
flows). In the mentioned experiments St was in range of 1 to 100. Although the
lift increases can be significant, there are several drawbacks. First, the sound level
needed to obtain such an effect is extremely high (up to 156dB). Second, there is
evidence that in the experiments some modes of of the flow of the wind tunnel
itself have been excited, which makes the applicability of these results to free
flight conditions questionable. An additional concern are the Reynolds numbers
in these experiments, which are not high enough for realistic applications.

Plasma flow control

Flows can also be controlled using plasma effects. The advantage of using plasma
is that it allows flow interactions at a distance, not only near the surface of the
aerodynamic body. Plasma actuators can be made to be very thin, which has the
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advantage of lower drag than would be introduced by other control devices. This
is is in sharp contrast to vane type vortex generators, for example, which require
direct contact with the flow they control, creating both additional parasite and
induced drag.

The first applications of plasma for flow control were in attempts to decrease
supersonic drag of missiles, launch vehicles and hypersonic aircraft [19, 22, 62].
The idea was to create a “plasma ball” in front of the bluff body using microwaves,
laser discharge, or a counter-flow plasma jet. In [22], plasma was used to change
the properties of a bow shock, reducing wave drag. Researchers came to the
conclusion that in this application the main effect is intensive gas heating, which
leads to an increase in the local speed of sound and thus a decrease in local Mach
number:

Ma = v

c
(2.3)

where v in the local flow velocity and c is the local speed of sound. Although
considered very promising by researchers, this technique has not found any
practical use, mainly due to very high power required to create a plasma ball, and
the complexity of the required equipment (such as a powerful infrared laser of
inductive electromagnetic transmitter).

Plasma actuators

A more practical version of plasma flow control can be achieved using plasma
actuators. This technology has recently attracted great interest and has been
rapidly developed. A common property of plasma actuators is the use of relatively
low energy discharges to create plasma. The possible applications of plasma
actuators include separation control, the control of skin friction (there are results
both in increasing and decreasing skin friction), the tripping of boundary layers,
and trailing edge noise reduction.

The most common way to create plasma for aerodynamic flow applications
is by using barrier discharges. In this technology, a high voltage is applied to
a system of two electrodes in shape of conductive strips, separated by a layer
of insulating dielectric material. Discharges start on the edge of the exposed
electrode and propagate along the surface of dielectric towards and above the
covered electrode [4]. This type of discharge is called Dielectric Barrier Discharge
or just DBD.

The dielectric plays an important role by not allowing the circuit to close,
preventing current from flowing directly from one electrode to another. This gives
several advantages. When no dielectric is used and the voltage exceeds certain
threshold, the resistance of the gas between the electrodes becomes low due to
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ionization (electric breakdown) and the energy is spent heating the electrodes. In
contrast, in the presence of a dielectric layer all of the energy is put into the gas.

The dielectric barrier also keeps the discharge more uniform. In the absence
of the dielectric, localized electric breakdown occurs (usually in one point due to
inevitable tiny irregularities in the actuator), and all the charge will drain through
the conductive channel preventing the discharge in other places of the actuator.
This leads quickly to overheating and damage to the electrodes and surrounding
materials. In contrast, when a dielectric is used the charge cannot drain through
such a channel. In fact, uniform discharges have been demonstrated on DBD
plasma actuators as long as 6 m.

DBD plasma actuators are further classified by the kind of electric signal
they are fed with. The two classes are AC-DBD, using relatively low frequency
alternating current, and NS-DBD, using high voltage pulses of nanosecond-scale
duration. Although similar in construction, these two types demonstrate different
properties and are believed to have different mechanisms of flow interaction.
Both AC and NS DBD actuators are described in more detail below.

AC-DBD plasma actuators

AC-DBD plasma actuators make use of voltages applied with a periodic waveform
at relatively low frequencies. The amplitudes used are typically on the order of
several kilovolts to tens of kilovolts, with frequencies on the order of 10 kHz. When
the instantaneous voltage exceeds the breakdown voltage, the discharge starts
from the edge of the exposed electrode and propagates along the surface of the
dielectric above the covered electrode. Since the voltage increases slowly relative
to the time scale of discharge propagation, and the breakdown voltage is not
perfectly uniform along the actuator, the discharge does not occur simultaneously
along the whole actuator. This can be observed in current measurements as mul-
tiple peaks spread over time, as shown in [32]. After the discharge, the air is in an
ionized state, forming a conductive sheet above the dielectric surface, increasing
its capacitance [34]. At the same time, the electric field between electrodes is
still present, which pulls the charged particles in the medium (positive ions and
electrons) in opposite directions. This represents a volumetric body force acting
upon the ionized air. The ions efficiently transfer their momentum to neutral
molecules via collisions, setting the air into motion [10]. In experiments, the result
has been observed as a jet along the surface, and been given the name “ionic
wind”.

During the next half-period, the similar process occurs, but with opposite
polarity. This creates a body force in the opposite direction, leading to a “push-
pull” effect [10, 20, 31]. Forces acting in opposite directions during half-periods
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Figure 2.6: Typical layout of a NS-DBD plasma actuator. 1 — surface; 2 — exposed elec-
trode; 3 — covered electrode; 4 — dielectric layer; 5 — coaxial cable from the generator.

partially cancel each other, although not completely, due to asymmetry of the
discharge. This often represents a disadvantage for the flow control effects. Thus
some researchers have used asymmetrical waveforms to mitigate this cancellation.
Sine waves with a bias, sawtooth and other waveforms have proven to be more
efficient than a simple sine wave in many situations [32].

It has been shown in [30] that the time-averaged effect of AC-DBD actuators
can be modeled as a volumetric body force. In this reference, the magnitude
and spatial distribution of the body force was determined using the PIV (particle
imaging velocimetry) measurements of the velocity field in the jet [20, 30, 31].

The advantage of AC-DBD plasma actuators is that they generate a directly
controllable body force. This can be used, for example, to affect the growth of the
Tollmien-Schlichting waves in a boundary layer [21]. Using an adaptive electronic
controller provided with a signal from a pressure transducer or a hot wire probe,
researchers have shown a feasibility of suppression of T-S waves, thus delaying
boundary layer transition. This in turn leads to drag reduction, a very desired
effect. When tuned differently, the same setup can be used to excite instabilities
and promote transition. With this effect, AC-DBD plasma actuators have been
used to eliminate flow separation on an airfoil or a flap [37].

NS-DBD plasma actuators

This thesis focuses mostly on the second type of plasma actuators, the nanosec-
ond dielectric barrier discharge (NS-DBD) actuator. The NS-DBD actuator uses
extremely short high-voltage pulses, typically 10–50 ns long with voltage of 5–20 kV.
The pulse repetition rate can be changed over a wide range, from zero up to 10 kHz.
Nanosecond plasma actuators were first studied about 10 years ago, coincident
with the introduction of suitable pulse generators.
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Figure 2.7: Typical system for NS-DBD plasma actuation. 1 — high voltage nanosecond
pulse generator; 2 — coaxial cable; 3 — NS-DBD plasma actuator; 4 — aerodynamic
shape.

Most researchers use a similar layout for NS-DBD actuators (Figure 2.6), as
well as the for the remaining setup (Figure 2.7). A typical actuator consists of
several dielectric (typically Kapton) and conductive (typically adhesive copper
foil) layers. On the very bottom, an optional protective dielectric layer can be used
which is applied directly to the aerodynamic structure (Figure 2.6, 1). The purpose
of this layer is to protect the structure from electric breakdown, overheating and
burning. This is not required if the surface of the structure is dielectric, can
withstand the voltages applied and has good enough heat conductivity. It can also
be omitted in the case of electrically conductive structure where the surface of the
structure itself can act as the electrode. In such a case, however, the performance
can be reduced due to higher electric capacity between electrodes.

Above the protective layer comes the covered electrode (Figure 2.6, 3), followed
by the main dielectric layer (Figure 2.6, 4). The main dielectric layer plays a
principal role in the formation of the discharge. The thickness of the layer should
be chosen to withstand the applied voltage (typically by choosing the thickness
and number of layers of Kapton). Above the dielectric layer there is an exposed
electrode (Figure 2.6, 2). It consists of a adhesive copper strip parallel to the
covered electrode. At this point the layouts used by different researchers differ.
Electrodes can overlap, or the edges of the electrodes can coincide, or there can
be a gap between electrodes. There can also be a difference in the polarity of the
applied pulses. Researchers who have compared the influence of polarity have
shown some differences in the net results [15, 26, 50].

The length of the pulses (tens of nanoseconds) corresponds to spatial wave-
lengths of λ=∼ 3m. Generating high voltage pulses which are so short is a chal-
lenging task. Several different types of generators can be used to provide the
high-voltage pulses. Among the most flexible, reliable and best performing are
solid state high-voltage generators which use technology based on step recovery
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diodes (SRD) [40]. Taking into account the higher frequencies required for the
sharp edges of the pulse, ultra-high-frequency approaches for transmission and
measurement are required.

There are two main methods of connecting generator to the actuator. The
first method is to use a direct connection, where wires connecting the generator
to the actuator are made as short as possible. Any loops in the wiring should
be avoided, as these can act as antennas emitting electromagnetic noises which
can affect other equipment. In addition, if the loop has a significant inductance,
then the pulse can experience significant decay. The second method is to use a
long coaxial cable. If the cable is longer than the pulse, it decouples the actuator
from generator. The generator thus feels a pure active load equal to the cable
impedance. This type of connection make it easier to measure actual pulse energy,
because knowing impedance Z and measuring voltage, the incident pulse energy
can be calculated as

E =
∫

U 2

Z
dt . (2.4)

The reflected pulse can also be measured if the cable is long enough, and the
pulses are separated in time. This allows calculation of the energy input to the
actuator. Instead of (or in addition to) voltage, the current can also be measured.
For that, a back current shunt or current probe can be utilized. A back current
shunt is small (in order of 0.1Ω) resistor installed into a cut in the shield of the
cable. The voltage over the resistor is proportional to the current flowing through
the shield which is equal but opposite to the current of the pulse.

[63] gives an extensive overview of numerous experiments with NS-DBD actu-
ators. It includes a review of data on controlling boundary layer attachment by
a nanosecond plasma actuator with high-voltage pulsed-periodic nanosecond
excitation. It also presents the first attempt to study the mechanisms of nanosec-
ond plasma actuation. First, the ionic wind effect was studied. It was found that
DBD actuator induced gas velocities have near-zero values for nanosecond pulses,
which suggests that ionic wind plays minor if any role in NS-DBD separation
control. The measurements also showed overheating in the discharge region with
fast ( τ≈ 1µs) thermalization of the plasma input energy. The mean values of such
heating of the plasma layer were shown to reach 70, 200, and 400 K for 7, 12, and
50 ns pulse durations, respectively.

As a result of each pulse a shock wave together with a secondary vortex were
introduced into the main flow (Figure 2.9). Both the intensity of the shock wave
and its propagation speed were measured, and images depicting its propagation
pattern were obtained using a Schlieren technique. From numerical simulations
used to reconstruct the spatial distribution of the energy deposition from the
shape of wave front, two regions were identified. The first near the edge of the
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Figure 2.8: Separation elimination with NS-DBD plasma actuators. Left: actuation off;
right: actuation on.

exposed electrode with stronger heating, and the second spanning rest of the
area with somewhat lower heating. Pulsed-periodic vortical disturbances were
found to cause efficient transverse momentum transfer into the boundary layer
and promote flow attachment to the airfoil surface. The NS-DBD experiments
showed effective control of boundary layer separation, and thus lift and drag.
There was also acoustic noise reduction in the Mach number range of 0.05 to 0.85.
The main mechanism of the NS-DBD was summarized as its energy transfer to
and heating of the near-surface gas layer, which is accompanied by pulse-periodic
vortex movement which stimulates redistribution of the main flow momentum.

The electrical properties of the discharge, such as voltage/current shapes
and energy input, were also measured during the experiments, and high speed
imaging of the discharge was performed. The discharge was observed to consist
of two phases. The first occurring on rising edges (when dielectric surface is
charged) and falling edges (when it is discharged) of the voltage pulse. The spatial
structure of the discharge was not found to be perfectly uniform, but to instead
consist of channels with a pitch on the order of 0.5 mm. Additionally, some
differences in the discharge structure between cases with positive and negative
pulses were observed. As far as vertical structure goes, optical measurements
showed that at atmospheric pressure the maximum emission intensity occurs at a
height of 0.2–0.5 mm, depending on the voltage. The spatial distribution of the
deposited energy was measured using emissions of the of second positive system
of nitrogen molecules N2. Dependency on the discharge frequency was studied,
which showed that the maximum efficiency occurs at reduced frequencies of
F+ ≈ 1, based on the chord length and free stream velocity.

Aerodynamic measurements were carried out using the C16 airfoil (symmet-
rical with thickness of 16%), with a NS-DBD actuator on the leading edge. The
flow velocity was 15–25 m/s, with a model chord of 0.5 m and span of 1 m. In stall
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Figure 2.9: Sequence of schlieren images showing compression waves and coherent
vortical structures generated by the NS-DBD plasma actuator. Left column, from top to
bottom: formation and propagation of compression waves, 8µs per frame; middle and
right columns: formation of coherent vortex structures, 80µs per frame. [13]
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conditions (at an angle of attack of 22 degrees) lift increases of up to 30% and drag
decrease of 45% were observed.

In the paper [63] an effect of NS-DBD actuation on acoustic noise level has
been observed. A model has been placed in high speed flow (M = 0.85), and
pressure fluctuations in the wake of the model have been measured. This ob-
servation suggests the capability of the NS-DBD actuator to modify turbulence
structure in the turbulent boundary layer. It is assumed that the actuator can orga-
nize the vorticity in coherent way, with specific temporal and spatial frequencies,
thus modifying the sound emitting characteristics of the flow at the trailing edge.
However, there were no more experimental or theoretical studies on this topic.

Summary

Plasma actuators represent a promising alternative to current flow control tech-
niques. It has been demonstrated that they are able to postpone laminar leading
edge separation, improving the performance of airfoils. The effects of NS-DBD
actuation have been observed using tuft visualization, schlieren imaging, PIV
(particle imaging velocimetry) and force measurements. The results of the ex-
periments demonstrate that NS-DBD plasma actuation is capable of eliminating
leading edge separation [13, 42]. Promotion of early boundary layer transition
and separation delay have also been observed. In perspective, NS-DBD plasma
actuators can replace or be used together with more complex systems, like leading
edge slats. Plasma actuators possess a unique set of properties, making them
attractive for separation control applications, namely:

• No moving parts;

• Small size and low weight;

• Low energy consumption;

• The possibility to retrofit them to existing designs;

• Controllability and fast response.

In addition, there are studies indicating applicability of plasma actuators for other
tasks, such as transition control, dynamic load control and acoustic noise control.
The performance and effectiveness NS-DBD plasma actuators, however, remains
not studied exhaustively. All this makes NS-DBD plasma actuators an important
topic to study.





Chapter 3
NS-DBD plasma actuators

This chapter gives an introduction to the physical characteristic of NS-DBD
(nanosecond dielectric barrier discharge) plasma actuators, and discusses
their physical principles of operation, layout, and operation parameters. Prac-
tical ranges of their parameters are defined, and design limitations, both
physical and technical, are identified. Electrical measurements are presented
to establish important properties of the actuator, including the energy input
per pulse, effective length, and minimum operational voltage. These are
crucial for both modeling and application.

The NS-DBD plasma actuator is a device which produces electrical discharge,
a physical phenomenon occurring when electric field in a gap between two elec-
trodes exceeds the breakdown value for the medium filling the gap [60]. During
discharge, the electric field ionizes the particles of the medium, creating plasma.
This forms a conductive plasma channel between the electrodes. Within the
channel, electrical energy is transferred to potential energy of ionization, excited
states of electrons in atoms and molecules, and rotational and vibrational de-
grees of freedom of molecules. The process itself is extremely complex, consisting
of many individual reactions between neutral molecules, positive and negative
ions and electrons. Eventually, these excited states and degrees of freedom relax,
transferring the energy to translational degrees of freedom, or in other words,
heat.

In NS-DBD plasma actuators, discharges are created by applying high volt-
age electric pulses to a pair of parallel copper foil strips acting as electrodes,
as shown in Figure 3.1. These electrodes are separated by a layer of dielectric,
which prevents a short circuit. This makes the discharges DBD (dielectric barrier

23
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discharges), limiting electric currents and preventing the rapid erosion of the elec-
trodes. The result is an extremely fast and efficient means of depositing energy
into the flow.

The physics of plasma

Plasma is special state of matter, which does not consist of neutral particles such as
atoms and molecules, but instead of charged particles: ions (positive and negative)
and free electrons. In the past it was believed to be a fourth state of matter, along
with solid, liquid and gaseous states, but recent experiments [69] revealed that
“liquid plasma” can exist as well. This makes plasma more a property of the
medium rather than separate state. There are several different types of plasmas,
distinguished by their temperature, density and the way they are produced. The
kind of plasma produced in NS-DBD actuators is high-pressure (at atmospheric
pressure) low-temperature (< 1000K) plasma.

In the simplest case, plasma can be represented as a mixture of electrons,
ions, and neutral gas [36, 60]. Because of their very low mass and relatively
little interaction with other particles, electrons have their own temperature and
concentration. The concentration of ions may be assumed to be the same as that
of electrons. In the simplest case it can be assumed there are only singly-charged
ions, which implies:

M −−→ M++e− (3.1)

ni = ne (3.2)

where M is some molecule, ni is the particle density of positive ions, and ne the is
particle density of electrons.

More complex models consider more species (all the species of the original gas,
their most significant excited states, all kinds of ions (negative and positive, singly
and multiply charged)), and many reactions between them, including ionization,
recombination, chemical reactions, excitation, and relaxation [5, 17, 28, 29, 43,
73]. An example of a set of reactions used for discharge simulations is shown in
Figure 3.3 (only 52 of total 72 reactions are shown). Each reaction contributes a
term to the time evolution equations for species concentrations

∂n

∂t
+v∇n = D∆n +∑

Pi (3.3)

where n(t , x) is the volumetric particle density, v is the convection speed, D is a
diffusion coefficient and Pi is the particle production/consumption rate due to
reaction i . For example, if there is a reaction

A+B −−→ C (3.4)
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Figure 3.1: Layout of an NS-DBD plasma actuator, cross-section and top view (1 — sub-
strate, 2 — covered electrode, 3 — dielectric layer, 4 — exposed electrode, 5 — discharge
(plasma) volume, 6 — flow direction, 7 — electric pulse input from high-voltage pulse
generator).

Figure 3.2: Three NS-DBD plasma actuators installed on a surface of a model airfoil.
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Figure 3.3: A part of a set of reactions used in [5] to simulate the energy conversion process
in discharge.
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then contribution to C’s density would be proportional to product of the particle
densities of A and B

PC = knAnB (3.5)

where k is a reaction constant, which for chemical reactions typically depends on
temperature through Arrhenius equation

k ∼ Z exp(Ea/kBT ) (3.6)

where Z is a collision rate, Ea is activation energy of the reaction, kB is Boltzmann’s
constant, and T is temperature.

For electrons, it is necessary to consider a distribution over energies, since
the collision rate Z is strongly dependent on the electron energy via the reaction
cross-section σ:

Z (E) = NAσ(E)v ′ (3.7)

where NA = 6.02·1023 is the Avogadro number and v ′ is the average relative velocity
of colliding particles. The reaction cross-section is a parameter of a reaction or
collision, such that the probability of the reaction is equal to the probability of a
collision with a solid ball with cross-section σ. To account for this dependence,
a Boltzmann equation for electrons is used, which describes the evolution of
particle density in space-velocity variables

∂ f

∂t
+v ·∇ f + qE

m
∇v f =

(
∂ f

∂t

)
coll

(3.8)

where f (t ,x,v) is a distribution density function, v is the particle velocity, ∇ is
the spatial gradient, q is particle charge, m is its mass, E is electric field, ∇v is
the gradient in velocity coordinates (∇v f =∑

ei∂ f /∂vi ), and right hand side is a
change of particle density due to collisions, including both elastic and non-elastic
collisions (reactions) [60].

In the presence of boundaries, such as dielectric boundaries and surfaces of
conductive electrodes, there are even more processes involved, such as accumula-
tion of charge on the surface, photoemission and emission processes caused by
electron and ion impacts [52, 65, 71].

The physics of discharges

A typical discharge consists of several phases, each having different properties
[50, 60]. First is a streamer phase, in which avalanches of electrons propagate
from the negative electrode (cathode) to the positive electrode (anode), ionizing
the medium (Figure 3.4, B). Once a conductive plasma channel has bridged the
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Figure 3.4: Discharge development: A — initial electric field between generic spherical
electrodes; B — streamer phase; C — arc phase (current flows freely between electrodes).
(1 — negative electrode (cathode), 2 — positive electrode (anode), 3 — electric field lines,
4 — streamer, 5 — plasma channel)

gap, current can flow between the discharges unobstructed, further increasing
the ionization and temperature of the plasma channel (Figure 3.4, C). The current
then rises to very high values. This is called the arc phase. The main difference
between this phase and the streamer phase is the increased conductivity of the
discharge channel [1]. During the streamer phase, the voltage across the gap is still
high, the current is relatively low, and almost all electric energy is transferred to the
discharge itself. During the arc phase, the conductivity of the discharge channel
is very high (due to the high conductivity of ionized gas), making the current
very high and voltage low. In this phase, most of the electric energy is dissipated
in heating the electrodes themselves. Therefore, if high energy input into the
medium between electrodes is desired, the streamer phase is more efficient then
the arc phase.

Two solutions have been proposed to reduce the the duration of the arc phase.
One is to cover one of the electrodes with a layer of dielectric to prevent closing the
circuit, and allow a high current to flow through the electrodes and the discharge
gap (Figure 3.5). The second solution is to use shorter electric pulses. If we make
the pulse duration just enough for a streamer to reach the other side of the gap,
the inefficient arc phase of the discharge is eliminated. NS-DBD plasma actuators
use both of these solutions to achieve high energy input to the medium.

After the discharge is ended, the energy stored in the plasma is converted to
translational degrees of freedom of the molecules — a thermal form of energy.
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Figure 3.5: DBD discharge development in a generic spherical electrodes geometry: A —
direct phase, the surface of the dielectric is charged by means of the discharge; B — “dark”
phase (no discharge, the surface of the dielectric is charged); C — reverse phase (after the
pulse has ended, the charge from the surface of the dielectric flows back to the electrode).
(1 — negative electrode (cathode), 2 — positive electrode (anode), 3 — dielectric barrier,
4 — plasma channel, 5 — charged surface of the dielectric)

This happens via recombination (reattachment of the electrons to positive ions),
relaxation (return to normal state of molecule from excited state) and other pro-
cesses. The detailed mechanisms of such energy conversions are discussed in [5,
45, 68]. The plasma then recombines back to a neutral non-conductive gas.

The layout of NS-DBD actuators

Most researchers use a similar layout for NS-DBD plasma actuators, although
the details can differ. NS-DBD plasma actuators normally consist of two long
parallel electrodes, which are implemented as strips of copper foil (Figure 3.1).
The electrodes are separated by a layer of dielectric material, although in the
recent experiments [12] actuators with a semiconductive material (silicon) in-
stead of dielectric one have been used. One of the electrodes is exposed to the
flow, while the other remains covered. The discharge develops from the edge
of the exposed electrode along the surface of the dielectric towards and above
the covered electrode (Figure 3.6). NS-DBD actuators are normally applied to an
aerodynamic surface in the span-wise direction. Figure 3.2 shows three actuators
installed on a model airfoil used for a wind tunnel test. On one end the electrodes
are connected to a high-voltage pulse generator by the means of high-voltage
coaxial cable. The other end of the actuator is left unconnected.

The quality of manufacturing greatly affects the performance of the actua-
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Figure 3.6: DBD discharge development in the actuator geometry: A — forward phase,
the surface of the dielectric is charged by means of the discharge; B — “dark” phase (no
discharge, the surface of the dielectric is charged); C — backward phase (after the pulse
has ended, the charge from the surface of the dielectric flows back to the electrode). (1 —
negative electrode (cathode), 2 — positive electrode (anode), 3 — dielectric barrier, 4 —
plasma channel, 5 — charged surface of the dielectric, 6 — direction of charge movement)

tor. For example, irregularities on the edge of the electrodes can case higher
electric fields at particular points and thus can cause premature breakdown of
the dielectric layer. The offset of the electrodes is preferably uniform along the
whole actuator. Recently it was demonstrated that NS-DBD actuators can be
manufactured using the same technologies as used for PCB (printed circuit board)
manufacturing [12]. This allows for much better manufacturing precision, al-
though it limits the choice of materials and some important parameters, such as
dielectric thickness.

Care should be taken to prevent the breakdown of the actuator. Generally,
sharp corners on the electrode edges should be avoided, because on corners
the electric field is higher and can overload the dielectric. Corners at the open
end of the actuator are particularly venerable, because the voltage there doubles,
increasing the chances of electric breakdown of the dielectric layer. Recently,
specific shapes for actuator electrodes have been developed to decrease this
phenomenon.

Operating parameters

The performance of an NS-DBD plasma actuator depends greatly on the choice
of its design and operation parameters, including the

• offset of the electrodes
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Figure 3.7: Dimensions of a NS-DBD plasma actuator (1 — exposed electrode, 2 — covered
electrode, 3 — dielectric substrate). Flush-mounted variant shown. (Sketch in scale).

• thickness and material of the dielectric layer

• positioning of the actuator on the surface

• parameters of the electric pulses (voltage, frequency, pulse duration)

In this section we will discuss practical ranges and the general impact of the choice
of the offset, dielectric thickness, and dielectric material on the performance of
the actuator. The positioning of the actuator and its operating frequency should
be chosen based on fluid dynamic considerations, as discussed in the following
chapters. An experimental parametric study of electrical properties if the actuator
can be found in [47], although for relatively long pulses of 250 ns.

The offset is the distance between edges of the electrodes measured along
the surface to which the actuator is applied, Figure 3.7. Due to historical reasons,
it is sometimes called “gap width”, despite the fact that it is not the same as the
shortest distance between the electrodes. The offset affects the electric field
strength between the electrodes — the smaller the offset, the higher the electric
field. Generally, higher electric fields are preferable, and offsets are made with
the smallest width possible — zero millimeters. Negative offsets are possible as
well, meaning overlapping electrodes, but this increases electric capacitance of
the actuator, thus decreasing the voltage.

The dielectric layer thickness and dielectric material are chosen in combina-
tion. The thickness of the dielectric affects strength of the electric field in the
same way as the offset — a thicker dielectric means a lower electric field strength.
A thin dielectric layer makes the electric field stronger and is preferable, because
it makes the discharge easier to start and propagate. On the other hand, the break-
down voltage of the layer has to be enough to withstand the applied voltage for
prolonged periods of time. The breakdown voltage of the layer can be calculated
as a product of the breakdown electric field of the material and the thickness of
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the dielectric layer.
Vbd = Ebdδ= nlEbdδ1 (3.9)

where Vbd is the breakdown voltage of the whole dielectric barrier, Ebd is the
breakdown electric field strength of dielectric material used, δ is the total dielectric
barrier thickness, nl is the number of layers and δ1 is the thickness of a single layer.
The breakdown voltage should exceed the voltage of the pulse with some margin,
allowing the layer not only to withstand the voltage of the pulse, but also the higher
electric fields caused by irregularities and corners near the edges of the electrode,
and voltage doubling due to pulse reflection on the open end of the actuator. The
dielectric layer should also provide resistance to the temperatures caused by the
discharge itself. Experiments have shown that a long series of pulses with a high
frequency is more likely to cause breakdown, while a low pulse frequency can be
applied for prolonged periods of time without consequences. This implies that
the choice of material also depends on the intended pulse frequency.

As a material for the dielectric layer, self-adhesive Kapton tape of different
thicknesses is normally used due to its high dielectric strength. A typical choice is
Kapton tape with a dielectric strength of 106–165 kV/mm, and a layer thickness
of 25 or 50 µm, giving minimum breakdown voltage of 2.5 and 5 kV per layer ac-
cordingly. However, other materials, including resistive materials based on silicon,
have also been tried. These have demonstrated some interesting properties [12].

The width of the electric pulse is dictated by two types of considerations:
plasmadynamic and technical. As the arc phase of the discharge is less efficient
for the deposition of energy into the flow, it should be minimized. In DBD plasma
actuators, the arc phase is prevented by presence of a dielectric barrier. During the
streamer phase, the surface of the dielectric layer is charged up to the potential
of the exposed electrode (Figure 3.6, A). After that, further application of the
electric field can only affect the ions already present in the flow, accelerating
them. This effect, called ionic wind, is utilized in the AC-DBD plasma actuators,
where electric field is present for very long times. Since for NS-DBD actuators, the
pulse is made just long enough for the streamer phase, the optimum pulse length
is equal to the time needed to charge the surface of the dielectric completely
to the pulse voltage. Experimentally, this time has been identified to be on the
order of 10–30 ns. The pulse then ends and the charge from the dielectric surface
flows back, making the second phase of the discharge the release of additional
energy into the flow (Figure 3.6, C). If the pulse is made too short, however, the
discharge does not have enough time to propagate along the surface and charge
the entire actuator, and the energy of the pulse itself becomes very small, making
the actuator ineffective for flow control purposes.

Technical considerations dictating pulse parameters include the availability
of pulse generators with specific performance characteristics. Currently, there is a
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Figure 3.8: Typical nanosecond pulse shape used in NS-DBD plasma actuators. Vp —
pulse voltage; tr — rise time; tFWHM — full width at half maximum.

wide range of pulse generators available for laboratory use. In most cases their
choice involves a tradeoff between the maximum voltage and pulse frequency.
The following table shows an example of available options for NS-DBD plasma
actuators produced by the FID Technology company (for pulse parameters see
Figure 3.8):

Model Output voltage Rise time Pulse width Repetition frequency

FPG 5-N 5 kV 1–2 ns 1–2 ns 300 kHz
FPG 10-N 10 kV 1–2 ns 1–2 ns 100 kHz
FPG 20-N 20 kV 1–2 ns 1–10 ns 10 kHz
FPG 50-N 50 kV 1–2 ns 1–10 ns 2 kHz

For commercial applications these generators are relatively expensive, bulky
and provide some unneeded functionality, such as adjustability and protection.
Pulse generators can be designed specifically for NS-DBD actuators, as demon-
strated by NEQLab Research BV, where a cheap (on order of hundreds of euro)
version was developed, which traded the pulse length (> 100ns, longer than opti-
mal) and rising time for low cost, small size and simplicity of construction, using
an approach similar to [40].

As mentioned previously, the pulse frequency is limited by the durability
of the dielectric layer, both in terms of resistance to high electric field and high
temperatures arising from repetitive discharges at high frequencies. In many cases,
however, a high pulse frequency is not needed. For example, flow instabilities
have relatively low natural and receptivity frequencies, and can often normally
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Figure 3.9: Burst mode of actuator operation: Tb — burst period; Fb — burst frequency;
tp — pulse length; Tp — pulse period; Fp — pulse frequency; np — number of pulses in a
burst.

be amplified by depositing energy into the flow at these frequencies. In this case
a burst mode can be used, as opposed to continuous mode. In a burst mode, as
shown in Figure 3.9, pulses are repeated with a high rate within each burst, with a
long time interval between bursts. If the pulse frequency in a burst is considerably
higher then typical flow dynamic frequencies, each burst is equivalent to a single
pulse with proportionally higher energy. Thus in a burst mode the actuation
frequency, defined as a frequency at which the actuator affects (excites) the flow,
is equal to the burst frequency. In a continuous mode, however, the actuation
frequency is equal to pulse frequency.

Electrical measurements of NS-DBD actuators1

Introduction

A pulse generator, a feeding cable, an actuator and a discharge comprise a com-
plex electric circuit with non-trivial behavior, as has been observed in [48, 49].
For practical purposes, knowledge of the electrical properties of the actuator is
needed in order to make correct design decisions. First, knowledge of how much
energy is put into the actuator with given pulse parameters is needed. This is a key
quantity for the numerical modeling of the actuator using a thermal model. Sec-

1Experiments described in this section were done at NEQLab Research BV by Ilya Popov and
Giuseppe Correale.
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Figure 3.10: Transmission line equivalent circuit representation using lumped elements.

ondly, knowledge of the maximum length of the actuator for a given set of design
parameters is required. We now describe experiments with which the behavior of
the pulse propagating along the actuator is examined in order to determine these
quantities.

For nanosecond pulses, the actuator behaves as a transmission line. A trans-
mission line is a circuit with capacitance and inductance distributed along its
length. The most common example of transmission line is a coaxial cable. Divid-
ing the transmission line into small pieces, and substituting localized (lumped)
capacitance and inductance values for distributed ones, we arrive at the equiva-
lent circuit shown in Figure 3.10.

The propagation of electric signals in the transmission line is governed by the
telegrapher’s equations:

∂V

∂x
=−L

∂I

∂t
∂I

∂x
=−C

∂V

∂t

(3.10)

or, combining these:

∂2V

∂t 2 − v2 ∂
2V

∂x2 = 0 (3.11)

where V (x, t) is the voltage, I (x, t) is the current, L is the inductance per unit
length, C is the capacitance per unit length and v is the wave speed

v = 1p
LC

(3.12)

The resulting equation (3.11) is a wave equation, which has a solution composed of
the superposition of two waves traveling with velocities +v and −v . The direction
of propagation is determined by the sign of the product I ·V , which is equal to
local energy transfer rate.
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Along with propagation speed, another parameter describing a transmission
line, such as an actuator or a coaxial cable, is its impedance. Impedance is equiva-
lent to resistance for signals of specific frequency. In general, its value is a complex
number, which shows not only proportionality between voltage and current, but
also phase shift between them. For transmission lines, impedance has real value,
independent of frequency:

Z =
√

L

C
(3.13)

For example, typical coaxial cables have impedance in the range 50. . .100Ω. When
transmission lines with different impedances are connected to each other, the
pulses are partially reflected at the connection point. This implies that for the
best efficiency, the impedance of the actuator should match that of the feeding
coaxial cable.

A pulse traveling in one direction (for example, in direction of the increasing x
coordinate), will initially travel without changing its shape and magnitude. On
reaching the end of the line, the pulse may be reflected back, depending on the
impedance of the end of the actuator. If the impedance is infinite (open circuit),
the pulse is reflected with the same polarity of voltage and a changed polarity
of current. If the impedance of the end of line is equal to the impedance of the
line itself, there is no reflection. If the impedance is zero (a short circuit), the
polarity of voltage is changed, but the current remains unchanged. For all the
cases mentioned, the shape and magnitude of the pulse remain unchanged. For
any other impedance, the result is a blend between these three cases.

When a high-voltage pulse propagates along the actuator, a discharge devel-
ops, which dissipates some pulse energy into the air. The magnitude of the pulse
thus decays along the actuator. After some length, the voltage of the pulse may
drop lower than needed for discharge to start, which limits the effective length of
the actuator.

Experimental setup

One of the goals of the measurements presented here is to identify the relation
between the pulse voltage and achieved length of the discharge. Additionally, the
effect of voltage doubling on the end of open transmission line is examined.

The 1.6 m long actuator used in these experiments had electrodes 10 mm wide
and 0.15 mm thick and a dielectric layer about 0.3 mm thick. The offset between
electrodes was about 0.1–0.2 mm. A high-voltage pulse generator was connected
with a feeding coaxial cable to the actuator section through an inductive current
probe (Figure 3.11). A second 1.6 m long actuator could optionally be connected
to the end of the first one, making it a 3.2 long actuator. The voltage was measured
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Figure 3.11: Schematic of the experimental setup.

using a high-voltage probe at three different positions: at the beginning of the
actuator, at the point between two sections and at the end of the actuator.

Low voltagemeasurements

First, a series of measurements using low voltage pulses was conducted to deter-
mine the impedance of the actuator, pulse propagation velocity and impedance
matching quality. A low voltage was chosen to avoid additional effects associated
with the discharge, making the signals clearer and the interpretation of the results
easier. A Tektronix AFG 3252 function generator was used as a pulse source. The
pulse magnitude was 5 V, and the width was 10 ns with 2.5 ns edges. The pulse
was fed to the actuator with a 50 Ohm coaxial cable approximately 1m long. The
voltage was recorded using a Tektronix TDS 3054C oscilloscope and a low volt-
age probe. The measurements were synchronized using a trigger output of the
function generator.

Second, the voltage on the end of open 50 Ohm cable was recorded as ref-
erence. Then the cable was connected to the actuator, and the voltage on the
beginning of the actuator was recorded. Finally, the voltage on the end of the
actuator was recorded. These voltages are shown in Figure 3.12.

According to theory, the voltages on the end of the open coaxial cable and on
the open end of the actuator are expected to be double the voltage of the incident
pulse. Thus, in order to make comparison more clear, the voltage at the beginning
of the actuator is plotted doubled, so that all the curves should have the same
magnitude and shape. Additionally, and all four pulses (in the coaxial cable, at
the beginning of the actuator, superposition of incident and reflected pulses at
the end of the actuator, and reflected pulse at the beginning of the actuator) were
aligned with each other in time. The resulting plot is shown in Figure 3.13. It can
be seen that the pulses coincide well, which means no dissipation is present in
these conditions. Also, all of the pulse from the coaxial cable is passed into the
actuator, since the pulse at the end of the actuator and at the end of the open
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Figure 3.12: Voltages in the open cable, at the beginning of the actuator and at the end of
the actuator plotted over time.
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cable coincide. Thus we can conclude that the impedance of the actuator matches
the impedance of the cable

Z ≈ 50Ω (3.14)

The pulse propagation times in both the forward and backward directions along
the actuator were equal to 10.5 ns which translates to a propagation speed of

v = L

∆t
= 1.6m

10.5ns
= 1.52 ·108 m/s = 0.51c (3.15)

where c = 3 ·108 m/s is the speed of light in vacuum. The measured pulse propa-
gation speed implies a pulse delay of 6.6ns/m.

The low-voltage measurements confirm that the NS-DBD actuator exhibits
properties of a transmission line with an impedance of 50 Ohm and a wave prop-
agation speed of v = 0.51c. The pulse was found to be reflected from the end
of the actuator with the same voltage polarity as is expected from an open end.
During propagation, the shape of the pulse was found to be undistorted and the
magnitude unchanged.

High voltagemeasurements

A series of measurements of high-voltage behavior was also carried out. Here,
high voltage implies voltages on the order of several kilovolts. The voltages in this
series of experiments were measured using an oscilloscope with a special high-
voltage probe and a current probe connected between the feeding coaxial cable
and the actuator. The measurements thus include all the effects of the discharge.
Of interest is: how fast the high voltage pulse decays, what is the minimum voltage
needed for the discharge to develop, how long the actuator can be powered with
certain pulses, and how these properties depend on pulse voltage and repetition
frequency.

Short (1.6 m) actuator

The experiments on the 1.6 m long actuator were carried out using a FID solid
state nanosecond high-voltage generator. The voltage used was the maximum
the pulse generator could produce (about 12 kV). The actuation frequencies used
were 100 Hz, 1 kHz, 3.3 kHz, 5 kHz, 10 kHz.

The current at the beginning of the actuator and the voltages at the begin-
ning and at the end of the actuator were measured. The current was measured
using a current probe, and the voltage using a LeCroy high-voltage probe. The
measurements were synchronized using a signal from the divider output of the
high-voltage generator. The current and voltage measurements had different de-
lay times and were aligned before comparison. A typical plot of the data measured
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Figure 3.14: Example of high voltage measurements for one frequency (5 kHz), 1.6 m
actuator.

is shown in the Figure 3.14. The voltage measurements were made in separate
experiments, so two current traces are present on the plot. These two traces
coincide, indicating there is a good repeatability of the data between different
experiments.

Figure 3.15 compares the voltages at the beginning of the actuator at different
repetition frequencies. Figure 3.16 and Figure 3.17 show analogous data for the
voltage at the end of the actuator and the current at the beginning. It can be seen
that the voltage at the end is roughly equal in magnitude to the voltage pulse at
the beginning (9 kV peak at beginning v. 8 kV peak at the end). However, it should
have been doubled due to the infinite load at the end. This means that the pulse
lost roughly half of its voltage during propagation along the actuator.

It can also be seen (Figure 3.14) that the pulse shape is not affected by the
actuation frequency until t ≈ 100ns. Since this time is much longer than the
round-trip time of the pulse, this difference cannot be solely the result of the
difference in propagation properties. The exact reason of this difference is not
known, and is hypothesized to arise from differences in the properties of the
output circuits of the high-voltage pulse generator. We can conclude that the
electrical properties of the actuator do not depend on the repetition frequency.
This in turn suggests that the influence of one pulse on the next is small.

The forward propagation time is the same as for the low voltage case, meaning
that the propagation speed is the same and the electrical properties (such as
capacitance and inductance) are the same. However, the backward propagation
time of the reflected pulse is much longer. This can be attributed to an increase
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Figure 3.15: Voltage at the beginning of the 1.6 m actuator for different actuation frequen-
cies.
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Figure 3.16: Voltage at the end of the 1.6 m actuator for different actuation frequencies.
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Figure 3.17: Current at the beginning of the 1.6 m actuator for different actuation frequen-
cies.

of the capacitance of the actuator due to the additional conductive surface area
formed by the plasma layer above the covered electrode. By the time the reflecting
pulse arrives at the beginning of the actuator, there are already multiple reflections
along with electromagnetic interference (EMI), which can obscure the results.
What is also interesting is that the pulse at the end of the actuator is much wider
than that at the beginning (22 ns v. 15 ns).

Long (L = 3.2 m) actuator

The same measurements were carried out for a 3.2 m actuator. In this case the
voltage was measured at three locations: at the beginning, at the middle (1.6 m)
and at the end of the actuator. The results of the measurements are presented in
Figure 3.18–Figure 3.22.

On these plots we see two distinct pulses. Comparing the timings of these two
pulses at three different positions, we conclude that both pulses propagate in the
forward direction. Thus we can conclude that the second pulse is a reflection of
the pulse from the beginning of the actuator, rather than from the output circuits
of the generator. The delay between two pulses agrees with an approximation
based on cable length (2.7 m) and propagation speed (about 5 ns/m) which gives
27 ns (the measured delay is about 32 ns). The propagation speed of the pulse in
the actuator agrees with that of the low voltage measurements.

The mean magnitude of the pulse at the beginning is ≈ 8kV with peaks up to
10kV, in the middle — 5 kV / 6 kV (mean/peak), and at the end — 5 kV / 7 kV with
some pulse widening. Thus we can estimate voltage losses as about 40% for each
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Figure 3.18: Example of measurements for one actuation frequency (5 kHz), 3.2 m actua-
tor.

leg of 1.6 m (taking into account that the voltage at the end should be doubled).
The analysis of later parts of the time history is complicated because of the

superposition of several pulses traveling in different directions.

Sensitivity to voltage change

The same measurements were conducted for a 3.2 m long actuator at single low
actuation frequency (100 Hz) at lower voltages. The goal of these measurements
was to determine minimum voltage needed to achieve the discharge along the
whole actuator.

Two voltages were tried. In the first case, the voltage of the pulse (3.5 kV
measured) was too low to initiate the discharge directly. Thus discharge was seen
only on the last 78 cm of the actuator, which coincides with the expected area of
voltage doubling calculated given the propagation speed (measured in low voltage
tests) and pulse width. Plots of the voltage and current are shown in Figure 3.23.
Here, the pulse in the middle of the actuator is about 90% of the pulse at the
beginning, which means that only a minor loss in amplitude was observed. This
agrees with the lack of the visible discharge at that position. The pulse at the end
had voltage about 1.3 times more than in the middle, meaning that there was
about a 30% loss of voltage along the second half of the actuator, a significant
increase of the voltage loss compared to the first half of the actuator. The total
voltage loss was about 40% in this case.

The voltage was then increased until the discharge appeared along the whole
actuator, occurring at about 6 kV. The corresponding plots are presented in Fig-
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Figure 3.19: Voltage at the beginning of 3.2 m actuator at different actuation frequencies.
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Figure 3.20: Voltage at the middle of 3.2 m actuator at different actuation frequencies.
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Figure 3.21: Voltage at the end of 3.2 m actuator at different actuation frequencies.
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Figure 3.22: Current at the beginning of 3.2 m actuator at different actuation frequencies.



46 CHAPTER 3. NS-DBD PLASMA ACTUATORS

-6

-4

-2

 0

 2

 4

 6

 8

 10

 12

 0  20  40  60  80  100  120  140

U
 (

k
V

)

t (ns)

Iin/10, A
Uin, kV

Umid, kV
Uend, kV

Figure 3.23: Voltage at three locations and current for a 3.5 kV pulse with the 3.2 m long
actuator.

ure 3.24. In this case the voltage in the middle is about 70% of the voltage at the
beginning, and the voltage at the end was about the same as at the beginning,
giving total voltage loss of 50%. It is interesting that the voltage at the end was the
same as in previous experiment, despite the significant difference in the input
voltage. This is a consequence of voltage threshold associated with the discharge.
Once the local voltage drops below this threshold, its rate of decay becomes very
low.

Spark gap generator

The feasibility of using a simpler, cheaper and compact spark gap generator
developed at NEQLab Research has also been studied. This type of generator
uses a spark gap as a switching device instead of semiconductor diodes used
in more sophisticated generators. The generator produced a pulse with good
rising edge, but very slow decay. This type of generator does not allow the user
to control voltage, pulse shape or repetition frequency without modifying the
internal components of the generator. Therefore, the measurements were done
with only one set of parameters. The voltage was measured at the same three
positions on the actuator. The results of the measurements presented in figures
Figure 3.25 and Figure 3.26.

This generator was found to be capable of charging a 3.2 m long actuator to
6 kV (with a peak up to 8 kV). Discharge was observed along the whole actuator.
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Figure 3.24: Voltage at three locations and current for a 6 kV pulse with the 3.2 m long
actuator.
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Figure 3.25: Current plot taken in three experiments using the spark gap generator.
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Figure 3.26: Voltage at three locations using the spark gap generator.

Energy per pulse

The voltage and current data obtained with the experiments allows computation
of the energy of the pulse, reflected energy, and energy deposited into the dis-
charge. Voltage and current probes have their own internal time delays, and there
was a difference in lengths of the cables connecting the probes to an oscilloscope.
Because of this, the voltage and current signal were shifted 6.5 ns in time relative
to each other. Thus, before the computations, the voltage and the current were
aligned using the first rising edge of the pulse as a reference. Additionally, there
was a bias in the current signal. To eliminate it, the current signal was averaged
for a period prior to the pulse and the result subtracted from the signal.

Given the final voltage and current histories, the instantaneous power can be
computed as:

P (t ) =V (t ) · I (t ) (3.16)

and total energy can be computed as an integral of the power:

E =
∫

V I dt =∑
i

Vi Ii · (ti − ti−1) (3.17)

The total charge transferred into the actuator is then computed by integrating the
current:

Q =
∫

I dt =∑
i

Ii · (ti − ti−1) (3.18)

where V (t) is voltage measured at the beginning of the actuator and I (t) is the
aligned current value. Integration was done for 200 ns staring at the beginning of
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the pulse. This long period was selected in order to ensure that all the reflected
pulses are taken into account. Thus, the result of (3.17) shows the amount of
energy left in the actuator. For short pulses, this is equal to the discharge energy,
but in the case of long pulses (as produced by the spark gap generator), there is
an amount of energy stored in capacitance of the actuator. The results are shown
in the following table.

Case Energy input

1.6 m max voltage 15.2 mJ
3.2 m max voltage 15 mJ
3.2 m 6 kV 6.2 mJ
3.2 m 4 kV 2.2 mJ
3.2 m spark gap generator 64 mJ

The energy of the discharge is only marginally dependent on the length of the actu-
ator, meaning that increasing actuator length without changing pulse parameters
will make the discharge energy density proportionally lower.

In order to estimate the discharge energy of the spark gap generator, the
total capacitance and energy stored in the actuator were estimated. Since pulse
length was much longer than the propagation time, the actuator was eventually
uniformly charged. For this case, integration time was 400 ns. At the end of this
period, the voltage was stabilized at V = 5.5kV, while the total charge passed into
the actuator was Q = 9.2 ·10−6 C, and the transferred energy was Et = 64mJ. Given
this data, we can estimate capacitance (assuming no breakdown and thus no
charge loss) as:

C = Q

V
= 1.66nF (3.19)

and stored energy as

Es = QV

2
= 25.4mJ (3.20)

which yields a discharge energy of

Ed = Et −Es = 40mJ (3.21)

The reliability of these results is, however, limited by the fact that on these time
scales the voltage was slowly dropping, although without any back current de-
tected by the current probe. This might be result of the limited sensitivity of the
current probe to low-frequency signals (≤ 400Hz) or of some unidentified current
leak in the actuator.
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Conclusions from the experiments

The actuator was shown to behave as a transmission line with a propagation
speed v = 0.51c and impedance Z = 50Ohm for both low (5 V) and high (3–10 kV)
voltage. This particular actuator matched the feeding cable well, so no significant
losses were observed in the connection. Voltage doubling was observed on the
open open end of the actuator, as predicted by theory. For low-voltage pulses no
pulse decay along the actuator was observed.

For high-voltage pulses there was no dependency of the electric parameters
on the actuation frequency, suggesting that discharges from consecutive pulses
interact only marginally. The minimum voltage needed to ignite discharge along
the whole actuator was found to be about 6 kV. At lower voltages (4 kV), discharge
was observed only on last 78 cm of the actuator, where voltage doubling takes
place. The ratio of the voltages at the end and the beginning of the actuator was
found to be dependent on the initial voltage because the discharge intensity and
thus the decay rate of the pulse rise quickly as the voltage exceeds the discharge
threshold. Pulses having voltage higher than the discharge threshold decayed
while propagating along the actuator, as shown in the table.

Length, m Vin, kV Discharge V1.6/Vin V3.2/Vin

1.6 9 full 0.5 —
3.2 9 full 0.6 0.3
3.2 6 full 0.7 0.4
3.2 4 partial 0.9 0.6

The value of energy input into the discharge was calculated, and amounted to
15 mJ at full voltage independent of the actuator length. This energy value will be
used for a thermal model of the actuator presented in chapter 4.

A cheap compact spark gap pulse generator was also tested. This generator
produced pulses with peak voltage of about 7 kV, with fast rising times and a
long decay (> 1µs). Due to the long duration of the resulting signal, the input
amounted to 40 mJ per pulse.



Chapter 4
NS-DBD actuator modeling

This chapter describes the development of a simplified model of the NS-DBD
actuator suitable for use in numerical simulations. After a brief overview of
the model requirements, the most significant physical effects produced by
NS-DBD actuators are considered in turn. For each of these, experimental
observations are reviewed, their relevance to the modeling of actuator effects
described. Finally the model is proposed, and some aspects related to its
numerical implementation are discussed.

Introduction

In chapter 3 the physical processes which occur in NS-DBD plasma actuation
were described. In principle, all of these processes can be modeled in detail
as is done in [50–52]. Although such simulations are useful for examining the
underlying mechanisms of actuation, they involve very small length and time
scales [28, 65, 71]. As the fluid phenomena to be controlled have relatively long
length and time scales, coupling detailed models of NS-DBD to flow simulations is
prohibitively expensive, particularly in the design context. Thus, the development
of a simplified model of NS-DBD actuators for fluid-dynamical simulations is
necessary. Such a model should:

• be able to reproduce the relevant physical phenomena observed in experi-
ments;

• be computationally cheap and easily inserted into any simulation frame-
work;

51
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• contain parameters which allow accurate calibration over a range of condi-
tions.

In the following sections the physical phenomena observed in experiments are
considered, and the implications for the model developed here discussed. Then
the design options are addressed. Next, we describe numerical implementation
of the actuator model and discuss its integration into finite volume numerical
simulations using OpenFOAM. Then we discuss additional requirements the
model places on the parameters of the simulation, such as spatial and temporal
resolution. Finally, we present selected observations of the behavior of the model.

NS-DBD e�ects andmodel assumptions

As already discussed in chapter 2 and chapter 3, there are numerous experiments
demonstrating various effects of NS-DBD actuators. In this section we review
these effects and discuss their implications for the model design.

Compressible and thermodynamic e�ects

One of the more distinctive properties of the NS-DBD plasma actuators the strong
compressible flow effects they produce. NS-DBD plasma actuators result in signif-
icant local heating of the flow and have been observed to generate compression
waves. The observation of compression waves is particularly clear when using
Schlieren imaging. In this technique, a parallel beam of light passes through
the flow. The beam is then focused into a knife edge, thus cutting off the light
deflected in one direction. The index of refraction index of gas depends on the
density gradient, so the the beam is defected in the positive density gradient di-
rection. The areas with gradients of density are then seen in the resulting image as
lighter or darker areas. This technique allows to clear visualization of shock waves,
strong vortices, areas with temperature variation and areas with high turbulence
levels.

Examples of schlieren imaging of NS-DBD plasma actuators can be found
in [11, 13, 58, 67, 70]. A typical set of images is shown in Figure 4.1. The black
shape is the airfoil model, which was installed in a wind tunnel at a high angle
of attack. In A, the airflow (coming from the right) experiences leading edge
separation. The separated region can be seen as an area with higher fluctuations
in brightness (indicating high turbulence level).

In B, we see the initial effects of the actuator, which has been placed on the
surface of the airfoil close to its leading edge. The most prominent effect is a
compression wave occurring after the discharge. This wave is a distinctive feature
of NS-DBD plasma actuation when compared to the other types of the plasma
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A

B

C

Figure 4.1: Example of schlieren imaging results. From top to bottom: 1 — unactuated
flow; 2 — compression wave; 3 — coherent vortex structure. Flow direction from right to
left. Black shape is the airfoil, and white mark at the leading edge indicates the position of
the actuator [13].
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actuators, such as the AC-DBD actuator. This is the reason why compression
waves attracted significant attention from researchers, and was hypothesized
as being a main actor in actuator’s effects. Parameters of the wave have been
measured by several researchers. Immediately after the discharge, the speed of
this wave is slightly higher than a speed of sound (wave speed ≈ 400m/s), but
after several millimeters of travel, it becomes equal to the speed of sound. This
means that at first it is only a weak shock wave, and later becomes an ordinary
acoustic wave.

The presence of the compression wave emphasizes the thermal nature of the
NS-DBD phenomena, which motivates the use of compressible flow simulations
when examining their effects. To resolve the wave accurately in such a simulation,
sufficient spatial and temporal resolution is required. However, as will be shown in
chapter 6, that the main flow effects observed in such simulations are insensitive
to the wave being well resolved or not. This leads to the conclusion that the wave
itself does not play a major role in determining the effect of the actuator. Nonethe-
less, the compression wave pattern is a valuable source of information about the
spatial structure of the energy deposition during the process of actuation.

The presence of an expanding compression wave indicates that there is ther-
mal energy deposition involved [1, 13, 70]. Indeed, the observed wave pattern
is similar to that which would be obtained if some amount of thermal energy
was instantly (compared to fluid-dynamic time scales) deposited into the flow.
This is supported by the theoretical plasmaphysical considerations [5, 29, 43,
59]. Theoretical analysis and modeling on NS-DBD type of discharge indicates
that the energy of electric field, first stored in plasma in the form of ionization
and excitation, is mostly released into the thermal form on the time scale of 1
microsecond after discharge.

Taking into account theoretical considerations, we get the following sequence
of events and associated temporal scales:

• 20ns (time scale of the voltage pulse and discharge) — The energy of the
voltage pulse is stored in the plasma via the ionization and excitation of
molecules.

• ∼ 1µs — The energy stored in the plasma is converted into thermal energy.
A small area of high-temperature gas is formed.

• ∼ 1ms — The high temperature area of gas expands, forming the compres-
sion wave observed in the experiments. The wave carries away part of
the energy. After the wave is gone, pressure is equalized and there is an
expanded area of gas left with temperature higher than the background
temperature.
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• ∼ 10ms (a typical fluid-dynamical time scale, corresponding frequencies on
the order of 100 Hz) — Large scale vortical structures form in the flow and
evolve according to the flow stability properties.

Conclusions NS-DBD plasma actuators are characterized by presence of thermal
effects, as implied by observations of the compression wave and the area of heated
gas. The time scale of thermal energy deposition is on the order of ∼ 1µs. There
is large separation of scales between the discharge, thermal effects and fluid-
dynamical effects.

Momentum deposition

In experiments involving another type of plasma actuators, AC-DBD plasma actu-
ators, momentum deposition into the flow has been observed. This momentum
deposition is caused by so-called ionic wind. Researchers first expected to see
similar effects with NS-DBD plasma actuators. However, the momentum deposi-
tion, although present, was found to be very weak. In still air or low speed flows,
the maximum observed velocity change was found be on the order of 2 m/s [30],
much lower than in the case of AC-DBD plasma actuators. This value too low
to cause any significant fluid-dynamical effects in the much higher speed flows
typical of flow control applications.

The difference in the momentum deposition between NS and AC plasma
actuators is due to difference in time intervals during which the electric field
interacts with the ions in plasma. In the case of AC-DBD plasma actuators, the
electric field is present for a long time after the plasma is generated, pulling the
ions and electrons in opposite directions and transferring momentum into the
flow [31]. For AC-DBD actuators, the momentum transfer can be successfully
modeled using a volumetric source term in the momentum equation [20]. In the
case of NS-DBD plasma actuators, the pulse is just long enough to generate the
ions, but ends immediately afterwards. Thus the action of the electric field on the
ions is too short to have a significant effect on flow momentum.

Conclusions Momentum transfer in the case of NS-DBD plasma actuators is
relatively low (compared to the AC-DBD actuators), and is not considered to play
major role in their control effect. Thus, there is no requirement for the model to
reproduce momentum transfer in most cases of interest. Should the modeling
of the momentum transfer be required, however, it can be done with the source
term in the momentum equation, as has been demonstrated for AC-DBD plasma
actuators.
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Figure 4.2: Simplified discharge structure showing filaments.

Figure 4.3: Photographic image of the discharge structure (top view; inverted grayscale).
Image source: Giuseppe Correale.

Spanwise uniformity of the actuator e�ects

Detailed observations reveal that discharge itself in not spanwise-uniform, but
consists of the number of filaments — small elongated channels starting from
one of the electrodes. Inside these filaments, the intensity of the discharge is
higher. The filaments are traces of the streamers, which start concurrently from
edges of the electrode. For typical actuation parameters (voltage about 10 kV,
pulse length about 20 ns) filaments are spaced at about 1 mm from each other.
Their approximate thickness is several tenths of a millimeter, and their lengths
on the order of ∼ 5 millimeters. These values vary with the voltage, air pressure
and the quality of the electrode edge. In general, lower pressures or a faster rising
time make the discharge more uniform. A schematic of the discharge structure is
shown in Figure 4.2.

Each of these filaments acts as a center of heat release after the discharge, mak-
ing heat release non-uniform. This non-uniformity can be observed in schlieren
images as multiple overlapping circular waves starting at each filament [38]. The
individual waves combine after a very short distance (on the order of millimeters)
to form a single cylindrical wave, as sketched in the Figure 4.4.

Despite the fact that the discharge itself is not locally uniform, the large-scale
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Figure 4.4: Observed overlapping waves sum up to form an overall cylindric wave.

flow-dynamic effects of the actuation appear to be spanwise uniform. In Figure 4.1
B and C, compression waves and an initial shear layer are clearly defined. In C,
(taken several milliseconds after the pulse), vortex structures also appear in the
separation region. Schlieren imaging produces an optical average of information
in the span-wise direction, since the beam of light passes along the whole span of
the model, integrating the density gradients along its path. As the vortex struc-
tures are clearly visible, they must be quasi-coherent in the spanwise direction,
otherwise they would be filtered out by the optical integration. Furthermore, the
vortex structure is highly reproducible from pulse to pulse. Another important
observation is that the spatial scale of the vortex structure is much larger then the
natural scales of turbulence in the flow (in the separated region). The vortex struc-
ture propagates along the boundary of the separation region and grows, exhibiting
convective instability behavior. Summarizing all these observations, discharge
leads to the generation of large scale spanwise-uniform vortex structure in the
separation region, which propagates downstream, mostly along the boundary of
separation region.

Conclusions Many relevant flow situations, such as boundary-layer transition
and leading edge separation are initially two-dimensional. From experimental
observations, it seems that NS-DBD actuators also produce disturbances which
are initially spanwise uniform. In these regions, where there is a clear separation
between the scales of the dominant flow phenomena and those of localized
turbulence, it should be possible to consider two-dimensional flow simulations,
allowing for the efficient initial evaluation of actuator models.

Cross-sectional distribution of energy

The cross-sectional distribution of the discharge and its energy release is difficult
to observe directly. However, there are two ways to measure it indirectly.

The first method is based on the light emission of the nitrogen molecules. By
comparing the emission levels of certain spectral lines of Nitrogen molecules, it is
possible to calculate the local temperature of the gas.
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Figure 4.5: Examples of wave patters in the case of symmetric (A) and asymmetric (B)
sources. 1 — main compression wave, 2 — main energy deposition region, 3 — additional
asymmetric energy deposition region, 4 — additional weaker wave.

The second method is based on the analysis of the compression wave pat-
terns. For linear or axisymmetric source (such as a cylinder), the shape of the
produced wave is cylindrical and leaves a (semi)circular trace on a schlieren image
(Figure 4.5, A).

In some of the experiments, however, more complex patterns have been
observed, as shown in Figure 4.5, B. In this case, the wave pattern consists of
two distinct parts: a stronger cylindrical compression wave (1) originating from
the edge of the exposed electrode, and a weaker additional wave shifted to the
side, having a somewhat lower speed (4). This wave pattern corresponds to the
distribution of the heat release in two regions - one small region (2) with higher
energy density at the edge of the exposed electrode, and another longer region (3)
with lower energy density. Several numerical studies have shown energy release
distribution produces wave patterns similar to ones observed in experiments [63,
71].

Conclusions Experimental observations show a clear cross-sectional variation
in the discharge of the actuator, occurring on the scale of the actuator length. It
therefore seems necessary to represent not only the location but the influence of
the geometric length of the actuator during the flow simulations.

Temporal properties

On the fine scale, the temporal distribution of energy release is determined by
the rates of plasmadynamic processes which convert the energy stored in the
ionized state (plasma) to translational degrees of freedom of molecules via re-
combination, relaxation and reattachment. Such processes have been studied
by plasma physicists, who have found that a large part of the energy is converted
into thermal form in the period within about 1µs after the discharge [68]. The
details of the energy release process are complex, but they occur at time scales
well below whose to which the flow can respond.
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Conclusions In view of the difference between the plasma dynamic and fluid
dynamic time scales, it is proposed to model the temporal profile of energy release
as uniform within the actuation time interval. It will be confirmed in chapters 6
and 5, that the details of the temporal distribution of the energy release influence
the results only to a minor degree. In some experiments pulses are generated
in a burst mode, as shown in the Figure 3.9. This mode could be modeled as
a sequence of uniform pulses, but the repetition frequency of the pulses in a
burst is still much higher than typical fluid-dynamic frequencies. This suggests
the details of the energy release within the burst can also be decoupled from
the fluid dynamic response, allowing the series of pulses to be replaced with
a continuous equivalent energy release. This assumption will be investigated
further in chapter 6.

Proposedmodel

Based on the observations above, it is proposed to model the effects of NS-DBD
plasma actuation using a pulsed volumetric spanwise-uniform heat source. During
each pulse, the energy transfer will be uniform in time, and uniformly distributed
in the area of the flow domain adjacent to the actuator. The vertical dimensions of
the area will be estimated from experimental observations of NS-DBD actuators
operating with similar design parameters.

The total amount of energy deposited during a pulse will be based on exper-
imental values, such as those determined in section 3.5. These were obtained
by measuring current and voltage in the feeding cable, allowing the energy to be
computed as:

E =
+∞∫

−∞
I ·V d t (4.1)

In general the time histories of I and V depend on the high voltage pulse generator,
the voltage, and the actuator design. For the experiment considered in section 3.5,
E = 20mJ. This value was found to be insensitive to the length of the actuator and
external conditions.

The procedure for estimating total energy described above is prone to several
sources of error, such as the effect of electromagnetic noise in the signal, the
presence of signal reflections, as the uncertainty of how large a portion of input
electric energy is effectively converted to the air’s thermal energy in vicinity of the
actuator. Thus this calculation can only be considered as a rough estimation.

Given the assumptions of a uniform spanwise distribution and the previously
described discharge cross-sectional distribution, we can compute the volumetric
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thermal source density as:

A = E

V
= E

LS
(4.2)

where A is a volumetric thermal density, V is a discharge volume, L is an actuator
length and S is the discharge cross-section. In the experiment described in [63]
S ≈ 0.5×0.5mm2. This gives, for example, for an actuator length of L = 40cm:

A = 105 J

m3 (4.3)

The effect of the actuator on the flow will be computed using the compress-
ible Navier-Stokes equations, with the pulsed volumetric spanwise-uniform heat
source represented as a source term in the energy equation. The compressible
Navier-Stokes equations consist of a scalar equation expressing conservation of
mass, a vector equation for the conservation of momentum, and a scalar equation
for the conservation of energy. An additional equation of state links the pressure
to density and temperature of the medium. This system can be written as:

dρ

dt
+U∇ρ = 0

d(ρU )

dt
+U∇(ρU ) =∇(µ∇U )−∇p (4.4)

d(ρE)

dt
+U∇(ρE) =∇(α∇T )−∇(Up)+SE

p = P (ρ,T )

where ρ is fluid density, U is fluid velocity, µ is dynamic viscosity coefficient, E is
total energy per unit mass, α is a thermal conductivity coefficient, p is pressure,
T is temperature. The term SE is the energy source term used to represent the
actuator. This is zero everywhere in the flow domain except within within the
discharge cross-section region S, where it has a constant value.

Numerical implementation aspects

The model described above makes no explicit assumptions on the state of the
flow being laminar or turbulent. In principle it could be applied in either condi-
tion, but in practice issues of resolution, particularly for the turbulent flow case,
constrain what can be represented. Aside from the issues of actuator modeling,
current computing hardware is incapable of directly simulating the large range of
scales present in turbulent flows, except at very low Reynolds numbers. For the
high Reynolds numbers of interest in flow control applications, this leads to two
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alternatives. In the first, called large-eddy simulation (LES) the largest scales of
turbulence are resolved, while the effects of the unresolved scales (which repre-
sent the majority of the wave number range) are represented with a turbulence
model, known as a sub-grid scale (SGS) model [53–55]. In the second, known as
the Reynolds-averaged Navier-Stokes approach (RANS), the effects of all turbulent
fluctuations on the mean are represented by a model for the Reynolds stress tensor
[8, 16, 33, 66].

Application of the proposed model for the NS-DBD actuator within a LES intro-
duces approximations that are difficult to quantify if the resolved turbulent scales
are smaller than the discharge cross-section. On the other hand, application of the
actuator model in a RANS computation does not lead to scale separation issues,
but does require that the model for the Reynolds-stress tensor be recalibrated
or reformulated to have the correct response to the actuator’s input. Pursuing
either of these alternatives would require a significant research effort, both on
the numerical and experimental side. Given all mentioned above, special care
shall be taken while running RANS or LES simulations with an actuator model.
Calibration of the actuator model and turbulence model are considered necessary
for every case. Additionally, such simulations tend to be sensitive to quality of
the mesh, which acts in the simulations as a spatial filter limiting the resolved
scale ranges. Several examples of such simulations are considered in Appendix A.
To limit the scope of the present work, we will thus limit the application of the
proposed model to laminar regions of the flow.

Even with this restriction, there are still strict temporal are spatial resolution
requirements which must be maintained. To adequately resolve the compressible
effects induced by the actuator, such as creation and propagation of the compres-
sion wave, the time step should satisfy a CFL (Courant-Friedrichs-Lewy) criterion
based on the speed of sound in the medium:

∆t < ∆x

us
(4.5)

where us is the speed of sound. For example, given a desired spatial resolution
at the location of the actuator of ∆x = 0.05mm (such as the spatial resolution
is at least 10 times smaller than the size of the discharge volume) the estimated
maximum time step is ∆t ≈ 1.7 ·10−7 s.

The required spatial resolution is determined by the two considerations: the
size of the discharge itself and the need to resolve flow features which emerge
in nearby laminar boundary or shear layers. As the typical spatial scale of the
discharge is about 0.5mm in the wall-normal direction, a resolution of about
1/10 of the discharge region size is required for representing the formation of the
compression wave and resolving the distribution of energy.





Chapter 5
NS-DBD actuator in a laminar boundary

layer

In this chapter, the model of the NS-DBD actuator is applied to the case of
a laminar boundary layer on a flat plate. First, the results are compared to
those from an experiment with similar conditions, demonstrating that the
model is capable of reproducing the dominant flow responses associated with
NS-DBDs. Then, a POD analysis of the simulation data is compared to the
results of linear stability theory. This demonstrates that the actuator produces
flow disturbances which are primarily in the form of Tollmien-Schlichting
waves. This implies that the main effect of the actuator is the excitation of
natural instability modes, which evolve according to the standard stability
properties of the boundary layer.

Introduction

NS-DBD (nanosecond dielectric barrier discharge) plasma actuators have been
shown to be effective for postponing laminar leading edge separation on airfoils.
One of the possible mechanisms of this effect is the tripping of laminar boundary
layer, although the manner in which this is accomplished has been unknown to
date.

In this chapter, simulations of the response of a laminar boundary layer to
NS-DBD actuation will be performed using the model for the actuator developed
in the previous chapter. The latter is implemented as a pulsed volumetric source

Work presented in this chapter was done at TUDelft with financial support from Plasma Technology
Developemnt BV. Parts of this chapter have been published in [56]
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term in the energy equation of the compressible Navier-Stokes equations. The
amount of energy deposited is derived from electrical measurements of the energy
in the high-voltage pulse, while the geometry of the discharge is derived from
experimental observations. The spatial distribution of the energy input is based
on experimental observations and results of plasmaphysical studies. First the
simulations are validated using experimental data, and then the mechanisms by
which actuation effects the laminar boundary layer are investigated.

Simulation setup

Simulation domain

The domain used for the simulations, shown in Figure 5.1, resembles the setup of
the experiment described in paper [11]. Along the lower boundary of the domain
the geometry of a flat plate was defined a super-elliptic leading edge [46]. The half-
thickness of the plate was 6mm. The length of the super-elliptic part of the plate
was 36mm, followed by a flat part with length of 150mm. As in the experiments,
the simulations used a zero angle of attack inflow with free-stream velocity of
5m/s.

The base mesh used was a structured mesh of quadrilaterals with 110.5 k
cells. The size of the first near-wall cell was h1 = 4 ·10−5 m, which corresponds to
y+

1 = 0.24 wall units in the middle of the observation region.
The simulation used the 2D laminar compressible Navier-Stokes equations

(without any turbulence model). As the experimental results showed the for-
mation of coherent spanwise vortex structures within the extent of the domain
as a response to actuation, the simulation was performed in 2D. Consequently,
the simulation does not consider the transition itself, but rather only growth on
disturbances in the laminar boundary layer before transition. Transition itself is
essentially three-dimensional phenomena which falls out of scope of the current
study.

On the surface of the plate, a no-slip boundary condition was applied. Non-
reflecting boundary conditions were applied on the inlet, top and outlet bound-
aries. Mesh coarsening towards outflow boundary was used to damp strong
gradients in order to limit the strength of reflections caused by multi-dimensional
effects from vortices leaving the domain. For numerical method, a second order
central differencing spatial discretization scheme and second order BDF2 time
integration scheme (“backward” in OpenFOAM), were used along with the PISO
coupling method.

In the reference experiments, the actuator was placed 25 mm downstream
of the beginning of the flat part of the plate, and thus 61 mm downstream the
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U = 5 m/s

Observation
window

Figure 5.1: Simulation domain (with isobars and pressure in color).

leading edge of the plate (here x coordinates are given relative to the beginning of
the flat part of the plate). The Reynolds numbers in the middle of the observation
window were Reδ = 391 and Reθ = 145 based on the displacement thickness and
momentum thickness, respectively. The observation window, where velocity fields
were captured using PIV techniques, was located from x = 60mm to x = 100mm
with a height of 17 mm. For the numerical simulations, the same positions of the
actuator model and observation window were used.

Actuator model

The model of the NS-DBD actuator described in chapter 4 was used, applied
with the same burst discharge mode as used as in the experiment. Each burst, as
illustrated in Figure 5.2, consisted of a sequence of many pulses at a high frequency
(in this case 50 pulses at 10kHz). The duration of each pulse was set to 1µs, based
on plasmaphysical considerations. As the pulse repetition frequency was much
higher then typical fluid dynamic frequencies, each burst can be considered to be
a single input to the flow.

In the following, we study the response to one single burst which starts at
model time 1ms and ends at 6ms model time. We consider in particular the
velocity profiles sampled along several wall normal lines placed between x =
65mm and 95mm, each spanning the wall-normal direction from the surface to a
height of 17 mm. We also consider a time series analysis, with velocities sampled
in several probe locations at a distance of 2 mm from the surface.

Comparison to experimental measurements

The results of the simulations are first compared to the particle imaging velocime-
try (PIV) measurements described in [11]. PIV (particle imaging velocimetry) is an
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tau = 1us

T=100 us
F = 10 kHz

n = 50 pulses

1 Burst

Figure 5.2: Burst mode of operation.

experimental method to measure instantaneous velocity fields of the flow using
sequence of images of particles seeded in the flow and illuminated by a laser beam
[2, 3, 64]. In [11], the velocity field was measured using PIV in the observation
region at several time instants after NS-DBD actuation. The resulting snapshots
of the velocity field are presented in Figure 5.3, together with simulation results
for the same conditions.

For both the experiments and simulations, the propagation velocity of the
disturbance was measured to be approximately c = 2m/s. The corresponding
dominant wavelength of the disturbance was λ= 21mm, with an estimated dom-
inant frequency of f ≈ c/λ = 95Hz. The absolute values of the velocities were
different. In the case of PIV measurements, the maximum magnitude of the verti-
cal velocity component was about 0.3 m/s, while in the simulation the magnitude
of the vertical velocity component disturbance was 0.18 m/s. The difference is
likely due to uncertainty associated with estimating the energy input into the flow.
This uncertainty includes measurement uncertainty in the amount of electrical
energy transferred by the electric pulse into the discharge, the efficiency of the
energy conversion by the discharge into the thermal form, and the uncertainty
in the heat losses to the wall. In order to compare the phenomena qualitatively,
however, the illustrated fields have each been normalized with their largest value
of velocity magnitude. The images show that the position, speed, wavelength and
shape of disturbances are very similar. They are also small enough in magnitude
to presume that linear theory may be applicable for their analysis.

Comparison to linear stability theory

The natural instabilities of the laminar boundary layer are described by linear
stability theory, which predicts flow responses in the form of Tollmien-Schlichting
(TS) waves. These waves are either amplified or damped as they travel down-
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Figure 5.3: Flow field in observation window. Experimental PIV field (top) [11] and
numerical simulations (bottom) at the same time instants.
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Figure 5.4: Comparison of the first POD mode and theory-predicted Tollmien-Schlichting
wave at x = 75mm and energy per pulse E = 0.5E0.

stream. Once TS waves are amplified to large enough amplitudes, transition is
initiated. It should be noted at this point that there are several other mechanisms
for transition (see for example [18]). However, given the magnitude of the ex-
perimentally observed disturbances it is logical to first compare the simulated
response to those induced by TS waves.

For each vertical profile (x = const), 200 snapshots of the velocity were recorded
with equal time intervals of 10−4 s. These were then used for a Proper Orthogonal
Decomposition (POD) [6] to extract the most energetic modes of the flow. The
sampling was started after the end of the burst until the disturbance produced by
the burst was convected downstream of the measurement window. The resulting
mode shapes where compared to the shape of Tollmien-Schlichting waves pre-
dicted by solving the Orr-Sommerfeld equation for the Blasius boundary layer at
the least stable frequency. The result of the comparison is presented in Figure 5.4.

The curves show a good agreement, with only some minor differences. It
should be noted, however, that the procedure and assumptions used when deter-
mining modes via a POD differs from those used when determining modes from
from linear stability theory. The procedure and assumptions for linear stability
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theory (LST) are:

1. The flow is considered to be incompressible, two-dimensional (span-wise
uniform) and parallel.

2. The stream function of the flow is decomposed into sinusoidal waves:

φ=φ(y)ei(ωt−αx) (5.1)

3. The Navier-Stokes equations are linearized about mean flow field, yielding
Orr-Sommerfeld equation:

1

iReα

(
d2

dy2 −α2
)2

φ= (U − c)

(
d2

dy2 −α2
)
φ−U ′′φ (5.2)

4. For every temporal frequency ω a spatial stability problem is solved to
obtain complex wavenumbers {α} (as eigenvalues) and corresponding mode
shapes (as eigenvectors).

The procedure for the POD employs snapshots of the flow field obtained
from a 2D Navier-Stokes simulation {U (ti )}, which are not strictly parallel. These
are used as columns in a matrix A = (U (ti )). The POD is then defined by the
singular value decomposition (SVD) of the matrix A or, equivalently, by eigen
decomposition of the correlation matrix C = A∗A. As a result, there are several
potential sources of discrepancy between LST and POD of simulation data:

1. The assumption of incompressibility.

2. The effects of linearization.

3. The assumption of parallel flow.

4. The difference between the POD and the eigenfunction analysis of the
Orr-Sommerfeld equation.

5. Numerical errors of the simulation.

In the following sections we well address these potential sources of error one
by one.
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Figure 5.6: Dependence of the squared-velocity integral S on the input pulse energy
for positions 40 and 45 mm downstream the actuator (x = 65mm and x = 70mm corre-
spondingly). Profiles in Figure 5.4 are computed for E/E0 = 0.5, well below the linearity
threshold.

Linearization error

To estimate linearization error we can compare results of the simulation with
different modeled pulse energies. Time evolution of flow velocity for several
discharge energies is presented in Figure 5.5.

To quantify the disturbance in the flow, we can use integral of the velocity
disturbance squared over the vertical profile, which reflects total kinetic energy of
the disturbance

S =
∫ (

U (x, y, t )−U (x, y)
)2

d t d y . (5.3)

The dependence of the value of S on the input energy per pulse for two different
positions is presented in the Figure 5.6. In the range of energies from 0.5 to 3.0 the
response is linear, but after that there is saturation. As a result, for actuation with
E/E0 < 3.0 the linearization error is expected not to be large.
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Parallel flow assumption

Linear stability theory assumes the flow is parallel. For the case considered, the
shape of the model (thick flat plate with super-elliptic leading edge) makes the flow
non-parallel in the region close to the leading edge. At the point where the actuator
is placed (25 mm downstream the beginning of the flat part of the plate), at the
wall distance 2 mm, the vertical component of the velocity in the unactuated case
is v = 0.02m/s , which is still very small compared to the horizontal component
u = 4.65m/s. This implies the parallel flow assumption is not a significant source
of error in the comparisons.

The di�erence between the POD and LST analysis

Assuming the flow is parallel, the disturbance can be decomposed into harmonic
waves written as (using complex notation):

U (x, y, t ) =U0(y)ei(ωt−αx) (5.4)

For simplicity we will use the correlation matrix notation, and our POD will be
done at only one x location. In this matrix, each element is an inner product of
the pair of snapshots:

Mi j = (U (ti ) ·U (t j )) =
∫

U∗(x, y, ti )U (x, y, t j ) d y (5.5)

where star (∗) denotes complex conjugate.
Let’s further assume that the flow field consists of only one wave of the form

(5.4) and the time instants at which snapshots are taken are equally spaced, ti =
i∆t . Thus

Mi j =
∫

|U0(y)|2e−i(ωti−αx)+i(ωt j−αx) d y

= ∥∥U0(y)
∥∥2 eiω(t j−ti )

= ∥∥U0(y)
∥∥2 eiω( j−i )∆t (5.6)

Consider the eigenvalue problem for this matrix:

Mφ=λφ (5.7)

For this particular matrix (5.6) the solution can be found analytically in a following
form:

φ j = e−iω∆t j (5.8)
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Then, substituting it into (5.7) and taking into account (5.6):

(Mφ)i =
∑

j
Mi jφ j

=∑
j

∥∥U0(y)
∥∥2 eiω∆t ( j−i )−iω j

= ∥∥U0(y)
∥∥2 ∑

j
e−iωi∆t

= n
∥∥U0(y)

∥∥2 e−iωi∆t

=λφi (5.9)

we can conclude that
λ= n

∥∥U0(y)
∥∥2 (5.10)

where n is the number of snapshots used and thus the size of the matrix M . The
mode shape can be reconstructed as follows:

f (y) =∑
k
φkU (y, tk ) =U0(y)e−iωk∆t+iωk∆t =U0(y) (5.11)

The result means that in the case there the flow field consists of only one har-
monic wave, the POD procedure recovers that wave exactly, and the result should
coincide with the linear stability theory.

Thus, if the flow is parallel, the disturbances are small enough to be linear, and
the first mode dominates the response, the POD and LST will lead to the same first
mode shape. To check the last assumption, the magnitudes of the singular values
determined by the POD are considered. The spectrum is shown in the Figure 5.7.
The ratios of the first three eigenvalues are

λ1/λ2 = 3.12 (5.12)

λ2/λ3 = 22.9 (5.13)

and the fraction of energy containing in the first two modes

E1/Etot =λ1/
∑
λi = 0.693 (5.14)

E2/Etot =λ2/
∑
λi = 0.274 (5.15)

From POD theory, it is known that for periodic motion eigenvalues come in pairs,
each pair corresponding to one harmonic mode. Thus, both first and second
eigenvalues correspond to one wave, with an energy fraction

(E1 +E2)/Etot = (λ1 +λ2)/
∑
λi = 0.967 (5.16)

This implies that the disturbances can be approximated as unimodal, for which
the POD should produce modes similar to those obtained from LST, making their
comparison justified.
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Figure 5.7: First ten POD eigenvalues of the simulation flow field at x = 65mm and
different energy per pulse values: 0 — E/E0 = 0.5; 1 — E/E0 = 1.0; 2 — E/E0 = 2.0; 3 —
E/E0 = 4.0.



5.5. CONCLUSIONS 75

0 5 10 15 20 25 30

t (ms)

−0.15

−0.10

−0.05

0.00

0.05

0.10

0.15
v

(m
/
s)

short ∆t

CFL=0.1

CFL=0.2

CFL=0.3

CFL=0.5

Figure 5.8: Comparison of time evolution of flow velocity in simulation for different time
steps.

Numerical errors of the simulation

Numerical errors can be assessed by studying solution convergence with cell
size and time step. The results of these studies are presented in Figure 5.8 and
Figure 5.9. It can be seen that in the range CFL < 0.5 change of time step does not
influence the results of the simulation. Similarly, the analysis of the cell size study
shows that the results of the simulation do not change with mesh refinement.
Thus the mesh resolution is considered satisfactory for the simulation.

Conclusions

In the current chapter we applied the proposed NS-DBD actuator model to nu-
merical simulations in a laminar boundary layer, and compared the results to
experimental data. Good qualitative agreement was found for the mode shapes of
the resulting fluid dynamic responses. Direct comparison of the magnitudes was
hampered by uncertainties in the determination of the total energy added to the
flow.

Motivated by the generally small disturbance amplitudes in the experimental
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results, the results from representative simulations were also compared to those
of linear stability theory. Specifically, modes identified from a POD analysis were
compared to Tollmien-Schlichting waves predicted by solving the Orr-Sommerfeld
equation. The correspondence was good, which implies that the flow control
mechanism observed in the experiments is due to the excitation of natural insta-
bility modes in the flow.





Chapter 6
Dynamics of disturbances in a free shear

layer introduced by NS-DBD plasma
actuator

Given the performance of the actuator for the promotion of transition of lami-
nar boundary layer as discussed in chapter 5, the NS-DBD actuator appears
be effective as a non-intrusive boundary layer trip. Another application this
effect can be used is for the transition of a laminar shear layer. This applica-
tion is important in practical applications for laminar leading edge separation
control on airfoils. In this chapter we study the performance of the ND-DBD
actuator in this context.

Introduction

Recent experiments with nanosecond dielectric barrier discharge (NS-DBD) actu-
ators [63] have demonstrated their ability to influence airflow separation patterns
at higher Reynolds numbers. The manner in which they do so, however, is not
yet fully understood. A number of mechanisms for their effectiveness have been
proposed, including the promotion of boundary layer transition, the induction of
a small but critical changes of momentum, and the promotion of instabilities in
the shear layer adjacent to the separated region. This chapter focuses on the last
of these proposed mechanisms, motivated by the experimental observation of
large coherent structures appearing in shear layers following NS-DBD actuation.

Work presented in this chapter was done at TUDelft with financial support from NEQLab research
BV and Plasma Technology Developemnt BV. Parts of this chapter have been published in [57]
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The geometry of the coherent structures observed in [38] can be related to
the geometry of the actuator, which was constant along the span of wing tested.
As a result, the initial behavior of the shear layer prior to break-up appeared to
be two-dimensional. In order to study the effect of NS-DBD actuators in the
absence of other factors present in the experiment, a generic two-dimensional
laminar shear layer problem is proposed. As it is known that NS-DBD discharge
produces a significant shock wave [1, 63], compressible Navier-Stokes simulations
are employed for its investigation.

The layout of the chapter is the following: The actuator model is discussed
in section 6.2. Then the simulation setup is described in section 6.3. The results
are presented and discussed in section 6.4. Finally, conclusions are given in
section 6.5.

Actuator model

As discussed in chapter 4, the modeling of the actuator in current work is focused
on thermal effects. The actuator is modeled as a enthalpy source, with distribu-
tion constant in square discharge area of size 0.5 by 0.5 mm. The density of the
enthalpy output is estimated given the total energy input to the discharge (directly
determined in experiments by measuring voltage and current of the incident and
reflected pulses in the feeding coaxial cable) and the approximate volume of the
discharge. The base value used in the present work is an energy density per pulse
of A = 105 J/m3, corresponding to a linear energy per unit span of E ∼ 25mJ/m.

For the current simulations, the energy input is assumed to be uniform in
time during energy deposition period τ. A value of 1µs was used according to
kinetic model estimations [68] and previous measurements. This actuation was
repeated with period T , with the corresponding repetition frequency F being in
the range 100–1500 Hz, corresponding to the range used in experiments [13]. In
all cases shown, the first discharge occurs 1 ms after the start of the simulation.

Simulation description

The simulation domain is a square two-dimensional box with outer dimensions
of 0.2m×0.2m. On the inflow boundary, the following velocity profile is applied:

U (y)
∣∣

x=0 =
1

2
(U1 +U2)+ 1

2
(U2 −U1) tanh

y

d
(6.1)

where U2 and U1 are free-stream flow velocities above and below the shear layer,
and d is a shear layer thickness parameter. In the current work, the values used
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were: U2 = 30m/s, U1 = 5m/s, d = 0.25mm, which roughly correspond to the
experimental conditions.

The momentum thickness of the shear layer is defined as

θ =
∫ ∞

−∞
U −U1

U2 −U1

(
1− U −U1

U2 −U1

)
d y (6.2)

for the inlet profile θ is equal to d/2 = 0.125mm. This gives a value for the
Reynolds number of

Re = (U2 −U1)θ

ν
= 208 (6.3)

which corresponds to an unstable shear layer. According to linear stability theory,
the most unstable frequency is given by fnθ/U = 0.032 which for the inlet profile
gives fn = 4480Hz. Corresponding wavelength is λ=U / f = 3.9mm.

On the remaining boundaries of the simulation domain, wave transmissive
boundary conditions were used. Strong mesh coarsening was also applied in the
vicinity of these boundaries, to ensure that vortical structures were dissipated
before leaving the domain.

The high resolution core of the mesh had a length of 30 mm in the flow-
wise direction, and a width of 10 mm. This size allowed for the formation of
vortices, but ended before the first vortex pairing occurs. No refinement was
used downstream of the core domain makes little sense, since in reality this area
would contain strong 3D effects and a transition to 3D turbulence, which would
be missed by a 2D simulation. The influence of the downstream region on the
dynamics in the core region was quantified using comparisons with simulations
using a longer core region. These have shown that there are no significant effects
if downstream coarsening begins after position x = 25mm. The region of interest
was thus limited to x ∈ [0,25]mm, y ∈ [−5,5]mm.

Three different meshes were used in order to study the convergence of the
simulation with increasing refinement. The number of cells in the default mesh
was 135K cells, the low-resolution mesh consisted of 33750 cells, and the high-
resolution mesh consisted of 540k cells. The layout of the meshes is shown in the
Figure 6.1.

For the results presented here, there were no sources of instability excitation
other than the actuation and the natural feedback from the evolving shear layer.
The initial condition used for each of the simulations was the same, and was
obtained as a result of separate long simulation without actuation.
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Figure 6.1: Simulation domain layout. The inlet is on the left side of the domain.

Results

Acoustic wave

The first phenomena which appears in simulation after the actuation is an acous-
tic wave. Using “numerical microphones” (e. g. recording pressure in specified
points as a function of time), arrival times of the wave at different positions were
used to estimate the wave propagation velocity along the midline of the shear
layer. The results are presented in figure Figure 6.2.

In the Figure 6.3, velocity is plotted vs. time for several positions, demonstrat-
ing propagation of the acoustic wave. The estimated values of the acoustic wave
velocity (defined as distance between consecutive positions divided by propaga-
tion delay between these positions) lie between 360 and 400 m/s (the straight line
on the figure represents constant velocity of 400 m/s).

Velocity oscillations and vortex structure

After the propagation of the shock wave, the flow field becomes disturbed. The
perturbations grow while convecting downstream in the form of vortical struc-
tures. An example snapshot of the flow field is shown in Figure 6.4. Vortex pairs
formed by the actuation which are similar to what was observed in experiments
[13].

Figure 6.5, 6.6 and 6.7 show the time evolution of velocity at different positions
(5 mm, 10 mm, and 20 mm) without actuation and with actuation at repetition
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Figure 6.3: Propagation of the shock wave along the shear layer. The line indicates a
constant velocity c = 400m/s. For every position, normalized U is plotted over time.
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Figure 6.4: Snapshots of the flow field at time t = 5ms. From top to bottom: a — mag-
nitude of the velocity, reference case without actuation, b — magnitude of the velocity,
actuation at 1000 Hz, c — density, actuation at 1000 Hz,
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Figure 6.5: Comparison of the time evolution of the U component of the velocity at the
point 5 mm far from the inlet on the midline of the shear layer. Top to bottom: actuation
at 1500 Hz, 1000 Hz, 667 Hz, no actuation
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Figure 6.6: Comparison of the time evolution of the U component of the velocity at the
point 10 mm far from the inlet on the midline of the shear layer. Top to bottom: actuation
at 1500 Hz, 1000 Hz, 667 Hz, no actuation
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Figure 6.7: Comparison of the time evolution of the U component of the velocity at the
point 20 mm far from the inlet on the midline of the shear layer. Top to bottom: actuation
at 1500 Hz, 1000 Hz, 667 Hz, no actuation

frequencies of 667 Hz, 1000 Hz, and 1500 Hz. As can be seen on Figure 6.5 (which
corresponds to a point x = 5mm) after each discharge (corresponding to a spike
of velocity) the flow velocity experiences a perturbation. The shape of the pertur-
bation does not depend on the repetition frequency, and is the same for every
actuation repetition. Between actuation events the flow is undisturbed. This
means that the flow structures created by the actuation event do not interact with
each other at this location.

At the position x = 10mm (Figure 6.6), the vortices produced at a repetition
frequency 1500 Hz do start to interact with each other, but without changing
their shape. At lower frequencies, the vortices remain separated from each other.
Further downstream, at x = 20mm, the vortices interact with each other at all
three repetition frequencies. At this position the changes in shape are significant.

The described evolution corresponds well with that of a convected instability.
Figure 6.8 illustrates this by showing velocity versus time for several positions
along the midline of the shear layer for one simulation. The propagation of the
vortex could be seen, as well as its growth along the streamwise direction and
eventual merging of individual vortices into a continuously disturbed flow. The
straight lines indicate the propagation of the head and the tail of a single vortical
perturbation, with speeds 25 and 11 m/s, respectively. Thus the mean velocity of
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Figure 6.8: Propagation of the vortex structure along the shear layer. Lines indicate
constant velocities c = 11m/s and 25m/s. For every position normalized U is plotted over
time.

vortical disturbance propagation can be estimated as 1
2 (25+11) = 18 ≈ Ū . At this

repetition frequency (1000 Hz) vortex interaction occurs after position x ≈ 15mm.

Entropy spot

After the discharge, there is a region of heated air which is convected with the
flow. The motion of this region is correlated with the motion of the main vortex
structure formed by the actuator. This can be seen in Figure 6.4 as a region with
lower density. It is not clear for the moment if this “entropy spot” plays any role in
determining the main effects of the actuator.

Flow statistics

The dependence of the momentum thickness of the shear layer on x is presented
in Figure 6.9. It can be seen that momentum thickness grows much faster in the
case of actuation. The growth is initially dependent on actuation frequency, but
at higher frequencies saturation occurs. This seems to be caused by the strong
interaction of vortical structures in closely-spaced actuation events.

Components of the Reynolds stress tensor along the middle line of the shear
layer are shown in figures 6.10–6.12. The change in RMS variations caused by
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Figure 6.9: Comparison of momentum thickness growth for cases without actuation and
with actuation at different actuation frequencies.

actuation is particularly significant. It can be seen that at lower actuation frequen-
cies (F ≤ 1000Hz) the growth of shear layer (as indicated both by momentum
thickness and Reynolds stress) is monotonic. At higher frequencies there is a
point after which the growth of shear layer slows, and the Reynolds stresses stop
increasing. The higher the actuation frequency, the closer this effect is to the inlet.
This can also be attributed to vortical structures caused by individual actuation
events interacting with each other.

Comparison with linear stability theory

Given the results of chapter 5, it may be anticipated that the primary effect of
NS-DBD actuation in a boundary layer is the excitation of natural instability
modes. We would like to know if the same applies to the free shear layer case.
The computed disturbance growth rate in the frequency domain is therefore
calculated for the current problem and compared to linear stability theory.

Figures 6.13 to 6.16 show spectra of the computed velocity without and with
actuation, at different repetition frequencies. In the absence of actuation, the
spectrum is continuous and there are no preferential frequencies. Once actuation
is applied, almost all of the energy becomes contained in multiples of the actua-
tion frequency. For smaller value of x (x = 5mm), the envelope of the spectrum
has a maximum at about 4–5 kHz, independent of the actuation repetition rate.
This corresponds to the most unstable frequency of inlet shear layer profile. At
positions further downstream, the maximum of the envelope of the spectrum
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Figure 6.10: Reynolds stress component 〈u′u′〉 along the midline of the shear layer for
cases without actuation and with actuation at different frequencies.
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Figure 6.11: Reynolds stress component 〈u′v ′〉 along the midline of the shear layer for
cases without actuation and with actuation at different actuation frequencies.
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Figure 6.12: Reynolds stress component 〈v ′v ′〉 along the midline of the shear layer for
cases without actuation and with actuation at different actuation frequencies.

shifts towards lower frequencies.
To compare the results more closely with linear stability theory, spatial growth

rate coefficients have been determined from the computed results. In linear
stability theory, the disturbance to the mean flow is expressed in the form

ψ(x, y, t ) =φ(y)ei(ax−ωt ) (6.4)

where a is a spatial wavenumber and ω is an angular frequency. To identify these
waves in the computed results, a Fourier transform in time is used:

U (x, t ) =∑
j

Û j (x)eiω j t (6.5)

where ω j = 2π j f0, f0 is the spectral resolution, and Û j (x) is Fourier component
corresponding to frequency component number j . Given the Fourier transforms
of the velocity at two points x and x +∆x, the complex wavenumber of j th fre-
quency component can be estimated using

a j = ∂

∂x
logÛ j ≈

logÛ j (x +∆x)− logÛ j (x)

∆x
(6.6)

and the growth rate using
g j =− Im a j (6.7)

Linear stability theory is normally expressed in terms of the non-dimensionalized
growth rate gθ/R (where R = (U2 −U1)/(U2 +U1) ) and the Strouhal number St =
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Figure 6.13: Spectra of the U component of the velocity at a point 5 mm downstream of
the inlet on the midline of the shear layer.

f θ/Ū . According to the theory, all the Strouhal numbers from 0 to 0.079 are un-
stable, the most unstable being St = 0.032 [25]. This depends only marginally on
R. The growth rate of the most unstable frequency is approximately gnθ/R ≈ 0.1.
Theoretical growth rates are calculated by solving Orr-Sommerfeld equation [7]
based on a mean velocity profile obtained in simulations.

Growth rates observed in the simulation and predicted using linear stability
theory (LST) at locations x = 3, 5, 7 and 10 mm are compared in Figure 6.17. Here
the growth rates are computed and plotted for frequencies which are harmonics of
the actuation frequencies. The unactuated plot indicates the level of uncertainty
associated with the computational procedure of growth rate determination. It
can be seen that the growth rates show good correspondence with the theoreti-
cal predictions within the level of uncertainty, especially at smaller x locations.
Downstream of x = 10mm the growth rates (not shown in the figures) deviate
significantly from the theoretical values due to non-linear effects. These effects
appear due to large magnitude of the velocity fluctuations and the size of the
vortices.
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Figure 6.14: Spectra of the U component of the velocity at a point 10 mm downstream of
the inlet on the midline of the shear layer.
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Figure 6.15: Spectra of the U component of the velocity at a point 15 mm downstream of
the inlet on the midline of the shear layer.
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Figure 6.16: Spectra of the U component of the velocity at a point 20 mm downstream of
the inlet on the midline of the shear layer.
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(left) and no actuation (right).



94 CHAPTER 6. ACTUATOR IN A FREE SHEAR LAYER

E�ect of varying energy input

In addition to the frequency dependence, the dependence of the results on the
energy input per pulse was studied. To do so, simulations with fixed repetition
frequency of 1000 Hz and varying energy input per pulse have been carried out.
The momentum thickness and Reynolds stress, may be considered most rele-
vant characteristics of actuation effectiveness for separation control applications.
These plotted along the midline of the shear layer for several different values
of energy per pulse in figures 6.18 and 6.19. In all cases the fixed repetition fre-
quency of F = 1000Hz was used. The same characteristics for one fixed location
at x = 10mm are shown in figures 6.20 and 6.21 as functions of average discharge
power P = F ·E . These are compared with results obtained with fixed energy and
varying repetition frequency. It can be seen that dependence of the results on
energy per pulse is monotonic and smooth, whereas dependence on frequency
exhibits a maximum, after which effectiveness decreases. An interesting result
is the almost exact equality of actuator effectiveness at low average power levels,
regardless if they reached by means of decreasing energy per pulse or repetition
frequency.

The presented results can provide guidance for choosing optimal parameters
for actuation with respect to energy efficiency. This is particularly important
for practical applications, where discharge energy is normally limited by the
electric parameters of the equipment used, and thus can not be increased arbitrary.
The current results imply that, there exists an optimal discharge frequency for
which the momentum thickness and Reynolds stress is maximized for a given
maximum energy per pulse. It should be noted, however, that choosing measures
of control effect other than momentum thickness and Reynolds stress might result
in different optimal parameters.

Mesh convergence

In order to assure that the mesh refinement is enough for the simulations, results
with the different levels of mesh resolution described in section 6.3 have been
compared. A typical result is presented in figure 6.22, where the momentum
thickness θ is plotted versus the flow wise coordinate, x. At the levels of refinement
used, there is little sensitivity of the results to mesh size.

Conclusions

A numerical investigation of the excitation of a free shear layer with NS-DBD actu-
ators has been carried out. The qualitative results are similar to those obtained
in the experimental visualizations of [13]. Coherent vortex structures similar to
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Figure 6.18: Momentum thickness growth for cases without actuation and with actuation
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Figure 6.20: Momentum thickness θ at position x = 10mm vs. discharge power P . A — at
constant energy per pulse and varying frequency, B — at constant frequency 1000 Hz and
varying energy per pulse.
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Figure 6.21: Reynold stress 〈u′v ′〉 at position x = 10mm vs. discharge power P . The line
(A) indicates a constant energy per pulse and varying frequency, while (B) indicates a
constant frequency 1000 Hz and varying energy per pulse.
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Figure 6.22: Reynold stress 〈u′v ′〉 at position x = 10mm vs. discharge power P . The line
(A) indicates a constant energy per pulse and varying frequency, while (B) indicates a
constant frequency 1000 Hz and varying energy per pulse.

those found in the experiments have been observed as well as large increases in
momentum thickness and Reynolds stress of the shear layer due to actuation. The
influence of actuation frequency and amplitude quantified. The growth rates of
the disturbances are found to be in agreement with the predictions of the linear
stability theory within the uncertainties of the numerical method.





Chapter 7
Conclusions and outlook

Conclusions

This thesis has addressed the physics, modeling and behavior of NS-DBD actu-
ators for separation control. Firstly, it was examined how the NS-DBD actuator
could be modeled efficiently for the prediction of its effects on separation control.
First principles models are clearly inappropriate for this purpose, due to the vast
differences in the time scales of plasma (∼ 20ns), thermodynamic (∼ 1µs) and
fluid dynamic (∼ 1ms) processes. This separation of scales, however, can be ex-
ploited by modeling only the fluid dynamical effects which have been identified
in literature. Here thermodynamical effects are modeled with a spanwise-uniform
volumetric source term in the energy equation of the compressible Navier-Stokes
equations. As momentum deposition is known to be low, it is not modeled. For
the specific actuator considered, the region of energy deposition was assumed to
have a cross-section of 0.5 mm by 0.5 mm based on experimental observations,
and to be uniform in time during 1µs after the discharge. The amount of energy
released was estimated from electrical measurements. This model was embedded
into a 2D compressible laminar Navier-Stokes simulation.

To find out if the model could be used to explain the experimentally-observed
effects of NS-DBD actuators on separation, it was used to perform simulations in
two different flows considered relevant for separation control. The first of these
flows was a laminar boundary layer. This case is relevant for a situation where
an actuator is used to promote early transition making the boundary layer more
resistant to separation. The model was found to qualitatively reproduce the effects
of actuation in a laminar boundary layer. The shapes, wavelengths and speeds
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of the computed disturbances were found to be close to those in the experiment.
The second flow considered was the free shear layer. This case is relevant for a
situation where an actuator is used eliminate laminar leading edge separation.
Here, actuation led to an early formation of vortices in the shear layer, similar to
that observed in laminar leading edge separation experiments. The actuation was
found to cause an increase in the momentum thickness and Reynolds stress in
the shear layer. Thus in both cases considered, the proposed model was able to
qualitatively reproduce the effects of the NS-DBD actuation. The results of the
simulations can be considered to be a qualitative validation of the model.

To study the processes relevant for the effects of NS-DBD actuators, the nature
and dynamics of disturbances introduced into the flow were investigated. In both
flows, actuation produced convective instabilities. For the laminar boundary case,
the disturbance was analyzed using a POD approach. The most energetic POD
mode of the disturbance was found to be similar to the most unstable Tollmien-
Schlichting wave, as predicted by linear stability theory. For the free shear layer
case, the growth rates of the disturbances were compared to the predictions of
linear stability theory and found to agree within the bounds of the identification
procedure. The role of compression waves observed in experiments has also been
investigated, but found not to be essential in determining the effect. In summary,
the results of the simulations have shown that the primary mechanism of NS-DBD
actuation in the flows considered is an excitation of natural instabilities in the
flow, which then evolve according to stability properties of the flow.

To find optimal conditions and parameters for NS-DBD actuators, a para-
metric study has been carried out for the two flows in question. The variation
of energy input due to changing actuation frequency and energy per pulse was
investigated. For the boundary layer case, the parametric study demonstrated
the existence of an initially linear range followed by a saturation with increasing
energy per pulse. For both flows, the existence of optimal values of the frequency
and energy per pulse was shown. The optimal frequencies were in correspon-
dence with the most unstable frequencies predicted by the linear stability theory.
The two cases considered, however, do not answer other questions relevant for
practical application of NS-DBD actuators, such as the optimal positioning of
an actuator on a wing surface. For this, the extension of the proposed modeling
method to complex geometries and turbulent flows is required. This defines a
direction for further research on the topic of NS-DBD actuators.

Outlook

The results of current work open the path to simulations for different applications
of NS-DBD actuation. Such simulations can help to determine flow conditions
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where an actuator is most effective, and to select an optimal position, voltage and
frequency of actuation. At a higher level application level, the development of a
control strategy using NS-DBD actuators could also make use of the proposed
model, leading to estimations of the possible benefits of NS-DBD actuators for
practical applications.

Applications which involve complex geometries or turbulent flows, however,
violate some of the assumptions used for the current model. The separation of
scales can be violated if the turbulence scales approach the scales of the discharge,
which is the case for high-Re flows. This would require a full first principles
simulations of the plasma actuation together with DNS simulation of the flow
dynamics. The separation of scales assumption can be restored if only the largest
turbulent scales are resolved, as in LES. Existing SGS and RANS turbulence models,
however, were developed without having NS-DBD actuators in mind, and have
no way to respond to disturbances caused by actuation. Additionally, fidelity of
existing RANS turbulence models for separated flows is generally be not high
enough to produce accurate predictions of separation. A middle ground may exist
for problems where it may be assumed that the interaction of the actuation with
turbulence is not significant and that the dominant effect of the is the creation of
vortical structures with scales much larger than the turbulent scales. An example
analysis based on such assumptions is described in Appendix A, in which some
qualitative agreement with experiment was found.

In general, however, reliable LES or RANS simulations of NS-DBD plasma actu-
ators would require additional research to develop turbulence models specifically
adapted for usage with the NS-DBD actuator model. As an alternative, a hybrid
approach could be employed, where a DNS simulation is used in the vicinity of
the actuator location, and RANS is used elsewhere. Further research is required to
make such simulations accurate and reliable enough for practical application.

This thesis focused on application of NS-DBD actuators for separation control.
There are, however, experimental observations suggestion a number of other
applications, such as load control for wind turbines, noise suppression, deicing
and others. These applications also require numerical simulations, and it seems
likely that the proposed actuator model can be used for such cases as well.





Appendix A
Preliminary simulations of NS-DBD plasma

actuators on airfoils

Introduction

In the present thesis, the framework for modeling NS-DBD plasma actuators is
established and applied to several model situations, such as a laminar bound-
ary layer and a free shear layer. All these cases are two-dimensional and at low
Reynolds numbers. For practical engineering purposes, however, simulations on
more complex geometries are required. This poses several challenges. First, real
geometries are usually three-dimensional. Moreover, even if the geometry itself is
two-dimensional, the flow field is often inherently three-dimensional, such the
flow in separated regions on a wing. Second, in many practical applications, the
Reynolds number is relatively large, and thus the flow is turbulent. Additional con-
siderations have to be made to simulate the effects of NS-DBD plasma actuators
in such conditions.

The experiments and simulations described in this thesis show that the ef-
fect of the actuator in the case of leading edge separation is largely due to the
creation of large scale vortices, which propagate through the shear layer formed
on the boundary of separation zone. These vortices are coherent in the spanwise
direction and propagate first in a laminar flow and then in turbulent one, but are
expected to have large size compared to the typical size of turbulent fluctuations
at higher Reynolds numbers.

This separation of spatial scales between coherent vortices and the turbulence
allows us to make a hypothesis that the interaction of these two can be represented

103



104 APPENDIX A. NS-DBD PLASMA ACTUATORS ON AIRFOILS

to first approximation by the turbulent viscosity coefficient computed with the
standard turbulence model. This assumes that the coherent vortices do not affect
the turbulence model. Under this assumption we consider a preliminary RANS
simulation for the actuator in the separated region on an airfoil. The simulation
was performed using a compressible pressure-based Navier-Stokes solver from
the open source CFD package OpenFOAM. The large scale vortices are resolved
and the fine scale turbulence is modeled by a turbulence model (in this particular
case we use Menter’s k −ω SST model) in the standard way. The airfoil (NACA 633-
618) and flow conditions were selected to be the same as in the experiments
performed in [13].

In a separated region, the flow is essentially three-dimensional, and the vor-
tices are expected to break down in three-dimensional way. This cannot be ac-
counted by a RANS simulation, and thus there is a considerable model error in
these conditions. Although it is not expected that this simulation is fully accurate,
it does exhibit qualitative similarities to the experiment.

Setup andmeshing

The numerical domain for the simulation consisted of an O-type hyperbolic mesh
with an almost circular outer boundary with a radius of 20 chord lengths. The
mesh and the airfoil were held fixed, and to simulate different angles of attack,
the direction of the inflow was changed.

The airfoil profile used was a NACA 633-618 airfoil, taken from University of
Illinois Urbana-Campaign Airfoil Database1 and then interpolated using cubic
splines to have 1000 points along the surface to make leading edge bump-free,
which is crucial for separation simulations. The airfoil section is shown in Fig-
ure A.1. General parameters of the simulation are shown in Table A.1.

The mesh has 1000 cells along the surface of the airfoil and 118 cells in wall-
normal direction, giving 118000 cells in total. The size of the first cell is 2·10−5 m =
20µm, corresponding to 〈y+〉 ≈ 0.9, y+

max ≈ 2.0. The mesh is shown in Figure A.2.
The mesh was designed to provide high near-wall resolution and high enough
tangential resolution in the actuator region (to resolve the region of fast gas heating
by the actuator).

Boundary conditions

On the outer boundary, the switching boundary condition was used for the veloc-
ity field (inletOutlet in OpenFOAM). This enforces fixed value boundary con-

1Available on the Internet at http://aerospace.illinois.edu/m-selig/ads/coord_database.
html

http://aerospace.illinois.edu/m-selig/ads/coord_database.html
http://aerospace.illinois.edu/m-selig/ads/coord_database.html
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Parameter Symbol Value Unit

Freestream velocity U∞ 50 m/s
Chord length c 755 mm
Reynolds number Re =U∞c/ν 2.5×106 —
Mach number M 0.15 —
First cell hight y+

1 0.9 wall units

Table A.1: Simulation parameters
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Figure A.1: NACA 633-618 airfoil.

Figure A.2: Mesh in the leading edge region.
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dition where velocity is directed inwards, and zero gradient boundary condition
where velocity is directed outwards. For the pressure field, a waveTransmissive
boundary condition was used. This boundary condition implements a simplified
method of characteristics for non-reflective boundary condition for compressible
flows.

On the airfoil surface, standard boundary conditions for the solid wall were
used: a no-slip boundary condition for the flow velocity field and a zero gradient
boundary condition for the pressure field. For the temperature field, a switching
inletOutlet boundary condition was used on the outer boundary, while a fixed
value was used on the surface of the airfoil (an isothermal boundary condition).
In both cases, reference value was set to 300 K.

Turbulencemodel

A Menter k −ω SST turbulence model was used. This model was chosen because
it has been thoroughly validated and is known to predict separation relatively
well compared to other turbulence models. The model requires two additional
fields: turbulent kinetic energy k and relative rate of dissipation ω. It also solves
two additional evolution equations for these fields. Based on these, the turbulent
viscosity coefficientµt is computed, and used in Reynolds-averaged Navier-Stokes
equations. On the outer boundary of the domain, the inletOutlet boundary
condition was used, with inlet values set to be low, corresponding to a non-
turbulent free-flight conditions. On the surface of the airfoil special wall functions
provided with OpenFOAM are used, claimed to be suitable for low-Re conditions.
(From turbulence modeling perspective, conditions are considered low-Re where
the the first cell next to the wall has y+ ≤ 1, and conditions considered high-Re
where the first cell has y+ > 30). In the present simulation, the first-cell non-
dimensional wall distance was y+ ≈ 1.

Results

First, simulations without an actuator were performed. Because the simulations
can be non-converging in some conditions (due to vortex shedding at very high
angles of attack, for example), an unsteady time scheme was chosen. The simula-
tions were run for long times, enough to pass the transient period before taking
statistics. Then the averaging of data was performed on the time series of aerody-
namic coefficients. The results are presented for the critical angle of attack of the
unactuated case (16 degrees), which is the lowest angle of attack where the effect
of actuation is detected.

Simulations with the actuation were performed with the same setup as the
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Figure A.3: Positioning of the actuators on the surface of the airfoil.

simulations without the actuation, except the addition of the actuator model.
Two actuator models were placed in the simulation domain on the surface of the
airfoil. One is placed close to the leading edge of the airfoil (y =+4.0mm), and the
second one is placed about 30 mm downstream on the suction side of the airfoil
(x =+9.5mm, y =+22.8mm). The position of the actuator models is shown in
Figure A.3. Actuators were operated at the frequency 200 Hz (corresponding to the
burst repetition frequency used in the experiments), with an energy of actuation
10 times larger than an estimated energy of a single pulse, simulating a 10-pulse
burst mode. The comparison of the lift curve with and without the actuation is
shown in Figure A.4. Looking at the flow field examples (shown in Figure A.5 for
the angle of attack of 16 degrees), we can see the series of coherent large scale
vortices produced by the actuation, propagating along the surface of the airfoil,
which qualitatively corresponds to the experimental observations.

Analysis and conclusions

In this section the initial attempt on the simulation of the actuator in the separated
flow on the airfoil is demonstrated, which is a proof of concept for further research
in this direction. The simulation, although based on loose assumption, exhibit
the behavior similar to that observed in the experiments. The actuation produces
a train of large scale vortices, which transfer momentum from the free flow into



108 APPENDIX A. NS-DBD PLASMA ACTUATORS ON AIRFOILS

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 1.4

 1.6

 1.8

 2

 2.2

 0  5  10  15  20  25  30

C
l

alpha

No actuation
Actuation

Figure A.4: Comparison of the lift coefficient with and without actuation. (Note: the
results at the angles of attack greater than 16 degrees, where the separation takes place,
are unreliable as the three-dimensional nature of separation not taken into account in a
2D RANS simulation.)

Figure A.5: Example of the velocity field for the angle of attack of 16 degrees, showing the
series of vortices generated by the actuation.
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the separated region. This leads to massive reduction in the size of separation
region and increase in lift coefficient in stall conditions. This simulation proves
that there is a possibility of the computationally cheap simulations of separated
flows with actuation, but requiring additional research.

Three directions to improve quality of the simulations of the NS-DBD actua-
tors compared to the present naive one are foreseen:

• Resolve more. This would employ a three-dimensional compressible LES
simulation, capable of resolving interaction between the instabilities in-
troduced by the actuator and the turbulence present in the flow. A hybrid
approach where the relatively small region in the vicinity of the actuator
and in the separation region is simulated using 3D compressible LES and
the rest of the domain is simulated using uRANS shall be considered.

• Resolve less. For that, the construction of the completely new turbulent
model is required, which would incorporate the whole effects of the actuator,
including compressibility effects, flow instabilities and vortex structures
introduced. The simulation is therefore no more required to resolve these
structures.

• Follow the present approach. We resolve the actuator and large scale vor-
tices, leaving the turbulence for the turbulence model, but we modify the
turbulent model to make sure it interacts correctly with the large-scale
structures.

The choice of the of the option is determined by the trade-off of computational
cost and accuracy of the model. The first option is the most straightforward, re-
quiring the least additional assumptions and research work, at the cost of highest
numerical complexity. The second option promises to greatly reduce the compu-
tational time required for the simulation, although requiring the most research
efforts to propose and validate such a turbulent model. The third one represents
middle ground in terms of computational cost and accuracy.





Appendix B
Proper orthogonal decomposition

Proper orthogonal decomposition (POD) is a powerful tool for analysis of
flow fields. POD has been widely used in this thesis. For this purpose special
software tools have been developed. This chapter gives an introduction to
POD, describes the algorithm and its software implementation within the
OpenFOAM framework. Some brief introduction to reduced order modeling
using POD is given as well. Finally, several example cases are presented to
demonstrate the method and implementation.

Algorithm description

Introduction

Proper Orthogonal decomposition (POD) is a powerful technique for analyzing
flow fields. It allows to identify and separate the most energetic modes, which are
of great interest for many fluid dynamical problems.

The variation of the method described here is based on snapshots of the
velocity field, obtained either from LES or DNS simulation or from experiments,
for example be the means of particle imaging velocimetry (PIV). We then try to
construct a basis and represent the velocity field snapshots as a linear combination
of the basis functions. The basis functions are ordered by their energy contribution
to the flow field. Thus, first basis functions represent the most energetic modes of
fluid motion.

In mathematical sense, POD is construction of a basis φi , i = 1. . . N that
minimizes error in kinetic energy (or, equivalent, L2 error in velocity vector) for
the reconstruction of snapshots:
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Φ= {φi }, i = 1. . . N , (φi ,φ j ) = δi j (B.1)

Φ= argmin
∫
Ω

(u − û)2 dΩ (B.2)

û = PΦu =∑
i

aiφi =
∑

i

(u,φi )

(φi ,φi )
φi (B.3)

where δi j is a Kronecker delta symbol, Ω is a domain, and PΦ is a projection
operator onto the basisΦ.

Construction of POD basis

Consider we have snapshots of flow fields: U i , p i , i = 1..Ns , representing the flow
field at different time instants (time based decomposition) or different realizations
of the process (ensemble based decomposition), where Ns is the number of
snapshots used, and N is the number of cells in the mesh.

First we calculate mean flow and subtract it from snapshots:

Ū = 1

Ns

∑
i

U i

p̄ = 1

Ns

∑
i

p i

then we construct correlation matrix for velocity field:

Ci j = (U i ,U j ) (B.4)

using inner product of the form:

( f , g ) =
∫
Ω

f g dΩ (B.5)

Then, we solve eigenvalue problem for correlation matrix C to find eigenvalues
λi and eigenvectors vi .

C vi =λi vi (B.6)

Since matrix C is symmetric, all eigenvalues are real, and eigenvectors form an
orthogonal set.

Instead of solving an eigenvalue problem on correlation matrix, a singular
value decomposition (SVD) can be used for initial dataset (without construction
of correlation matrix):

U =V ΣW ∗ (B.7)
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where singular values σi of snapshot matrix U are related to eigenvalues λi of
correlation matrix C :

σi =
√
λi (B.8)

According to matrix analysis theory, this can offer better performance and better
numerical stability, but unfortunately, SVD is not implemented within Open-
FOAM, thus requiring usage of an external library for SVD.

As a quality criterion for the basis, we use total fraction of the flow energy
represented by the first m modes, which can be computed using the obtained
eigenvalues:

αm =
∑m

0 λi∑Ns
0 λi

(B.9)

Then we select Nm (which is determined either by desired accuracy or speci-
fied explicitly) largest eigenvalues and construct velocity basis functions:

φi =
∑

j≤Ns

vi jU j (B.10)

and normalize them such that:

(φi ,φ j ) = δi j (B.11)

Given this basis, we can consider velocity field approximated following way:

u(x, t ) ≈ Ū (x)+ ∑
i≤Nm

ai (t )φi (x) (B.12)

Also we calculate basis functions for pressure using the same eigenvectors:

ψi =
∑

j≤Ns

vi j p j (B.13)

and thus pressure is approximated as

p(x, t ) ≈ p̄(x)+ ∑
i≤Nm

ai (t )ψi (x) (B.14)

Numerical complexity of this procedure is follows: to calculate correlation
matrix we need O(N 2

s N ) operations, and wee need to keep all the snapshots in
memory, O(Ns N ) memory words. Then, to calculate eigenvalues and eigenvectors,
O(N 3

s ) operations are needed. Additionally, O(Nm Ns N ) operations are needed to
calculate basis functions.



114 APPENDIX B. PROPER ORTHOGONAL DECOMPOSITION

Galerkin projection of the Navier-Stokes equations

Having constructed a POD basis, we can use it to construct a reduced order model
of the flow. For this purpose, we can project Navier-Stokes equation onto the POD
basis to obtain a system of ordinary differential equations representing evolution
of the mode coefficients in time. This can be done using Galerkin projection
method. This model can then be used as a computationally cheap replacement of
the full Navier-Stokes equations.

Continuity equation is automatically satisfied since every snapshot satisfies it,
and out solution is a linear combination of snapshots. If basis functions do not
satisfy the continuity equation by themselves, some modification to the model
should be made.

As of momentum equation:

∂u

∂t
+ (u ·∇)u =−∇p + 1

Re
∆u (B.15)

we multiply is by each of our basis functions φi :

(φi ,
∂u

∂t
+ (u ·∇)u) = (φi ,−∇p + 1

Re
∆u) (B.16)

then substituting decomposition of velocity field:∑
j

Li j
da j

dt
= bi +

∑
j

Bi j a j +
∑
j ,k

Ci j k a j ak (B.17)

where

Li j = (φi ,φ j ) = δi j

bi = (φi ,−(Ū ·∇)Ū + 1

Re
∆Ū )

Bi j = (φi ,
1

Re
∆φ j −∇ψ j − (Ū ·∇)φ j − (φ j ·∇)Ū )

Ci j k =−(φi , (φ j ·∇)φk )

To calculate these coefficients, O(N 3
m N ) operations are needed.

This system of ordinary differential equations can be integrated by any nu-
merical integration method, for example by Runge-Kutta method. For each RHS
calculation, O(N 3

m), operations are needed (plus the same order for inversion of
matrix L by direct method if needed).

Flow rate conservation

Since we excluded mean flow from our ODE system, and flow rate is contained in
mean flow, no special treatment of flow rate conservation is required.
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SGSmodel

The inclusion of SGS model can be desirable. The model shall account for sub-grid
scale vortices and their influence on the flow dynamics.

It current study a Smagorinsky model is used, acting on all the modes. The
model defines an eddy viscosity coefficient, νSGS, which is added to normal viscos-
ity term in Navier-Stokes equation. The implementation of SGS model consists
of two parts: the update of eddy viscosity field and application of SGS model in
calculation of RHS of ROM.

The update of eddy viscosity is performed not every time step to save compu-
tational time, since the operation is expensive. The interval of the update can be
adjusted in configuration time. First, the velocity field is reconstructed:

ur (x, t ) = Ū (x)+∑
i

ai (t )φi (x) (B.18)

Then, the eddy viscosity is recalculated

νSGS(x) = 2(C sδ)2
∥∥D(ur )

∥∥ (B.19)

where δ is a characteristic length of unresolved scales. In this particular imple-
mentation, instead of unresolved scales, the last resolved POD mode is used to
estimate δ:

δ= ‖φNm‖
‖∇φNm‖

, (B.20)

and D(U ) is a deformation tensor

D(u) = 1

2

(∇u +∇uT)
(B.21)

And using this viscosity, coefficients associated with unresolved scales are recal-
culated:

bSGS
i = (φi ,νSGS∆Ū )

B SGS
i j = (φi ,νSGS∆φ j )

The complexity of this procedure is O(N 2
m N ) and is determined by calculation of

coefficients B SGS
i j .

In the ODE which describes the evolution of ROM, new terms associated with
SGS are added. Thus the ODE reads:

dai

dt
= (

bi +bSGS
i

)+∑
j

(
Bi j +B SGS

i j

)
a j +

∑
j ,k

Ci j k a j ak (B.22)
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Weighting

As an additional option, a weighting has been implemented. Weighting allows to
focus POD decomposition on the specified region of interest. Given the weighting
function w , the dot product becomes instead of B.5:

( f , g ) =
∫
Ω

w · ( f g ) dΩ (B.23)

Validation

Laminar vortex shedding

This case resembles the case of Bergmann paper [6].
There is a 2D channel of width 8 units and length 32 units. On the midline

there is a square obstacle of size 1×1. On the wall and an obstacle there is no-slip
boundary condition. At the inlet the is a fixed velocity boundary condition, U = 1.
Reynolds number of the case is about 150.

Snapshots are taken from DNS simulation, and are uniformly spanning 2
periods of vortex shedding. There are 213 snapshots. It appears that the best way
to select snapshots is the set spanning small integral number of periods (like 1
or 2). Using more periods does not add any new information. Using not integral
number of periods changes the eigenspectrum and adds asymmetry to the modes.
But this observation applies only to cases with exact periodical behavior.

The eigenvalues spectrum for this case is presented in figure B.1, and the first
20 of eigenvalues in bigger scale in figure B.2. These plots show clearly the pairing
of eigenvalues, meaning periodicity of the process.

ROM simulation based on these POD modes good, giving the realistic results
using as less as 6 modes. No SGS model was used since the case is laminar in
nature. The results correspond well with results of Bergmann paper [6].
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Figure B.1: Eigenvalues for laminar vortex shedding case.
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Figure B.2: First 20 eigenvalues for laminar vortex shedding case.



118 APPENDIX B. PROPER ORTHOGONAL DECOMPOSITION

0 2 4 6 8 10 12
t

−0.15

−0.10

−0.05

0.00

0.05

0.10

0.15

a
0

POD projection
ROM prediction

0 2 4 6 8 10 12
t

−0.15

−0.10

−0.05

0.00

0.05

0.10

0.15

a
1

POD projection
ROM prediction

0 2 4 6 8 10 12
t

−0.03

−0.02

−0.01

0.00

0.01

0.02

0.03

a
2

POD projection
ROM prediction

Figure B.3: Amplitude of the 1st mode for DNS and ROM using 6 modes. Laminar vortex
shedding case.
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Figure B.4: Amplitude of the 1st mode for DNS and ROM using 6 modes. Laminar vortex
shedding case.
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Figure B.5: Velocity magnitude of the 1st, 3rd and 5th modes. Laminar vortex shedding
case.
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Free shear layer

Free shear layer case is a 2D case with developing instability in the shear layer.
It starts from the laminar condition at the inlet, than experiences instabilities,
formation and pairing of vortices.

200 snapshots spanning about 1 period of large scale vortex formation were
used. The problem in selecting the set of snapshots is that the DNS solution is not
exactly periodical and it is not clear if this a problem of quality of DNS or it is true
physical property of the problem.

Results presented were obtained using 20 modes without SGS model. There
are clear discrepancies between ROM prediction results and POD projection of
DNS results, but the source of them is not clearly understood.
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Figure B.6: Eigenvalues for free shear layer case.
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Figure B.7: Amplitude of the 1st mode for DNS and ROM using 30 modes.
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Figure B.8: Amplitude of the 2nd mode for DNS and ROM using 20 modes. Free shear
layer case.
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Figure B.9: Amplitude of the 3rd mode for DNS and ROM using 20 modes. Free shear layer
case.
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Figure B.10: Amplitude of the 4th mode for DNS and ROM using 20 modes. Free shear
layer case.
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Figure B.11: Amplitude of the 5th mode for DNS and ROM using 20 modes. Free shear
layer case.
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Figure B.12: Amplitude of the 6th mode for DNS and ROM using 20 modes. Free shear
layer case.
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Figure B.13: Amplitude of the 10th mode for DNS and ROM using 20 modes. Free shear
layer case.



Appendix C
Linear stability theory

Introduction

Orr-Sommerfeld equation is an main mean of studying linear stability of parallel
two-dimensional flows.

Consider two-dimensional parallel incompressible base flow (U ,V ) = (U (y),0).

u(x, y, t ) =U (y)+u′(x, y, t ) (C.1)

Substituting it into Navier-Stokes equations, linearizing about mean base flow,
and assuming the stream function of the fluctuation to be in form:

ψ(x, y, t ) =φ(y)e−iα(x−ct ) =φ(y)ei(ωt−αx) (C.2)

where α — wave number, c — wave speed, ω — angular frequency, and

u = ∂ψ

∂y
= φ′ei(ωt−αx)

v = −∂ψ
∂x

= −αφei(ωt−αx)
(C.3)

we end up with Orr-Sommerfeld equation (in non-dimensionalized form):

1

iReα

(
d2

dy2 −α2
)2

φ= (U − c)

(
d2

dy2 −α2
)
φ−U ′′φ (C.4)

where Re is a Reynolds number. Set of pairs (α,c) where this equation has non-
trivial (non-zero) solutions, define all possible wave-like fluctuations to the flow.
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Boundary conditions are
φ

∣∣
bound ar y = 0

dφ

dy

∣∣∣∣
bound ar y

= 0
(C.5)

where boundary can be either solid wall or freestream at infinity. We can solve
it two ways: either select real value for α and solve eigenvalue problem to find
(complex) wave speeds c (temporal stability problem), or select real wave speed
c and solve eigenvalue problem for (complex) α (spatial stability problem). In
following sections will approach both of these problems.

Temporal stability

In temporal stability problem we would like to answer how the wave with given
wavenumber grows in time. To get this, we look for complex wave speed c as a
function of real wave number α.

As a result of solving the eigenvalue problem, we will have complex wave
speed

c = cr + ici (C.6)

where real part cr is a propagation speed along x axis, and ci is a temporal growth
rate. Substituting into stream function expression:

ψ(x, y, t ) =φ(y) ·eαci t ·e−iα(x−cr t ) (C.7)

where the term eαci t is responsible for temporal growth of the wave.
There are several possible approaches to solve Orr-Sommerfeld problem.

There are variational approach, Galerkin approach, finite differences approach,
and ODE approach. First two require careful selection of basis functions, which
requires special research, and the same set of basis functions might not suit all the
cases. In the current work, the finite differences approach is used, as the simple
and straightforward. On the other hand, variational or Galerkin approaches with
carefully selected base functions might require smaller size of matrix and thus
less computational time, and possibly give better accuracy.

First the mesh yi , i = 1. . .n is constructed, which depends on particular case.
In general higher mesh resolution is used near the wall for boundary layer case
and in the area of higher velocity gradients in the case of a jet or shear layer. Then,
a matrix of Laplacian operator L is constructed, which calculates second spatial
derivative:

(L f )i = 2

yi+1 − yi−1

(
fi+1 − fi

yi+1 − yi
− fi − fi−1

yi − yi−1

)
(C.8)
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After that, following matrices are constructed:

F = L−α2I (C.9)

A = 1

iReα
FF−diag(U )F+diag(LU ) (C.10)

B =−F (C.11)

Using this matrices, we rewrite discretized Orr-Sommerfeld equation in a form

(A− cB)φ= 0 (C.12)

This form is called “generalized eigenvalue problem”, differing from simple eigen-
value problem in that we have a matrix B instead of identity matrix.

The important thing is boundary conditions: since boundary conditions are
independent on c , they are only applied to A, and in matrix B there are zero rows in
place of boundary conditions, but this would make matrix B singular, not allowing
to solve eigenvalue problem. We have four boundary conditions, in particularly
zero values and zero gradient on each of the the boundaries. Therefore four nodes
at the boundaries are excluded from eigenvalue problem, and the eigenfunction
φ is forced to be zero at this points.

The eigenvalue problem of size n−4 can be then solved by any of the available
numerical methods.

Solution of eigenvalue problem gives a set of eigenvalues, c j , and eigenvectors,
φ j , which are the shapes of the waves propagating with velocities c j . The most
interesting for us is the most unstable mode, which corresponds to the eigenvalue
with largest imaginary part. Thus the eigenvalues are sorted in descending order
by their imaginary part. Eigenvectors are the mode shapes corresponding to that
eigenvalues.

Spatial stability

In spatial stability problem, we look for complex wave number α as a function of
real wave speed c or angular frequency ω. For the later, Orr-Sommerfeld equation
can be rewritten using the fact that ω=αc:[(

d2

dy2 −α2
)2

− iRe(αU −ω)

(
d2

dy2 −α2
)
φ+ iReαU ′′

]
φ= 0 (C.13)

Discretizing this equation using the same finite differences approach as in
case of temporal stability, we get:(

α4I+α3C3 +α2C2 +αC1 +C0
)
φ= 0 (C.14)
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where
C3 = iRe diag(U )

C2 =−(iReωI+2L)

C1 = iRe(diag(LU )−diag(U )L)

C0 = L2 + iReωL

(C.15)

This is a non-linear eigenvalue problem, which can be solved using companion
matrix method as described in [7]. Following this method, the above eigenvalue
problem can be rewritten in the form


−C3 −C2 −C1 −C0

I 0 0 0
0 I 0 0
0 0 I 0

−αI



α3φ

α2φ

αφ

φ

= 0 (C.16)

In this formulation, we have linear eigenvalue problem of size 4 · (n −4). This
problem can be solved using conventional methods for eigenvalue problems.
Mode of interest, the most unstable one, corresponds to the eigenvalue which has
the lowest imaginary part. But it should be noted here that the spectrum contains
several branches of continuous spectrum and unphysical eigenvalues, which
should be excluded. First, all eigenvalues with negative real part are excluded as
unphysical (propagating upstream). Then, an empiric rule is used to keep only
eigenvalues satisfying a condition

|αi | <αr (C.17)

It should be noted that this rule might not be suitable for all the cases, and thus
should be verified for the particular problem. A set of validation cases used in this
work is presented in Table C.1.

Validation

List of validation cases is presented in table C.1. The cases, for which ω and α

are specified, are spatial stability cases, and for which α and c are specified, are
temporal stability cases.
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Table C.1: Validation cases

No. Re ω α c Reference

Poiseuille flow U (y) = 1− y2, y ∈ [−1,1]

1 6000 0.26 1.00047−0.00086i [7], Table IV
2 5772 0.26943 1.020556+9.74 ·10−7i [7], Table III
3 100 1.0 0.478494−0.162944i [35], Table 2
4 10000 1.0 0.23763+0.00364i [35], Table 2

Couette flow U (y) = y, y ∈ [−1,1]

5 20 0.5 −0.96066i [35], Table 4

Jet flow U (y) = (cosh y)−2

6 12.58 1.0 0.3933 [35], Table 5

Blasius boundary layer

7 336 0.1297 0.30864+0.00799i [14], Table II
8 598 0.1201 0.30801−0.00184i [14], Table II
9 998 0.1122 0.30870−0.00564i [14], Table II
10 580 0.179 0.3641+0.0080i [41], Table 1
11 1000 0.179 0.3383+0.0048i [41], Table 1
12 2000 0.179 0.3089−0.0166i [41], Table 1
13 5000 0.179 0.3283−0.0294i [41], Table 1
14 10000 0.179 0.3250−0.0325i [41], Table 1
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Implementation details

The code is implemented using Python programming language and numpy and
scipy libraries. Matplotlib library is used for plotting. It has been developed
and tested using Python versions 2.6.8 and 2.7.3, numpy version 1.6.2, and scipy
version 0.10.0 and matplotlib version 1.1.0 More recent versions are expected to
work as well, but not tested yet.

The solution of Orr-Sommerfeld equation itself is implemented in source file
orrsommerfeld.py. All the automatic tests could be run with command

> python orrsommerfeld.py
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actuation frequency, 34
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pulse frequency, 34
reduced frequency, 13

impedance, 36
ionic wind, 32, 55

large-eddy simulation, 61
LES, 61

number
Mach number, 14
Strouhal number, 13

offset, 31

Particle Imaging Velocimetry, 65
plasma, 24
plasma channel, 23, 27
pulse generator, 33
pulse width, 32

RANS, 61
reaction constant, 27
reaction cross-section, 27

separation, 1
singular value decomposition, 112
stall, 1
STOL (short takeoff and landing), 10
streamer phase, 27
sub-grid scale model, 61
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synthetic jet, 12

transmission line, 35

vane, 9
vortex generator, 9

zero mass flow device, 12
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