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Abstract

This report describes the design and implementation of a fall detection algorithm for a fall detection
system using a pressure based floor sensor. The goal of the system is to detect falls and alarm the relevant
personnel when an elderly person has fallen.

The fall detection algorithm has a strong connection with the interface subsystem, which uses the
algorithm as a function. The interface subsystem supplies matrices containing the raw sensor values of
the pressure floor.

The algorithm has been divided into multiple sub-algorithms. First, pre-processing: data linearization
was applied on the raw sensor values and the sensor matrix was processed such that an image formed
that looked like the real world scenario. Second, image processing techniques were applied to detect
contours. Contours were being tracked through time, and being grouped. The characteristics of the
contours and groups were used to classify falls. Tests have been done to validate the behaviour of the
algorithm, from which an average false negative ratio of 30% was achieved in a time window of 30
seconds.

The created prototype proves that image processing is a viable tool for detecting falls with the use of
a pressure-based floor sensor.

Overall, this results in a strong alternative for fall detection that could be used to improve the time an
elderly person can live at home safely without the need to move to a nursing home.
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Introduction

Falls of adults above the age of 65 are the leading cause of head injuries and broken hips, with one out of
ten falls resulting in serious injuries [1]. This comes at a large medical care cost for society. Furthermore,
these falls often go unnoticed for longer than necessary, and sending help earlier can prevent a large
number of serious injuries [2]. Of course, preventing falling in the first place would be ideal. However,
a single solution is impossible since falling has many causes. However, the result in many cases is the
same: a person lies on the floor. Therefore, a more general solution that detects the effect, instead of the
movement of falling, is easier to implement and can also help with reducing medical costs.

1.1. Project objective

To implement an activity ! and fall detection system, an Electrical Engineering Bachelor End Project
was proposed. This project is executed by six students, who need to design, implement and test a fall
detection system. The project is split up in 3 subgroups of 2: The first subgroup has been responsible for
the hardware design [3], the second group has been responsible for the interfacing, alarming and activity
tracking [4], while the last group has been responsible for developing the fall detection algorithm [5].

1.2. Thesis OQutline

This report focuses on the fall detection algorithm. In the first chapter, the reader is supplied with
background information about the project, after which in chapter 2, the global system requirements
are discussed. Then in chapter 3, the decision is made to go for a floor based sensor system and the
subgroups are being discussed. Chapter 1, 2 and 3 are common for all subsystems. Then in chapter 4,
the requirements for the fall detection algorithm are being shown, whereafter in chapter 5, the global
outline of the algorithm is explained. In chapter 6, the main part of the report, all steps that have been
introduced in chapter 5 are being described in detail. Finally, in chapter 7, the fall detection algorithm is
being evaluated and a conclusion together with discussion and recommendations will follow.

1.3. Background information
In the Netherlands in 2017, 3849 deaths among the elderly (65+) were because of falling [6]. Worldwide,
falls are the second leading cause of accidental or unintentional injury deaths [7]. Therefore, fall
prevention has been researched by many organizations, such as the WHO (World Health Organization)
[8]. As stated before, not all fall incidents can be prevented. When an inevitably fall happens, it is
undesirable that someone remains on the ground for longer periods. For example, when a bone fracture
is caused by a fall, the person should not try to stand up by themselves. Moving around with broken
bones can increase pain and bleeding and can damage tissues around the injury. This can lead to
complications in the repair and healing of the injury later on [9]. Furthermore, elderly could be in shock.
In research by Fleming et al. [10], 54% (144/265) of falls reported described the participant as being
found on the floor and 82% (217/265) of falls occurred when the person was alone. It was found that of
the people who fell, 80% were unable to get up after at least one fall and 30% had lain on the floor for an
hour or more. It can be seen from table 1.1 that 83% of the participants were alone and unable to get up
after 5 minutes. This research shows that a fall detection system can be useful.

1 Activity is referred to as the indoor translocation of a person
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Table 1.1: Time on the floor after fall during one-year follow-up. Figures are percentages of falls

. Al | Envfeipam Alens Participant unable | Participant alone and

Time on floor (01 = 265) (n=217) to get up unable to get up
(n=176) (n=143)

<5 min. 43% 36% 26% 17%

5 min. - 1 hr. 36% 39% 44% 48%

1-2 hr. 5% 6% 8% 10%

>2 hr. 10% 12% 15% 18%

Unknown 6% 7% 7% 7%

The fear of falling can lead to people deciding to move to an elderly care home. This has a great
financial impact on the Dutch government as can be seen from figure 1.1 [11]. From this figure, it can
be concluded that it is roughly 3 times less expensive for the government to keep people living at home
(scale 4) instead of moving to an elderly home (scale 5).

1 2 3 4 5 6
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Figure 1.1: Care costs for the Dutch government in 2018

1.4. Definition of a fall

For a system that has to decide whether a person has fallen, it is very important to define properly what a
fall is. First, a distinction needs to be made between falling and a fall. Falling is the act of coming to the
ground, while a fall is the result of falling. Two papers define falling as:

“The rapid change from the upright or sitting position to the reclining or almost lengthened
position, but not a controlled movement, like lying down.” [12]

In 1987 Gibson additionally defined falling as:

“Unintentionally coming to the ground, or some lower level not as a consequence of sustaining
a violent blow, loss of consciousness, sudden onset of paralysis as in stroke or an epileptic
seizure.” [13]

However, this definition should be extended to include falls resulting from dizziness and syncope.
Thus, a fall is not necessarily the result of a sudden change of body position, but could also be due to a
slow collapse. Therefore, trying to detect a fall instead of falling is the more overarching solution.
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1.5. Current state of the art solutions

Currently, fall detection is mostly done using wearable methods and cameras [14]. However, research has
been done into other directions such as Floor mounted technology, Radar technology, more advanced
vision technology, and Seismic technology.

1.5.1. Wearables
Most available wearable solutions use an accelerometer to detect a fall, such as the Philips Lifeline series
[15]. Similar to the Philips solution, Yacchirema et al. [16] used an accelerometer and combined this
with machine learning. The software was trained using publicly available data of a triaxial accelerometer
in various scenarios [17]. Another way to detect falls using a wearable solution is to measure vertical
velocity, again using an accelerometer. This was successfully demonstrated by Lee et al. [18].
Advantages of these systems can be found in the ease of detection, no requirement to alter the home
and the ability for the person wearing them to call for help whenever they feel they require it. Commonly,
wearable technology is cheaper compared to other solutions as well. Disadvantages of these systems are
that they only work if the person actually wears them or is conscious, some users forget to wear them
or decide not to wear the device [19]. Wearable systems are also vulnerable to the stubbornness and
pride of the elderly. This might prevent a person who might require help from actually pressing the alert
button.

1.5.2. Cameras

Vision-based techniques are also very common when it comes to fall detection and have been seeing
major improvements in the last 5-6 years [14]. A recent technique with a camera is to translate the
images to curvature scale space (CSS), which means that an image is transformed into a silhouette. As a
silhouette itself can be very noisy and have many local deformations, curve interpolation can be used to
reduce a silhouette to a simple form [20]. This is a very valuable technique to detect different positions
of a body with low-resolution measurements which can also be used in combination with other sensing
techniques. Another more recent technique in vision technology uses infrared, there are even techniques
that use both infrared and wearable solutions [21]. Most infrared techniques use the Kinect module
since this is a readily available sensor, "The working principle of the Kinect depth sensor is to actively
project near infrared spectrum by an infrared projector. When the infrared rays radiate to rough objects,
the spectrum is distorted, and form some random reflection spots. Its infrared camera captures these
changes in the reflected infrared spectrum.” [22]. A large downside of this technique is the fact that it
needs a 'base’ image of a room ( without people in it).

1.5.3. Radar and WiFi

The Doppler effect can be used to detect movement, by using either Continuous Wave Radar [23][24] or
WiFi [25]. Machine learning can then be applied to let the system decide whether the movement detected
is a fall or not. The main advantage of these techniques is that they do not form any visual image, but
only measure movement speed, which is desirable from a privacy standpoint. The major downside of
using machine learning is that there is not a lot of data available to train with. One could simulate falling
and use that for training, but then the system is only trained for that particular person. Different body
shapes and personal habits make it complex to get a system to work universally.

1.5.4. Floor Mounted

Floor mounted sensors can be capacitive [26][27] or work on vibration [28][29]. Vibration sensors can
work well on hard falls but not so well on a slow collapse as these do not cause as much vibration.
Differentiating between collapses and daily activities can become very complex. Capacitive sensors can
detect stationary objects and therefore also people lying on the floor. This is a huge advantage for the
capacitive sensor as they are sensitive to all kinds of falls, as long as the person lands on the floor. The
disadvantage of capacitive systems is the more complicated hardware required to collect the desired
data. This is due to the frequency requirements when building this type of sensor.
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Global system requirements

The project group was tasked with developing an activity and fall detection system, as described in
chapter 1. To realize this project, the system requirements will have to be observed first.

The functional requirements will describe the features that have to be implemented whereas the
non-functional requirements will describe the workings and constraints of the system under certain
conditions.

2.1.

R1.1

R1.2

R1.3

R1.4

R1.5

R1.6

R1.7

Functional requirements

Both slow and fast falls should be detected.

In section 1.4, a fall was defined as coming to the ground as the result of both a sudden change in
body position or a slow collapse. The systems must be able to detect both.

The system must have alarmed a relevant person within 1 minute after a detected fall
The system should alarm about a fall detection so that the person contacted or notified is always
aware of this.

System must be operational for 99% of the time
A fall can happen at any given time, so the system should have minimal downtime.

Furniture or static objects should not influence the detection process

Every home has furniture and furniture shading is a major obstacle for most sensor types. The
system needs to be able to detect a person falling despite there being furniture present in the same
room.

The system should be scalable
It should be possible to deploy the system in any room and expand the system to multiple rooms
or homes within a building.

The prototype should have a demonstration mode, showing:

(a) Thelocation of a person in the room.
(b) Ifaperson has fallen.

This demonstration mode should operate as a showcase where people can walk across the room
and see their live location on the screen alongside an indicator to show whether they have fallen.

The system should only report falls when one person is present in the room.
When multiple people are present, there is no need for a detection system, as the other person can
help.
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2.2. Non-functional requirements

R2.1 A fall must be detected with false negative rate lower than 10%
False negatives should be avoided as much as possible, leaving an elderly person on the floor
without alarming would mean the entire system has failed.

R2.2 A fall must be detected with a false positive rate lower than 20%
While false positives are less important to avoid than false negatives, calling many false alarms is
undesirable and may cause people to act less serious on alarms.

R2.3 The system must not use camera systems for detection.
Due to privacy reasons, the project does not allow using a camera. This includes the use of any
form of visual sensor which can be used to reconstruct a recognizable image, e.g. some types of
infrared camera’s.

R2.4 The system must not use audio recording systems for detection
Due to privacy reasons and the responsibility these recordings would add [30, Recital 51], the
decision was made not to use audio systems to detect a fall. This includes any form of sensor that
leads to understandable audio recordings.

R2.5 The system must not use devices placed directly on client for detection
Relying on elderly people to always wear a device harms the reliability of the system since forgetting
to wear the device might result in a false negative.

R2.6 Complete system should not be noticeable
The system is aimed to be present in the homes of mostly elderly people. Since their feeling of
independence should be preserved, the system is allowed to have at most one visible terminal or
device for user feedback.

R2.7 The activity and falling detection should not rely on the feedback of a user
The system should be able to detect a fall without the user letting the system know that he or she
has fallen, or in other words, the system should be able to detect a fall without the user being
conscious.

R2.8 The system should be operational in 30 seconds after powering on
Powering on the system is seen as plugging the system into the power outlet, where operational
means that falls and activities can be detected.

The following requirements apply to a room of 4 by 5 meters:

R2.9 A single person should be able to install the system within 4 hours
This includes only the installation of the fall detection system, finishing of the room is not included
in this time.

R2.10 The maximum material costs per room (4m x 5m) should be €1.000
Including all the material cost, excluding the labor cost.

R2.11 The maximum operational costs per year for a room (4m x 5m) should be €250
This includes power and maintenance costs.

R2.12 The maximum end-of-life costs for a room (4m x 5m) should €1.000
This includes the removal of the system and processing of the materials.

10
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Initial design decision

There are a lot of ways in which a person can fall. This makes it difficult, maybe even impossible, to
detect all falls with a single type of sensor. Combining sensors can be a way to get better falling detection.
Of course, every type of sensor works differently, thus implementing this can be a very time-consuming
task. Another, more preferable option, is to decide on one type of sensor that can detect a large number
of falls and optimize this. Covering 90% of all falls using a single type of sensor can end up being much
cheaper and less time consuming for the development team. Therefore, a single solution will be selected
that fits the requirements set in chapter 2 and this will be based on one of the solutions presented in
section 1.5

3.1. Requirements compared to different implementations
In section 1.5 implementations using four different categories of sensors were described:

1. Camera
2. Wearable
3. Radar and WiFi
4. Floor mounted

A solution using a camera or wearable is not possible since they do not meet requirements R2.3 and R2.5.
This leaves radar/WiFi and floor mounted as possible options. Requirement R1.1 states that slow falls
(collapses) should also be detected. Radar and WiFi-based systems detect movement speed, meaning it
is possible to detect hard falls, but slow falls will be near impossible to detect due to the low movement
speed. This leaves a floor mounted sensor as the remaining option. Of this implementation, two kinds
exist: Pressure based and vibration based. Again, a vibration based sensor would have a hard time
detecting a slow collapse, because this would cause little vibration. Additionally, it could be possible to
record audio using vibration sensors, depending on the sensitivity and the sampling frequency. As higher
sampling rates and sensitivity are likely desirable for detecting a fall reliably, a vibration sensor could be
privacy intruding.

The last option is a pressure based floor sensor. This type of sensor is able to detect a fall as described
in section 1.4, and is thus able to detect a fall independent of how someone has come to the ground
(i.e. fast or slow). Furthermore, furniture should not cause a problem, as these are static and should,
therefore, be able to be filtered out, thus meeting requirement R1.4. Additionally, a floor mounted sensor
can also be placed under carpet or vinyl, thus meeting requirement R2.6, concerning the notability.
Finally, this solution is independent of feedback of the user, thus meeting requirement R2.7.

Summing up the advantages and disadvantages, it is chosen to use a pressure based floor type sensor
system. The specific choice is elaborated in the hardware subsystem report [3].

3.2. Project outline

In section 1.1 the general setup of the project was described, dividing the system into three subsystems.
A general overview of the system layers can be seen in figure 3.1. With the initial design decision now
made in section 3.1, each subsystem’s functionalities can be described in further detail. The subsystems
are: Sensor design and hardware abstraction layer, Interface, and Fall Detection Algorithm. Figure
3.2 shows how the three subsystems are connected and what the data flow is.

11



3.2. Project outline 3. Initial design decision

Sensor design and hardware abstraction layer

The sensor design and hardware abstraction layer subsystem is responsible for reading out the sensor
data of the pressure-sensitive floor. The subsystem will not only contain the necessary hardware but the
Hardware Abstraction Layer (HAL) as well. The subsystem’s responsibility ends at digitizing these signals.

Interface

The interface subsystem is responsible for the communication between the two other subsystems. This
subsystem will pass along requirements about the communication methods used between subsystems.
Additionally, this subsystem will also interface with the outside world and signal for help when a fall has
been detected.

Fall Detection Algorithm
The final subsystem is responsible for the algorithm that is able to detect a fall based on the output of the

pressure sensitive floor. The output of the algorithm is linked back to the interface subsystem.

User Communication

Post-processing

Algorithm

Pre-processing

HAL
ﬁdwﬁ

Figure 3.1: System layers

Hardware Interface Fall Detection Algorithm

User Interface

: ' " FIaII cerltainty
- Blyte Arr?mlnteger " e

Processed
Matrix

Fall Detection

Tracked shape

Sensor Grid Pre Processing Shape Detection

Integer Array.

Voltage Fall location

Fall certainty
Fall location

Post Processing

Shape

Signal to

Alarming send alarm

Figure 3.2: Advanced system overview with data flow
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Fall detection Algorithm

From here on, this report will only focus on the fall detection algorithm part of the fall detection system.
The goal of this subsystem can be described in just a few words: design an algorithm that will take data
from the sensor array and return whether or not someone has fallen. However, this algorithm is actually
quite complex and will need multiple sub-algorithms to come to a correct conclusion.

In this chapter, the subsystem requirements will be derived. These requirements are based on the
initial design decision and the global system requirements as described in chapter 2.

4.1. Requirements

Of all the requirements derived in the previous chapter, only five remain relevant for this subsystem. Two
functional requirements:

R1.1 Both slow and hard falls should be detected
R1.4 Furniture should not influence the decision making

R1.7 The system should only report falls when one person is present in the room.

And three non-functional:
R2.1 A fall must be detected with false negative rate lower than 10%
R2.2 A fall must be detected with a false positive rate lower than 20%
R2.7 The system should not rely on feedback of the user

Other requirements such as R2.3 (No usage of cameras) are already covered by the decision to use a
floor-mounted sensor. Requirements such as R1.2 (Signal for alarm within one minute) are among the
responsibilities of the interface subsystem.

13
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4.2, Additional subsystem requirements

The fall detection subsystem must be able to connect with the interface subsystem. This leads to
additional subsystem requirements. All requirements listed below are still top level for the algorithm.
Additional detailed technical requirements will be discussed in the explanation of the sub-algorithms.
The false negative and positive rate of requirements R2.1 and R2.2 are those of the total system. The
algorithm must decide if a person has fallen on each input matrix. The interface subsystem will time
average this over 30 seconds and set a threshold of 70% of all falls reported before truly calling for help.
[4] This explains the subsystem requirements SR.6, SR.7

SR.1 The algorithm should be callable as a function.
The algorithm will be used by the interface subsystem and must, therefore, be a function.

SR.2 The algorithm input must consist of a matrix containing the sensor values representing the
actual physical grid dimensions.
This is one measurement of the complete floor.

SR.3 The algorithm must return the following values on each input matrix:

(a) The certainty that a person has fallen.
This should be scaled from 0 to 1.

(b) The location of the person
The location will be used by the interface subsystem for a habit tracker. This should be
returned as a coordinate (x,y), where this coordinate represents a location on the floor. There
should be one location, independent of how a person is behaving. (standing, walking, laying,
jumping)

SR.4 It must be possible to detect a walking movement on the floor
Footsteps give information about the location of a person within the room and the persons’
behaviour.

SR.5 The update frequency should have a minimum of 14Hz
The algorithm must be able to process each input matrix at least as fast as they are given so that
the algorithm is not the limiting factor for processing time. Since the data is delivered at 14 Hz, the
minimum update frequency must be 14 Hz.

SR.6 When a person falls, the false negative ratio must at least be 30%
This false negative ratio must be measured during a time window of 30 seconds.

SR.7 When no person has fallen, the false positive ratio must be below 70%
This false positive ratio must be measured during a time window of 30 seconds.
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Overview

This chapter covers the overview of the algorithm. A general approach for designing the algorithm will
be chosen, after which the steps that make the algorithm will be described on a surface level. Finally, a
Programming language will be chosen.

5.1. Approach

Before the algorithm can be designed, a general approach must be chosen. The input has already been
determined: sensor values in the input matrix corresponding to the physical location of the sensors.
This is similar to an image, where pixels correspond to where light originally hit the sensor. Additionally,
the pressure applied to the sensors corresponds to a higher sensor value, in the same way as more light
corresponds to a brighter pixel. Figure 5.1 shows the data from the sensor mat as received from the
interface subsystem as a grayscale image. Because of this similarity with a low-resolution image, it makes
sense to design an algorithm that uses image processing.

An additional option is to use machine learning. This is often used together with camera’s to detect
human forms. This is because machine learning has improved drastically over the last decade, which has
made it easier to experiment with. By recognising human forms, it is possible to detect whether a person
is standing upright, kneeling or laying down. Often, supervised machine learning methods like neural
networks are used to classify between different ways of falling [12]. The difficulty of machine learning is
getting enough real fall data to train the system. This would mean that the test persons would need to
fall often, which is undesired and unsafe. Simulating a fall by letting younger people fall in different ways
does give more data, but this data is not representative of the falling behaviour of elderly [2].

Figure 5.1: Data as received from the interface module. The data represents a person laying on the
sensor array with the head to the left.

5.2. Design of the algorithm

In order to draw conclusions on the data shown in figure 5.1, the algorithm must know which ‘bright
spots’ belong together. One solution is to measure contours around these ‘bright spots’. However, before
these contours can be detected, a couple of pre-processing steps need to be made. These steps will be
explained on a surface level in the next sections. See chapter 6 for the detailed description. Figure 5.2
can be used as a guide to get a clearer overview of the algorithm.
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5.3. Choosing a platform 5. Overview

5.2.1. Pre-processing

The relation between the applied pressure and the brightness of a pixel is highly non-linear. This causes
the sensor array to be more sensitive to low pressure. This relation is not ideal for later processing.
Therefore the data is made linear. Next, the background needs to be removed. The background mainly
consists of furniture applying pressure to the floor. According to requirement R1.4, the influence of
furniture should be removed. Finally, the ‘bright spots’ in the image need to be re-sized. Right now,
they represent the actual area of a sensor, which means that these pixels are not connected. These
true-data-pixels will be re-sized such that they are connected.

5.2.2. Contour detection and tracking

With the sensor data in a more usable format, the contours can be detected. Features such as the area
and the weight of the contours can be calculated. To help classifications, the contours will also be
tracked between frames. This allows the algorithm to see changes in the area of the contours. Next, the
tracked contours are grouped together to form a larger contour. The larger contour should contain all
the contours generated by a person laying on the floor. These larger contours are tracked as well.

5.2.3. Fall classification

Finally, a conclusion on a fall can be made using all the results of the previous steps. This includes the
total area of grouped contours, the total weight of grouped contours, the shape of these contours and
more. The conclusion is fed back to the interface group.

5.2.4. Person classification

Requirement SR.4 states that the location of the person must be returned to the interface module.
Furthermore, requirement R1.7 states that the system should not report a fall if more than one person is
present in a room. This means that the algorithm must know when more than one person is present. An
overview of the total algorithm can be seen in figure 5.2.

- Tracking

o= = = === - - Pre-processing .
, Input 1 Linearization Find contours

Matrix consisting of 1—> ’ —>| and match them
' - background .
. 16 bit sensor values 1 . to previously

-------- subtraction
found contours
6= = === == - Fall detection Combining
Output ' .
! ) Detect a fall based Combine tracked
Fall certainty, 1 <—

' on the total area of contours that

« - locatign of fall - v combined contours belong together

Figure 5.2: Flowchart of the algorithm.

5.3. Choosing a platform

The algorithm will need to be written in some programming language. This needs to be a fast language
as image processing is a CPU intensive task. However, it also needs to be easy to prototype as the
project needs to be completed in ten weeks, and have sufficient packages to work with image-processing.
A good candidate for a fast prototyping language is Python. This is a scripting language with clear
syntax. For a scripting language is it relatively fast due to close integration with time-tested and highly
optimised codes written in C and Fortran [31]. Python has an open source image processing toolbox
called OpenCV-Python. This toolbox is natively written in C++, which makes it faster than other image
processing options purely written in Python. OpenCV-Python is the OpenCV API! for Python. This allows
for writing all code in Python [32]. The final reason to use Python is consistency between subgroups, as
the interface subsystem also uses Python. [4]

1APIL: Application programming interface
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Detailed Description

6.1. Input description

Before diving into the details of the algorithm, the input will be described in more detail. The physical
sensor array consists of 16x32 or 512 pressure sensors. Each sensor is sampled using a single ten bit
ADC. The measured value is then cast to a 16-bit unsigned integer of which only the ten MSBs ' contain
information. All 512 sensors are sampled in roughly 70 ms or at 14 Hz. This would lead one to believe
that the input would consist of a 16x32, 16-bit array. However, this is not the case, as will be explained in
the next section.

6.1.1. Spacial uniform sampling

Initial testing showed that the sensor array was better at detecting shapes that were aligned with a
rectangular sensor grid. Therefore, it has been decided to use a grid in which the sensors are spread more
uniformly. An example can be seen in figure 6.1. In the straight-grid style (fig. 6.1a), the orange node
has four equally spaced neighbours (in yellow). In the angled-grid style (fig. 6.1b), the same node has
six, equally spaced neighbours (in yellow). This causes the shape, visible after placing an object on the
sensor array, to be less dependent on the orientation of the object.

(a) straight grid (b) angled grid

Figure 6.1: Grid styles

This angled grid style cannot be represented using a 16x32 array as the matrix needs be skewed. Thus,
the matrix is resized to a larger shape and the true-data-pixels are moved such that they represent the
angled grid as shown in figure 6.1b. The new points in between true-data-pixels are left at zero. This
leads to the image as can be seen in figure 5.1. The interface module takes care of skewing the matrix
as the orientation of multiple sensor arrays needs to be taken into account.[4] Thus, the input for the
algorithm consists of a skewed matrix. The size of this skewed matrix depends on the number of sensor
arrays that are used and is therefore variable.

1MSB: most significant bit
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6.1. Input description 6. Detailed Description

6.1.2. Name convention
With the decision to use image processing, it makes sense to use names more common for images. For
better readability, the name conventions as used throughout this document are summed up:

* Sensor array: the physical 16x32 sensor array.

* Sensor: a physical sensor as present on array.

* Sensor Value: the value of a sensor as captured by the ten-bit ADC.
e Frame: the skewed input matrix containing all sensor values.

¢ Pixel: a single entry in a frame

 Pixel value: also intensity or brightness, the digital value of a single pixel.

6.1.3. Pressure curve

The relation between pressure applied to a sensor and the brightness of a pixel is highly non-linear. This
relation can be seen in figure 6.2. As said before, the data is captured using a 10 bit ADC. Thus, the
maximum value measurable would be 1023. This is however not the case, as the curve saturates at an
intensity of around 700. This is due to voltage drops in the measurement setup.[3] It is also clear that
the sensor is far more sensitive for low pressure, and that it only offers its best resolution in the range
from zero to about 30 N/cm?. During foot pressure measurements, Birtane et. al. found that feet, with
an average surface area of around 81.2cm?, applied a maximum pressure of around 40 N/cm? during
normal walking. [33]. Standing resulted in a lower pressure in the range of 4 N/cm2. Measurements
from another research by Pu et. al can be converted using the average foot surface area of 81.2cm? so
the results can be compared. Pu et. al found a maximum pressure of around 10 - 14 N/cm? for walking,
running and small jumps [34]. This implies that the range of linearization is most interesting in the range
of 0 to 40 N/cm?.

Pressure and brightness relation of a single pixel
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Figure 6.2: The relation between pressure on a single sensor and the brightness of a pixel.

18



6.2. Pre-processing 6. Detailed Description

6.2. Pre-processing
This section covers the steps that are necessary before contours can be detected.

6.2.1. Linearization

As stated in section 6.1.3, the pressure vs. brightness curve of the sensor is highly non-linear. To make
the behaviour match closer to reality, a linear reaction to pressure would be ideal. This can be achieved
by fitting the measured data from figure 6.2 and then converting it. Doing the same experiment as shown
in figure 6.2, on a smaller pressure range with higher accuracy leads to figure 6.3. It can be seen from
this figure, that the region of interest is from 0 to 27 N/cm?. The part that is interesting for the algorithm
lays between 0 to about 30 N/cm?. This means that brightness values above 730 are not relevant. As
the asymptote of the curve lays around 750, the range of 730 to 750 is difficult to measure correctly as
the curve is barely changing, making it difficult to safely make any conclusions above 27 N/cm?. The
linearization function should take care of two things:

1. Remapping of values from 10 bit (from the ADC) to 8 bit, as most OpenCV function work in 8 bit
data.?

2. convert the data such that the pressure-brightness curve is linear and passes through the point
(0,0), when no pressure is applied, and the point (27,255), when the highest relevant pressure is
applied.

The curve from figure 6.2 can be fitted with an equation of the form:

a

C— m (6.1)

n=
where a, b and c are constants and a is the gain, b is the shift in the x-direction, and c is the horizontal

asymptote. Using a fit tool, it turns out that a = 235885.14, b = 16.45, ¢ = 879.09 which can be seen by the
blue curve in figure 6.3.

Pressure vs brightness curve with linearization function
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Figure 6.3: Measured pressure-brightness curve with fit and linearized data

The non-linear curve needs to be converted to a linear equation with the form:

a
= gax (6.2)

216-bit and 32-bit images are also possible but are inconstantly supported by OpenCV
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6.2. Pre-processing 6. Detailed Description

where a and b determine the slope of the function. As the linear curve is supposed to go to the point (0,0)
and the point (27, 255), equation 6.1 and 6.2 combine to the linearization formula, mapping y; to y»:

—16.45 (6.3)

255 235885.14
Y2 = *

27 |/ 879.09-y,

Validation and discussion

After the linearization formula was implemented, it was tested on the sensor array. A force was applied
to the sensor array with a scale underneath it to measure weight. Having a surface of 0.5x0.5mm,
the weight could be converted to pressure in N/cm?. In figure 6.4 it can be seen that the acquired
data fits the ideal curve best for lower pressures. The segment from 15 to 25 N/cm? is less accurate,
possibly due to a measuring error, as the force was applied by a person. Furthermore, the linearization
function is more sensitive to small errors in this range. However, it is clear that linearized data passes
through the required points (0,0), and (27,255). Additionally, it is possible to assign a unit to brightness:
27/255~0.11N-cm™2-bin™L.

Measured pressure vs intensity curve after linearization
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Figure 6.4: Measured pressure-brightness linearized data

The conversion from ten to eight bit does lead to a loss of resolution. However, not all of the possible
resolution is used to begin with, as only zero to about 750 can be used. It is entirely possible to convert the
algorithm to use 16-bit frame representation and convert back and forth for OpenCV functions that do
not support 16-bit and above. An example of such a function is the findContours () function that will
be described in section 6.3.1. However, the eight-bit representation offers more than enough resolution
for contour detection.

6.2.2. Background subtraction

Requirement R1.4 states that furniture or other static objects should not influence decision making. This
means that, due to how the fall detection algorithm is structured, static objects should not be detectable
as contours and need to be filtered out. Two requirements have been set for designing a background
subtract function:

1. The function should take an argument that defines how long an object must be static before
becoming background. This is to avoid classifying a motionless person on the floor as background.
This value will be at least 30 minutes.

2. The function needs the option to reset during run time, which should immediately make everything
present at that time background.
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6.2. Pre-processing 6. Detailed Description

Three techniques have been considered and tested against these requirements: Built-in OpenCV
background subtraction algorithms, high-pass filtering pixel values in time, and thresholding.

input: delta =
new pixel new - previous

change
threshold?

reset counter
to zero
True return:
new pixel

Figure 6.5: Flowchart of the background subtract algorithm

counter
< time
threshold?

Built-in OpenCV functions

OpenCV comes with a couple of built-in background subtraction methods, focused on working with
video material of in- and outdoor situations with low light change. It uses pixel statistics and frame
differencing, making it very fast for video feed [35]. This makes it difficult to use for background
subtraction for the sensor array, as the data is inherently different. Also, a pixel’s behaviour is dependent
on its surrounding pixels, making the background "fade out" of the picture, which would still lead to
falsely detected contours.

Digital high-pass filtering

High-pass filtering has been tested as well. The value of a pixel in a series of frames can be put through
a digital high pass-filter. Both FIR? and IIR * filters have been tested. However, meeting the second
requirement would mean designing a filter with a very low cutoff frequency. This leads to the number of
filter coefficients for the FIR filter to be in excess of a thousand. Each coefficient would need its own frame
buffer, which all need to be present in the memory. Therefore, this option has been dropped. IIR filters
were more promising, only needing a couple of frame buffers. However, the IIR filter had three problems.
First, stability and resolution. The low cutoff frequency leads to very sensitive filter coefficients, with
far more resolution than the input. The input and output of the filters are pixels, which can only have
integer values from zero to 255. This causes the filters to not perform as designed and sometimes to be
unstable. Secondly, these filters work gradually, thus influencing relevant data before fully classifying it
as background. Finally, it is difficult to implement a reset that makes everything background, as all frame
buffers need to be set such that they result in an output of zero. For these reasons, IIR filters have also
been dropped.

Thresholding

Finally, an algorithm has been designed that counts how long a pixel does not change in value. If the
time threshold of requirement 1 has been reached, it sets the pixel value to zero. If a change is detected,
the pixel value is allowed to pass through again. A flow chart of this algorithm can be seen in figure
6.5. During initialisation, the previous pixel value and the counter are set to zero. If a reset is required,
the counter is set to a value greater than the time threshold, thus the algorithm will return zero. This
algorithm meets the two requirements for the background subtract function and has been tested to work
according to the input parameters.

3FIR: Finite impulse response
4IIR: Infinite impulse response
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Discussion

One of the advantages of the thresholding algorithm is the binary classification of background. This
means that data is allowed to pass through unaltered until the time threshold of requirement 1 is reached.
This is preferred over other implementations that slowly make objects background, until they are fully
removed. However, the algorithm can be improved. for example, if some region in a frame is classified as
background, it only takes one frame of change to lift this classification. It would be better if the algorithm
remembers that the region was classified as background before the change, and reclassifies it if no further
change is detected. Furthermore, with the linearized data, it should be possible to subtract constant
background from all future inputs. This would lead to more accurate measurements of dynamic inputs.

6.2.3. Pixel resize
At this point, the pixel values have only been altered by the linearization and background subtraction.
The frame still has the form as shown in figure 6.6a. As this form does not look very natural and it is not
yet ready for contour detection. Thus, data will be processed further.

The pixel resize step comes with the following requirements:

1. Raw pixel data should be scaled up, so that a closed contour can be drawn around shapes.

2. Scaling up should be done using a circular form so that a pixel value influences all of its adjacent
true data pixels.

3. All pixels in between true data pixels should be linearly interpolated between the values of these
true data pixels.

Resizing pixels will be done using OpenCV’s dilate function. This function enlarges any pixel that
has a nonzero value. It is possible to design custom kernel functions that it will use to enlarge the pixel.
As a circular form is desired (as explained with figure 6.1b), a circular kernel function has been made.
The dilation step can be seen in figure 6.6b, where for convenience the true data pixels that are nonzero
are highlighted in red. Here, it can be seen that the dilation size is chosen to be equal to the distance
between true data pixels.

oo

(@) The raw image (b) Dilated pixels

Figure 6.6: The different stages in pixel resizing

Discussion

The solution to dilate only covers two of the three requirements. Furthermore, bright pixels are laid on
top of less bright pixels, this likely means an over-estimation of the real pressure applied. Not linearizing
the pixels between two true data pixels, adds to this over-estimation of applied pressure. An efficient
way to implement this has not yet been found. It has been tried to use blur to approximate this, but this
influenced the linearization as discussed in section 6.2.1, and has therefore been dropped. Finally, it is
not yet clear if the third requirement is even the right approach. It quite likely that in reality, the pressure
curve between two points is not linear at all.
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6.3. Contours
As stated before, contours will be used for fall classification. Pre-processing has made the data ready for
contour detection. At this point in the algorithm, the data looks like figure 6.6b.

6.3.1. Contour detection

Contours need to be detected in each frame. In OpenCV, two steps are needed to detect contours in an
image.[35] First, a frame is converted to a binary image based on a threshold. This means that pixels
with a value below or equal the threshold are set to zero, and pixels with a value above the threshold are
set to 255, the maximum value a pixel can take. An example of such an operation can be seen in figure
6.7, where a base frame (fig. 6.7a) has been converted to a binary image (fig. 6.7b). Next, the OpenCV
function findContours () is used to find transitions between black and white pixels and connect these
to form closed contours. It returns arrays of (x, y) locations that define each contour. The result can be
seen in figure 6.7c, where each colour represents a different contour.

(a) The base image (b) Conversion to a binary image (c) The detected contours

Figure 6.7: The different stages in contour detection

6.3.2. Contour Tracking

Contours are detected on each frame. However, the algorithm does not yet know that contours between
frames are related. The contours need to be tracked to be able to tell something about contour parameters
over time. The algorithm that will take care of this has a few requirements:

1. The tracking algorithm must be able to track multiple contours.

2. The tracking algorithm must be able to track contours, even if they disappear for a couple of
frames.

A very simple algorithm has been written that tracks contours based on distance. To calculate the
distance between contours, contour centroids will be used. Calculating a centroid requires two steps.
First, the contour moments are needed, which are defined by [35, p. 429]:

N
Mpq=Y I(x;,y)xly? (6.4)
i=1
In this equation, the moment m,, 4 is defined as the sum over all pixel values in a frame that are part
of a contour, where the contour consists of N points. A pixel value at location (x, y) is multiplied by a

factor xP, y9. If a moment is calculated on a binary image such displayed in figure 6.7b, then, equation
6.4 simplifies to eq. 6.5.

N
Mpg= 3 409! 69
i=1
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If the moment myg is calculated, just the length of the contour comes out. However, with the
combination of My and Mjy;, the contour centroid can be calculated by using equation 6.6, which really
just the takes the average x and y location of a contour. [35, p. 430]

Mo M,
c= ( 10 Mo ) (6.6)
Moo~ Moo

In this equation, C is the contour centroid consisting of a (x, y) coordinate. The centroids of contours
detected in a new frame are compared to the centroids of previously found contours by constructing a
distance matrix which is defined by equation 6.7. In this equation, Cye,; is the i*" centroid of the newly
found contours, and Cipown, j is the j th centroid of the already tracked contours.

D;,;= ||Cnew,i - Cknown,j” (6.7)

The tracking algorithm takes this distance matrix and looks for the smallest value. If, say, D;»
contains the smallest value, then the first newly found contour is matched to the second already tracked
contour. The entry at D; » is replaced with a floating point infinite value. With this new distance matrix,
the algorithm looks for the next smallest value. Setting the entry to infinite makes sure that the next
smallest entry can be found. This process continues until all new contours are matched to an already
tracked contour.

In the case that the number of new contours exceeds the number of already tracked contours, the
unmatched new contours will be registered as tracked contours. In the other case, when the number
of tracked contours exceeds the number of new contours, a counter, unique to all tracked contours, is
updated. If this counter reaches a certain maximum value, the tracked contour is unregistered.

An overview of the total tracking algorithm can be seen in figure 6.8. In this figure, min_index (D)
represents a function that returns the i, j index that contains the smallest entry in the distance matrix.
Nioop is a variable that represents the n'" time the loop has been run, N,, is the number of new contours,
N is the number of tracked (known) contours. Finally, threshold is a variable that determines how
long a tracked contour can remain disappeared before it is deleted.

The algorithm as implemented in python contains some additional steps that are not shown in the
algorithm flow chart. For instance, when a tracked contour is matched, its ‘disappeared counter’ is reset
to zero. Furthermore, the algorithm makes sure that it does not match contours that are too far apart.
This is implemented by breaking the loop when the result of min_index (D) is larger than a certain
distance threshold.

Tracking discussion

The algorithm works as expected, and correctly tracks multiple contours. However, when two contours
move past each other, they temporally become a single contour. When these contours split again, it is
a complete chance if they are matched as before the meet-up. This could be improved by taking the
movement of the contours in to account as well.

6.3.3. Contour grouping

When a person falls, multiple contours are detected. The algorithm needs to know that these contours
belong together. This is done by grouping contours based on distance. Consider three contours: A, B
and C, a maximum distance threshold d_max and a function dist () that calculates the distance between
contours. A, Band Cshould be grouped according to the following rules:

1. ifdist (A, B) < d_max, then A belongs to the same group as B, else not.
2. if the following conditions hold, then C belongs to the same group as A and B:

(a) dist(A, B) < d_max
(b) dist(B, C) < d_max
(c) dist(A, C) > d_max
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Figure 6.8: Flowchart of the tracking algorithm

The grouping algorithm first constructs a sub-group for each contour according to rule 1. Then, it
checks if these sub-groups overlap. If they do, the two sub-groups are added to each other. This continues
until no overlap is found. The result is one or more groups that follow both rule 1 and rule 2.

The contours in a group are added to each other and converted to a convex shape. This means that
the internal angle between any three sequential points in the contour is less than 180 degrees. The result
of this algorithm can be seen in figure 6.9, where the contours in fig. 6.9a are grouped and converted to a
convex shape, as can be seen in fig. 6.9b. The contours are also tracked using the same tracker as for

contours.
(a) The detected contours (b) Convex group
Figure 6.9: Contour grouping
Grouping discussion

The grouping algorithm has the similar issues to the tracking algorithm, as both are only based on
distance. It could be improved by also taking features such as movement of individual contours in to
account.
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6.4. Fall classification

To classify a fall, it is important that requirement R1.1 is satisfied. Different types of falls have different
consequences for the algorithm. Therefore multiple contour and group features will be used to test if a
person has fallen. These features include:

1. Group area: The area of the group in squire centimetres. See appendix A
2. Group length: The longest side of a bounding box around a group in centimetres. See appendix B

3. Contour length: The longest side of a bounding box around a contour in centimetres. See appendix
B

4. Number of contours: The number of contours that make up a group. See appendix C

5. Group Aspect ratio: The ratio of the width and height of a bounding box around a contour. See
appendix D

6. Group weight: The sum of pixel values within a group. This value is then multiplied by the constant
found in section 6.1.3 to get back to N/cm?. The result is divided by the gravitational constant to
convert to to kg. See appendix E

7. Group average pressure: The sum of pixel values within a group, divided by the area. The result is
then multiplied by the constant found in section 6.1.3 to get back to N/cm?. See appendix F

8. Group maximum pressure: The maximum pixel value in a group, multiplied by the constant
found in section 6.1.3 to get back to N/cm?. See appendix G

These features will be calculated based on the largest group by area. If they rise above or below a
certain threshold, certainty of a fall classification must go up. To determine the correct thresholds for
these values, a couple of tests have been designed:

1. Walk test: a person walking around on the sensor array.
2. Chair test: a person sitting down on a chair and then standing up again.

3. Fall test: a person falling down on the sensor array and then taking several positions.

The features as described earlier can be recorded during these tests. The results of these measurements
can all be seen in the appendix. The following sections will cover each feature for all test, and determine a
suitable threshold. This is an optimisation problem, as in most cases, increasing a threshold has opposite
effects on false positive and false negative ratios.

6.4.1. Area

Most falls, independent of their nature, have in common that the person ends up laying on the ground.
Therefore, the most important aspect of the fall detection algorithm is detecting a person laying on the
ground. This automatically implies that the size and form of the area occupied become important factors
for classification. From figures A.1, A.2 and A.3, it can be concluded that the area of a contour group
during fall increases beyond 6000cm? with respect to a maximum of around 2000cm? when walking
and around 3000cm? when sitting on a chair. This is a relative increase of 100%, making it a suitable
parameter for classification.

6.4.2. Length

Similar to area, length is is a feature that is likely to increase when a person falls. The length of a group
and contour can be seen in figures B.1 until B.6. These figures show that group length is indeed a suitable
parameter for fall detection, as a difference of up to 40cm can be seen in the case of a fall. Furthermore,
an increase of contour length of a fall is found to be around 10 to 20cm with respect to walking and
sitting. This makes contour length also a suitable factor for classification.
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6.4. Fall classification 6. Detailed Description

6.4.3. Number of contours in group

The number of contours that build up a group are plotted versus time in figures C.1, C.2 and C.3. It can
be concluded that during a fall the amount of contours increases. This is caused by the different parts
of the body touching the floor. Although the increase is relatively much, the absolute increase is less
significant. Nevertheless, the increase in contour count is a feature that is present for longer times, so it
can be concluded that it is a suitable parameter for classifying falls.

6.4.4. Aspect ratio

The aspect ratio of a group is defined as the length of a contour group divided by its width. The
measurements for the aspect ratio are shown in figures D.1, D.2 and D.3. It was expected that a clear
value would be found for a person laying on the floor, but it is very difficult to find any characteristic
values for walking, sitting on a chair or falling. Therefore, it is decided that the aspect ratio of a group of
contours is not a suitable parameter for classification.

6.4.5. Weight

The results of the walk, chair and fall tests for weight are visible in figures E.1, E.2 and E.3. Weight
should be relatively constant between tests, as the true weight of the person does not change. It should
also be below about 90 kg. Both are however untrue for the measured weight. This is likely due to the
over-estimation of total pressure applied in the dilation step in section 6.2.3. This is made believable by
the fact that the weight of a person is larger during a fall, when the pressure is divided over a larger area.
Although the weight is over-estimated, it can still be used as an indicator for a fall.

6.4.6. Average pressure

The results of the walk, chair and fall tests for average pressure are visible in figures E1, E2 and E3. During
the walk test, pressure varies between a value of one and eight, although the average seems to be around
four. During the chair test, the average is similar, but the range about three to eight. The fall test is clearer.
Alarge peak is visible at the start if the fall, which is likely related to the test person hitting the floor. This
peak is followed by an average pressure that is lower than the measurements of walking and the chair. It
should be possible to check if a peak is followed by a period of low pressure.

6.4.7. Maximum pressure

For hard falls, the most important aspect of the fall is that the person has a high impact on the floor. These
impacts should be visible as short peaks in the pressure graphs. As the developed system is sampling
the mat with 14 Hz, impacts are almost not measurable, as the sampling time is too short. Research
by the University of West Bohemia shows that high acceleration forces (13g) are measured from a fall
with 30km/h [36]. This all happens within the time window of 100ms which is outside the measuring
range of the system. Nevertheless, it is possible to measure changes in pressure applied to the mat. Any
movement on the mat that is a bit slower than the short impact of a fall can therefore be distinguished,
like for example, falling on the knees. From figure G.1, E2 and G.3, it can be seen that the maximum
pressure for all three situations is quite similar, as expected, because of the difficulty in measuring.
Additionally, for a fall it can be seen that there are short, rapid increases in maximum pressure. Therefore,
perhaps a derivative function can be used. To conclude, a maximum pressure could be used as a measure
for detecting high impact falls but this would need more advanced processing steps in order to make it
work.

6.4.8. Resulting thresholds
Everything discussed above leads to the following selection parameters for the fall classification:

1. When the area of a contour group is greater than 3000cm?, the certainty should be increased.
2. When the length of a single contour is greater than 30cm, the certainty should be increased.
3. When the length of a contour group is greater than 100cm, the certainty should be increased.

4. when the number of contours in a group is than 3, the certainty should be increased
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6.4. Fall classification 6. Detailed Description

Percentage fall reporting for the walking test
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Figure 6.10: Relative times a certain condition increased the fall certainty during the walk test. In this
figure, max_contour_length is length of the longest contour, num is the number of contours in a group,
and kg_weight is weight of a group.

5. Aspect ratio will not be used.
6. When the weight of a contour group is greater than 200kg

7. When a peak larger than 8N/cm? is detected, the certainty must be increased as long as the
pressure remains between 1 and 4N/cm?. At the time of writing, this is not yet implemented.

8. Maximum pressure will not be used.

The algorithm that calculates the certainty of a fall is very simple: it checks the result of each threshold
condition on each frame and takes the average of all the results. If all conditions are triggered, ‘one’ is
returned, if none are triggered, ‘zero’ is returned. Since the number of conditions is five, the certainty
resolution is about 20 percent.

6.4.9. Validation

The three tests, the fall, the chair and the walk test have been used to validate the thresholds that were
set in the previous section. During each test, the number of times each threshold condition increases the
fall certainty, have been recorded. These numbers will be shown as a percentage of total frames.

Walk test

This test should show a low number of threshold condition triggers. This is confirmed by figure 6.10.
Here, the weight is the only parameter that raises above 4%. This parameter resulted in increasing the
fall certainty incorrectly on 19% of the input frames. In total, the average fall certainty during this test
was 5%.

Chair test

The chair test should be more difficult for the algorithm to handle, as the use of a chair results in more
detected contours. The results from this test can be seen in figure 6.11. The number of ‘threshold
condition triggers’ was significantly higher than during the walk test. All parameters raise above 12%
triggers, except for (group) length. One possibility to reduce the average certainty is to weight this
parameter more during the calculation of fall certainty. The average certainly during this test was 13%.
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6.5. Person classification 6. Detailed Description

Percentage fall reporting for the chair test
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Figure 6.11: Relative times a certain condition increased the fall certainty during the chair test. In this
figure, max_contour_length is length of the longest contour, num is the number of contours in a group,
and kg_weight is weight of a group.

Fall test

The most important test is the fall test, the results of which can be seen in figure 6.12. As expected,
the number of ‘threshold condition triggers’ is far higher than during the other two tests. The smallest
difference between these tests is the area of the chair test and the area of the fall test. The difference
between these is still 46%. The average certainty during the fall test was 70%.

6.4.10. Discussion

The method of simple thresholding could definitely be improved. For example, a time aspect for pressure
could lead to better fall classification. Furthermore, the way the thresholds were derived was by looking
at the plots. Numerical analysis of the gathered data should result in better thresholds. The tests that
were used to generate the data were limited, and do not represent all types of falls or all types of daily use.
They are however sufficient to show that a fall can be detected on thresholds alone.

6.5. Person classification

Two steps are still remaining: person localisation and multiple person detection. Location is quite simple,
as fall is classified on the largest group. Therefore, the centroid of the largest group will be taken as
the location of the person. Detecting that multiple people are present is more difficult. The following
algorithm has been designed:

1. Checkif a group has moved a sufficient amount of distance. This is to make sure that a bag will not
trigger multiple person detection.

2. Check if a group has a weight above a certain threshold. This is to make sure that a pet will not
trigger multiple person detection.

3. If more than one group satisfies the first two checks, more than one person must be present.

This algorithm has not been implemented and can therefore not yet be tested.
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6.6. Update rate and parallelization 6. Detailed Description

Percentage fall reporting for the fall test
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Figure 6.12: Relative times a certain condition increased the fall certainty during the fall test. In this
figure, max_contour_length is length of the longest contour, num is the number of contours in a group,
and kg_weight is weight of a group.

Further, a premature version of footstep tracking has been designed, in order to detect whether a
person might have tripped. This works in the following way:

1. The first footstep is determined. This is the first contour that classifies as a footstep: The aspect
ratio is larger than 0.65 and the area is larger than 50cm? and smaller than 120cm?.

2. From the first footstep, any other contour in range of 100cm that also would classify as a footstep is
nominated to be the next footstep.

3. Ifthe angle of the next footstep is within 90 degrees of the previous footstep the footstep is classified
as the next footstep and the algorithm restarts.

6.6. Update rate and parallelization

Requirement SR.5 states that the update frequency of the system should be 14 Hz. During initial testing,
this goal was not reached. The solution came in the form of multiprocessing. The fall detection algorithm
runs in a different process than the interface module. The data exchange has been made such, that when
the algorithm is given a new frame to process, it immediately returns the result of the previous input
frame. This ensures that calls to the fall detection algorithm are non-blocking. With this improvement,
the update rate was 14 Hz.
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Conclusion and Discussion

7.1. System evaluation

In section 4, a total of 11 requirements were set. This section will state for every requirement if it is met.
Requirement R1.1 states that both slow and hard falls should be detected. The system cannot detect
impact of hard falls, but as long as a fall ends up with a person laying on the ground, the requirement is
met.

The background subtraction algorithm makes sure that furniture does not influence the fall detection
algorithm. Therefore, requirement R1.4 is met. Requirement R1.7 states that the system should not
report falls when more than one person is present in the room. Unfortunately, it was not possible to
distinguish multiple people, failing to fulfil this requirement. The false negative ratio of 30%, and the
false positive ratio of 70% , as dictated by requirements SR.6 and SR.7, have been reached. The fall report
ratio during the fall test was exactly 70%. Requirement R2.7 states that the system should not rely on
feedback of the user. This requirement is met by design.

The algorithm is called as a function from the interface subsystem, from where it receives a matrix
containing sensor values. It returns the certainty of a fall and the location of a person. With this,
requirements SR.1 - SR.3 are met. Requirement SR.4 states that a walking movement could be detected.
Although this feature was prematurely developed, the focus was not put on this detection mechanism,
making this requirement not fulfilled. Requirement SR.5 states that the update frequency should at least
be 14Hz and that the algorithm can not be limiting. As the update frequency is measured to be 14Hz
which means this requirement is met.

7.2. Conclusion

This report described the fall detection algorithm of a fall and activity detection floor system. The
algorithm works by first preparing the incoming data by linearizing it and then uses image processing
techniques to detect contours on the floor and group them. Then, different classification techniques
(area, length, pressure and number of contours) are being used to classify a fall. Additionally, a walking
detection algorithm, a data recorder and simulator have been designed, which can be used for debugging
purposes. From the system evaluation, it can be concluded that 9 out of 11 requirements are met. Most
importantly, the fall detection algorithm has a 70% success rate for the simple fall test that has been
executed.

7.3. Future work and recommendations
The following points are recommended as a good starting point for future work:
* First, including the time aspect in the fall detection algorithm, would be a good addition. Currently,

the detection algorithm works frame by frame, but features like an averaging window or a time
derivative on the classification features would greatly enhance the detection.

* As described, the system currently does not detect multiple persons. As the algorithm uses the
area for classification, this can induce false positives. When multiple persons can be detected, this
should also be displayed in the system UL

» Better and more specific tests are still needed for the algorithm. This is hard, as it is difficult to
simulate a realistic fall. Dummy humans can be used to simulate falls against or on objects.

* Automatic classification thresholds can make the system far more robust and applicable to multiple
floor types and users.
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Global System Evaluation

As can be read from the three subsystem reports, most, but not all requirements have been met. The
current system is able to detect falls when a single person is using the hardware, which means that it can
be used in many elderly homes already. All three reports mentioned improvements that could be made
to this system in the future, and with these improvements the current system would become usable in
almost all elderly homes. However, the goal set within the Bachelor Graduation Project was to detect the
fall of a single person, which is what the current system is able to do. Therefore it can be concluded that
a fall and activity detection system using a pressure sensitive floor can be considered a feasible solution
to detect falls amongst elderly.
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Area threshold measurements

During the tests described in section 6.4, the area in square centimetres of the largest group was measured.
The results can be seen here.

A.1. Area measurement of the largest group during walking
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Figure A.1: Area of the largest group in squared centimetres over time. Data was captured during normal
walking.
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A.2. Area measurement of the largest group while sitting on a chair A. Area threshold measurements

A.2. Area measurement of the largest group while sitting on a chair
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Figure A.2: Area of the largest group in squared centimetres over time. Data was captured during a
person sitting down and standing up from a chair.
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A.3. Area measurement of the largest group during a fall A. Area threshold measurements

A.3. Area measurement of the largest group during a fall
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Figure A.3: Area of the largest group in squared centimetres over time. Data was captured during a
person falling and taking various positions.
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Length threshold measurements

B.1. Group length measurements

During the tests described in section 6.4, length in centimetres of the largest group in area was measured.

The results can be seen here. The length was defined as the longest side of a bounding box around the
group.

B.1.1. Length measurement of the largest group during walking
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Figure B.1: Length of the largest group in centimetres over time. Data was captured during normal
walking.
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B.1. Group length measurements

B. Length threshold measurements

B.1.2. Length measurement of the largest group while sitting on a chair
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Figure B.2: Length of the largest group in centimetres over time. Data was captured during a person
sitting down and standing up from a chair.
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B.1. Group length measurements B. Length threshold measurements

B.1.3. Length measurement of the largest group during a fall
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Figure B.3: Length of the largest group in centimetres over time. Data was captured during a person
falling and taking various positions.
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B.2. Contour length measurements B. Length threshold measurements

B.2. Contour length measurements

During the tests described in section 6.4, length in centimetres of the largest contour in area was
measured. The results can be seen here. The length was defined as the longest side of a bounding box
around the contours. Only the longest contour is shown at any moment.

B.2.1. Length measurement of the longest contour during walking
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Figure B.4: Length of the longest contour in centimetres over time. Data was captured during normal
walking.
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B.2. Contour length measurements

B. Length threshold measurements

B.2.2. Length measurement of the longest contour while sitting on a chair
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Figure B.5: Length of the longest contour in centimetres over time. Data was captured during a person
sitting down and standing up from a chair.
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B.2. Contour length measurements

B. Length threshold measurements

B.2.3. Length measurement of the longest contour during a fall
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Figure B.6: Length of the longest contour in centimetres over time. Data was captured during a person
falling and taking various positions.
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Contour number measurements

During the tests described in section 6.4, the number of contours that make up the largest contour in
terms of area was measured. The results can be seen here.

C.1. Contour count of the largest group during walking
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Figure C.1: The number of contours in the largest group over time. Data was captured during normal
walking.
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C.2. Contour count of the largest group while sitting on a chair C. Contour number measurements

C.2. Contour count of the largest group while sitting on a chair
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Figure C.2: The number of contours in the largest group over time. Data was captured during a person
sitting down and standing up from a chair.
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C.3. Contour count of largest group during a fall C. Contour number measurements

C.3. Contour count of largest group during a fall
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Figure C.3: The number of contours in the largest group over time. Data was captured during a person
falling and taking various positions.
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Aspect ratio measurements

During the tests described in section 6.4, aspect ratio of the largest contour in area was measured. The
results can be seen here. Aspect ratio was defined as: shortest side divided by the longest side of a
bounding box around the largest contour.

D.1. Aspect ratio measurement of the largest group during walking
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Figure D.1: Aspect ratio of the largest group over time. Data was captured during normal walking.
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D.2. Aspect ratio measurement of the largest group while sitting on a chair ~ D. Aspect ratio measurements

D.2. Aspect ratio measurement of the largest group while sitting on a
chair
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Figure D.2: Aspect ratio of the largest group over time. Data was captured during a person sitting down
and standing up from a chair.



D.3. Aspect ratio measurement of the largest group during a fall D. Aspect ratio measurements

D.3. Aspect ratio measurement of the largest group during a fall
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Figure D.3: Aspect ratio of the largest group over time. Data was captured during a person falling and
taking various positions.
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Weight measurements

During the tests described in section 6.4, weight of the largest contour in area was measured. The results
can be seen here. Weight was defined as: sum over pixel values in the group scaled by a factor (g-27/255)

E.1. Weight measurement of the largest group during walking
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Figure E.1: Weight measurement of the largest group over time. Data was captured during normal
walking.
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E.2. Weight measurement of the largest group while sitting on a chair E. Weight measurements

E.2. Weight measurement of the largest group while sitting on a chair
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Figure E.2: Sum of intensity of the largest group over time. Data was captured during a person sitting
down and standing up from a chair.

49



E.3. Weight measurement of the largest group during a fall

E. Weight measurements

E.3. Weight measurement of the largest group during a fall

300}
[
200¢
=
()]
(7]
2
I ’l
(@)]
V4
i
100t
O_ —
0 100 200 300
Samples, with the most recent on the right

Figure E.3: Weight measurement of the largest group over time. Data was captured during a person
falling and taking various positions.
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Average pressure measurements

During the tests described in section 6.4, average pressure of the largest contour in terms of area was
measured. The results can be seen here. Average pressure was defined as the sum over pixel values in
the group scaled by a factor (27/(255- g)) to convert to kg. This value was then divided by the area of the
group.

E.1. Average pressure measurement of the largest group during walking
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Figure E1: Pressure of the largest group over time. Data was captured during normal walking. Data is
converted to units of N/cm?
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E2. Average pressure measurement of the largest group while sitting on a ch#iverage pressure measurements

E.2. Average pressure measurement of the largest group while sitting
on a chair
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Figure E2: Pressure of the largest group over time. The data represents a person sitting down and
standing up from a chair. Data is converted to units of N/cm?
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E3. Average pressure measurement of the largest group during a fall E Average pressure measurements

E.3. Average pressure measurement of the largest group during a fall

12f

10+

pressure

0 100 200 300
o Samples, with the most recent on the right

Figure E3: Pressure of the largest group over time. Data was captured during a person falling and taking
various positions.
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Maximum pressure measurements

During the tests described in section 6.4, maximum pressure of the largest contour in area was measured.
The results can be seen here. Maximum pressure was defined as: highest pixel value in the group scaled
by a factor (g-27/255).

G.1. Maximum pressure measurement of the largest group during walking

14
12

10+

max_pressure
=

0 100 200 300
Samples, with the most recent on the right

Figure G.1: Pressure of the largest group over time. Data was captured during normal walking. Data is
converted to units of N/cm?
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G.2. Maximum pressure measurement of the largest group while sittingbMagiminm pressure measurements

G.2. Maximum pressure measurement of the largest group while sitting
on a chair

12}

10

—_—

MmaXx_pressure
@]
L

0 100 200 300
Samples, with the most recent on the right

Figure G.2: Pressure of the largest group over time. The data represents a person sitting down and
standing up from a chair. Data is converted to units of N/cm?
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G.3. Maximum pressure measurement of the largest group during a fallG. Maximum pressure measurements

G.3. Maximum pressure measurement of the largest group during a
fall
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Figure G.3: Pressure of the largest group over time. Data was captured during a person falling and taking
various positions.
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