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Abstract—The sunflower array topology concept is introduced,
for the first time, to the constrained infinitesimal dipole modeling
(IDM) technique to increase the computational efficiency and
reduce the modeling errors. The concept is applied to embedded
element pattern predictions via matrix inversion. A novel study
on the impact of the type and orientation of the dipoles on
the IDM performance in pattern mean square error (MSE) and
stability against noise (linked to the matrix condition number)
is conducted. A 5 by 5 patch antenna array modeled with 81
dipoles is used for demonstration. It is shown that using magnetic
dipoles (oriented in the direction of a radiating edge of the patch)
in IDM yields the optimal performance. Besides, the sunflower
topology significantly lowers the MSE (by 5 dB, on average),
while reducing the condition number by a factor of 10.

Index Terms— antenna pattern prediction, fast antenna mod-
eling, Fermat spiral, infinitesimal dipoles.

I. INTRODUCTION

Infinitesimal dipole modeling (IDM) is a well-developed
technique in formulating the fields generated by an arbitrary
antenna [1]. It has been used in various applications including
electromagnetic emission and interference characterization in
printed circuit boards [2], [3], antenna diagnostics [4], self
and mutual admittance computation in arrays [5], source
identification and pattern prediction in near- and far-field [6].

In IDM, the actual antenna volume is replaced by an array
of (both electric, e− and magnetic, m−type) infinitesimal
dipoles (IDs), the locations, orientations and moments (com-
plex excitations) of which are to be determined [7]. In general,
metaheuristic optimization algorithms, such as Genetic Algo-
rthm [7], [8], Invasive Weed Optimization [5] and Differential
Evolution [2], are used to find out the parameter values
that minimize the difference between the fields of the actual
antenna and the fields predicted by the IDM. Such techniques
suffer from large computational time and complexity in the
case of characterization of large antennas [9], or when dynamic
modeling is needed for a large amount of training dataset [3].

Constrained IDM was introduced to improve the algorithm
efficiencies. In [10], it was shown that for planar antenna
geometries, dipoles distributed only on the main radiation
surface provide accurate fields. In [11], dipoles with fixed
positions (on a Cartesian grid) and orientations were used. In
[5], only e-type dipoles were considered in IDM, while in [2],
only m-type dipoles were employed. Using a single type (e
or m) of dipole and single orientation (x, y, or z) reduces the

degrees-of-freedom solely to the dipole moments. In that case,
the excitation of each dipole can be efficiently determined by
solving a set of linear equations [4], [10]. However, due to the
inversion of a Vandermonde-type matrix [12] with a high con-
dition number, the number and topology of the dipoles become
critical [13]. For performance stability of IDM against noise,
both the condition number and errors in the estimated fields
should be kept low. Towards the aim of creating irregularity
in the array topology and reducing the number of dipoles, an
iterative convex optimization algorithm was implemented in
[9]. However, this algorithm brings additional computational
complexity and results in a customized array topology for the
device under test.

In this paper, we propose, for the first time, to apply the
sunflower array topology concept (studied in [14], [15] for
grating lobe suppression) in constrained IDM to eliminate the
use of optimizers (in minimizing the pattern error and the
number of dipoles) for the best computational efficiency in
a reasonable accuracy. We also present a novel discussion,
driven by mathematical and physical insights, on the impact
of the selected (common) type and orientation of the dipoles
on the predicted patterns.

The rest of the paper is organized as follows. Section II
formulates the problem by introducing a modeling example
with an antenna under test and the application of IDM (with
conventional square-grid and the proposed sunflower array
topologies) in its co-polarized far-field pattern formulation.
Section III presents and discusses the numerical results. Sec-
tion IV concludes the paper.

II. PROBLEM FORMULATION AND PROPOSED SOLUTION

A. Antenna Under Test (AUT)

For this work, a planar array with equally spaced 5 by 5
pin-fed patch antennas is designed as illustrated in Fig. 1. The
center and corner elements, highlighted in yellow, are selected
to demonstrate the performance of the proposed approach at
the embedded pattern level. The application of the proposed
IDM on the total array pattern on broadside is also studied.
The design parameters of the array can be found in Table I.

B. Implementation of Constrained IDM

Although each e− and m−dipole in the ID array contributes
to achieving the desired radiated field, only y− and z−oriented
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Fig. 1. 5-by-5 planar array of patch antennas as AUT. Selected elements are
indicated as yellow.

TABLE I
VALUES OF ARRAY DESIGN PARAMETERS

Center frequency 2.85 GHz Substrate length (ls) 0.36 mm

Patch length (lp) 33.71 mm Substrate width (ws) 0.36 mm

Patch width (wp) 33.71 mm Substrate height (h) 1.6 mm

Spacing (d) 0.5λ Permittivity (ϵr) 2.2

IDs are essential in the constrained IDM [10] since the AUT is
placed on y−z plane as shown in Fig. 1. Table II summarizes
the far-field expression of the IDs depending on the dipole
type, orientation and polarization. In Table II, Iey , I

e
z , I

m
y and

Imz , are the dipole currents, θ and ϕ are the spherical angles,
η is the free space impedance. For the n-th ID, Cn(θ, ϕ) is
formulated as:

Cn(θ, ϕ) = jwl0
µ

4πr
e−jkrejk(sin θ sinϕyn+cos θzn) (1)

which is a common multiplication factor for different orien-
tation and polarization of the ID with a length of l0 at a far
distance of r from its location (yn, zn). The formulation in
(1) can be represented in a matrix form depending on the
sampling of θ and ϕ. In this work, this matrix is converted
into the vectorial form by concatenating its columns to fit into
the problem formulation.

Since the co-polarization component of the AUT is along the
ϕ direction, the z−oriented e−dipole has no contribution. In
this way, the total number of contributing components reduces
from four to three. This study focuses on each dipole type
and orientation to analyze the prediction performances from
a mathematical perspective. From a physical perspective, as
the radiation of each patch antenna element of the AUT can
be approximated by two magnetic dipoles along the z-axis (on

TABLE II
ELECTRIC FAR-FIELDS RADIATED BY IDS

Type Orien. Pol. Electric Fields

Electric
y

θ

ϕ

Ee
θ,y(θ, ϕ) = − cos θ sinϕIeyC(θ, ϕ)

Ee
ϕ,y(θ, ϕ) = − cosϕIeyC(θ.ϕ)

z
θ

ϕ

Ee
θ,z(θ, ϕ) = sin θIezC(θ, ϕ)

Ee
ϕ,z(θ, ϕ) = 0

Magnetic
y

θ

ϕ

Em
θ,y(θ, ϕ) = − 1

η
cosϕImy C(θ, ϕ)

Em
ϕ,y(θ, ϕ) =

1
η
cos θ sinϕImy C(θ, ϕ)

z
θ

ϕ

Em
θ,z(θ, ϕ) = 0

Em
ϕ,z(θ, ϕ) = − 1

η
sin θImz C(θ, ϕ)

the radiating edges of the patch), working with the z−oriented
m−dipoles becomes more meaningful.

In formulating the constrained IDM problem, the dipole
currents are the complex coefficients to be determined in order
to obtain the actual radiation pattern with low errors and high
stability against noise. Towards this aim, the problem can
fundamentally be described as:

Ax = q (2)

where q is the electric far-field of the considered element
or array (in the column vector form), x is a column vector
comprises the set of IDs coefficients, A is a matrix describes
the total electric field of an array of infinitesimal dipoles and
can be expressed as:

At
p = Ft

p(θ, ϕ) ·
[
⟨C1(θ, ϕ)⟩ . . . ⟨CN (θ, ϕ)⟩

]
(3)

where ⟨Cn(θ, ϕ)⟩ represents the vectorial form of (1) obtained
by concatenating its columns, Ft

p(θ, ϕ) is the multiplier of the
p−oriented (i.e., y− or z−) and t−type (i.e., m− or e−) ID
(see Table II), and N is total number IDs in the array. It is
important to note that the polarization of the electric field in (3)
is ϕ as it is the co-polarization component, and the polarization
subscripts used in Table II are omitted here for brevity.

C. Proposed Solution

The proposed methodology aims to estimate the dipole co-
efficients, x′, to achieve a reasonably accurate desired radiation
field, q′ that matches q. A straightforward solution, x′, can be
found by utilizing the least squares solution:

x′ = (AHA)−1AHq (4)

if AHA is invertable. Although the mentioned inverse matrix
exists, the resulting x′ has high sensitivity due to the high
condition number of A, which has a form of Vandermonde-
type matrix caused by the successive raise as a polynomial
power by the dipole position as can be seen in (1). The matrix
A is required to be relaxed by regularization to reduce the
condition number, and to achieve a noise-tolerant solution. To
achieve this, a two-step approach is proposed in this work:

1) A relatively small stochastic noise matrix ξξξ is introduced
to the matrix A as in [16], [17], where ξξξ → N (µ, σ2)
with the mean µ = 0 and the variance σ2 = 10.

2) IDs form a sunflower array topology.
It is also important to mention that only the field magnitudes

are formulated by IDM in this work; nevertheless, the work
can be extended into complex patterns by including the phase
information. This will bring an additional performance trade-
off as the stochastic noise used for matrix regularization has
an impact on the phases.

III. NUMERICAL RESULTS

Due to the mutual coupling (MC) effect, the embedded
element patterns (EEPs) are highly affected by the adjacent
elements depending on their positions. The center and a corner
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Fig. 2. Regular topology analysis for the center element of the AUT: (a)-
(c) condition number of the matrix A for the specified dipole types and
orientations, (d)-(f) MSE between the full-wave generated and predicted EEPs
of the AUT’s center element for the selected ID types and orientations.
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Fig. 3. Sunflower topology analysis for the center element of the AUT: (a)-(c)
condition number of the matrix A for the specified ID types and orientations,
(d)-(f) MSE between the full-wave generated and predicted EEPs of the AUT’s
center element for the selected ID types and orientations.

element are selected in this work to demonstrate the effective-
ness of the proposed methodology under pattern variations.
Furthermore, the array far-field pattern is reconstructed with
the predicted EEPs by the constrained IDM and compared with
the full-wave simulation. The sunflower ID array topology
performance is compared with the conventional regular square
topology for different ID types and orientations. This analysis
is carried by jointly considering the condition number of the
matrix A, κ(A), and the mean squared error (MSE) between
the simulated and IDM predicted far-field magnitudes:

MSEt
p = 10 lg

 1

N2
s

Ns∑
i,j=1

(
|ECST(θi, ϕj)| − |Et

p(θi, ϕj)|
)2

(5)
where Ns is the number of samples for θ and ϕ, ECST is the
full-wave simulated electric field of the chosen element or the
array in the far-field region that is generated by the commercial
full-wave simulator CST.
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Fig. 4. 81-element conventional regular and proposed sunflower topologies
for the constrained IDM.

A. Center Element

The generated EEP of the center element (EEPCST) is
taken as a benchmark pattern. The κ(At

p) and the MSEt
p

are analyzed to find an optimum topology for the constrained
IDM. First, the IDs are positioned on the conventional square-
grid topology and the number of dipoles are varied with the
uniform dipole element spacing (dID) for a given dipole type
and orientation as shown in Fig. 2.

As the element spacing increases, the correlation in the
matrix A decreases, and the condition number is reduced. This
is common to all cases as shown in Fig. 2. When dID becomes
larger, the IDs start to exceed the defined aperture size. As the
aperture is not sufficiently sampled, the MSE increases.

On the other hand, having a small element spacing between
the IDs decreases the error between the original and predicted
patterns, however, it increases the condition number. Likewise,
increase in the number of IDs causes higher condition number
and better MSE when the element spacing is kept low (i.e.,
dID < 0.5λ), which can be seen as a slight diagonal slope
in Fig. 2. Although having a high number of dipoles in the
constrained IDM can provide more precise predictions, the
precision is also limited by the dID and aperture size.

Moreover, different dipole orientations and types affect
the MSE (due to the differences in the angular dependence
given in Table II) and the condition number. In line with the
physical reasoning, z−oriented m−dipole-based constrained
IDM shows a better MSE result while having an acceptable
κ(Am

z ) for dID < 0.5λ as illustrated in Fig. 2c and 2f.
As for the sunflower array, the distance from the center to

the n-th element, is formed as [14]:

ρn = dID

√
n

π
(6)

with the angular displacement of the n-th element:

φn = 2πnβ (7)

where β is the parameter that controls the angular dis-
placement between two adjacent elements. As β is taken as
β =

√
5+1
2 , the sunflower topology is obtained. In Eq. (6), dID

refers to the mean distance between the adjacent elements.
Therefore, the analysis of element spacing in the framework
of this paper is the mean distance in the sunflower topology.

By introducing the sunflower topology into the constrained
IDM, the MSE is significantly improved for all cases as shown
in Fig. 3. Due to its unique topology with maximal degrees of
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TABLE III
RESULTS OF THE EEP PREDICTION WITH 81-ELEMENT IDM FOR AUT’S

CENTER ELEMENT

Dipole MSEreg MSEsun κ(A)reg κ(A)sun

y−orien. e−ID -2.4 dB -6 dB 2467.8 402.4

y−orien. m−ID -4.5 dB -5.5 dB 951.9 203.5

z−orien. m−ID -4.7 dB -11.5 dB 1121.2 133.29

freedom, the proposed technique captures more details of the
EEP and hence provides a wide range of low MSEs, allowing
more flexibility in selecting the condition number. Besides, it
decreases the condition number in a similar manner compared
to the square-grid topology, as illustrated in Fig. 3a, 3b and
3c. Similar to the regular topology, the z−oriented m−dipoles
have the lowest error particularly when the dipole spacing is
lower than 0.5λ.

To visualize the field prediction performance of the pro-
posed topology in the IDM, 81 IDs with a dipole spacing of
dID = 0.4λ were chosen as an example case study as the both
topologies are illustrated in Fig. 4. The simulation results are
listed in Table III. It is observed that the proposed topology
outperforms the conventional topology in the constrained
IDM, and the z−oriented m−dipole gives the best results as
expected. The error is kept below -11 dB while the condition
number is reduced from 1121.2 to 133.29, which provides
significant stability against noise and stability of the matrix A
during the inversion process.

Beyond the error and condition number quantification, Fig.
5 illustrates an excellent agreement between the full-wave
simulated and proposed methodology. It is also important
to mention that the edges of the EEPs generated by the
proposed constrained IDM show small unmatched regions
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Fig. 5. EEP comparison (in terms of |E|) for the center element of the AUT
where each topology comprises 81 IDs with dID = 0.4λ. The subscripts reg
and sun stand for the regular and sunflower topology constrained IDM.

TABLE IV
RESULTS OF THE EEP PREDICTION WITH 81-ELEMENT IDM FOR AUT’S

CORNER ELEMENT

Dipole MSEreg MSEsun κ(A)reg κ(A)sun

y−orien. e−ID -2 dB -5.6 dB 2479.1 402.3

y−orien. m−ID -3.3 dB -4.31 dB 946.4 203.4

z−orien. m−ID -4.3 dB -8 dB 1122.9 133.3

depending on the dipole type and orientation, which brings
different θ, ϕ dependence in the ID pattern. In fact, each
ID case has a better prediction ability on different edges;
the z−oriented m−dipoles provide good prediction for the
angles 60 < |ϕ| < 90, while the y−oriented e−dipoles
are better at 150 < θ and θ < 30. Although the effect of
mismatches in these regions is small on the MSE (due to low
field magnitudes), this is still a small drawback of the proposed
contraint with a single-type dipole simplification.

B. Corner Element

The EEP of a corner element is expected to be different than
the middle element due to the finite size of the ground plane
and the MC effects caused by the other adjacent elements. For
this purpose, a corner element, which is highlighted in Fig. 1
with yellow, was chosen as the second case study.

The same analysis for the condition number and MSE is
conducted as done in Sec. III-A. The simulations show very
similar results that are obtained for the middle element as
provided in Fig. 2 and 3.

The simulation results for the study case with 81 IDs are
illustrated in Fig. 6 and Table IV. Since the EEP of the corner
element shows more asymmetrical behavior than the mid-
dle element, the field prediction becomes more challenging.
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Fig. 6. EEP comparison (in terms of |E|) for the corner element of the AUT
where each topology comprises 81 IDs with dID = 0.4λ. The subscripts reg
and sun stand for the regular and sunflower topology constrained IDM.
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Fig. 7. Array far-field pattern (in terms of |E|) comparison for the constrained
IDM with the proposed sunflower topology.

Nonetheless, the proposed topology achieves relatively good
results, having an error of about -8 dB, while keeping the
condition number below 140.

C. Array With Broadside Radiation

Further study was conducted for the reconstruction of the
array pattern (AP) with the obtained EEPs by the proposed
methodology. For this purpose, each EEP was predicted by
using the sunflower topology with p−oriented t−dipoles in the
constrained IDM. The obtained array pattern, AP t

p , further is
compared with the full-wave simulated array pattern, APCST.

Fig. 7 illustrates the θ = 90o and ϕ = 0o pattern cuts. While
the prediction achieves good matching with the full-wave sim-
ulated pattern cuts, there are some disparities in the extreme
angles. Since the prediction is based on absolute patterns,
the phase information is missing during the reconstruction,
causing potential errors in extreme angles.

IV. CONCLUSION

The sunflower array topology concept has been introduced
in the constrained IDM problem to achieve computational
efficiency with satisfying antenna far-field prediction accuracy.
The impact of the type and orientation of dipoles on the MSE
and the corresponding condition number were analyzed for a
5 by 5 patch array as the AUT. The use of magnetic dipoles
oriented along the radiating edges of a patch is motivated. A
case study with 81 IDs showed that the proposed topology

decreases the MSE of the EEP prediction by 6.8 dB and 3.7
dB for the center and edge element, respectively. Moreover,
the condition number is reduced by a factor of 10. Lastly,
the broadside pattern of the AUT was reconstructed by the
predicted EEPs with the proposed methodology and compared
with the full-wave simulation result. A good agreement was
observed on the pattern cuts; however, the prediction perfor-
mance degraded at far side lobes. Future study will focus on
the complex pattern predictions to overcome this degradation.
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