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Abstract

Oceans cover a significant part of the Earth’s surface. The coupling between the upper ocean and the at-
mosphere is very complicated with defied theoretical understanding, while it is essential for climate studies,
weather prediction, and marine ecosystems. With the advent of spaceborne Synthetic Aperture Radar (SAR)
systems, surface signatures of ocean and atmospheric processes have been revealed. As winds blowing over
the ocean excite the wind waves, all undulations of the ocean surface are assumed as waves in this study. The
primary sources for ocean surface signatures in SAR images are waves that are created by the exertion of the
local wind stress. Wind waves cause changes in the backscattered power due to three mechanisms: specular
reflections, Bragg scattering, and a contribution from wave breaking. A statistical multi-static normalized
radar cross-section (NRCS) background model in terms of the directional wave spectrum is developed, con-
sidering both Bragg and non-Bragg mechanisms for various polarization states. As the qualitative compar-
ison between optical and SAR data reveals a significant correlation in sea surface signatures, a synthetic at-
tempt is made to estimate the SAR signals from optical signatures. This is realized with the transformation of
the wave spectrum in a nonuniform medium, as a consequence of surface currents, and varying near-surface
wind fields. A comparison between modeled NRCS and observations is presented. This modulated NRCS
model advances the quantitative interpretation of the upper ocean dynamics from satellite measurements.
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1
Introduction

Oceanic phenomena, including internal waves, filaments, jets, meandering fronts, and eddies have various
surface ocean signatures in terms of roughness and temperature that are amenable to measurements from
spaceborne Synthetic Aperture Radar (SAR) and optical instruments Boccia et al. [2017]. To quantitative un-
derstand these upper ocean dynamics from SAR measurements, imaging models which describe the sea sur-
face and the normalized radar cross-section (NRCS) have been previously developed by Alpers and Hennings
[1984], Romeiser et al. [1997] and Kudryavtsev et al. [2005]. A synthetic attempt to analyze the radar signa-
tures from infrared measurements proposed in Kudryavtsev et al. [2012] strengthens the quantitative retrieval
of surface current characteristics. However, these models are restricted to mono-static observing geometry.
To directionally quantify the radar signatures, a bistatic extension to the model is implemented for the Earth
Explorer 10 candidate Harmony in this study.

1.1. Waves and currents
The wind is the main energy source for the upper ocean. It changes the sea surface roughness by exciting
waves and generating surface currents and this results in the signatures in radar backscatter images. Waves
serve as the base of modeling radar backscatter in a uniform sea surface with steady wind and no current
present. Johannessen et al. [2005] argued that the currents have the potential to locally affect the short-
scale surface wave energy, and thus resulting in enhanced or suppressed radar-detectable roughness changes.
Therefore the currents are considered as a source of nonuniformity and modulate the NRCS.

Waves emerge as tiny undulations of the ocean surface and grow slowly in wavelength, speed, and ampli-
tude with increasing wind speed and fetch Keller and Wright [1975]. Statistical descriptions of the waves are
essential for understanding the interaction in the ocean-atmosphere interface. The most important formula-
tion among them is the wave spectrum which stems from the early work of Phillips [1958] and is widely used
for modeling the radar observations. The wave spectrum describes properties of a wave field as a function
of wavelength and the propagation direction and it can be formulated as an energy balance between wind
input, wave breaking dissipation, and wave-wave interaction redistribution processes. With the wave spec-
trum as the base, the mechanisms which contribute to the radar backscatter can be represented. It is gener-
ally accepted that the dominant mechanism of ocean waves contribution to radar backscatter for moderate
incident angles (typically 20◦−60◦) is the electromagnetic waves resonance with ocean waves of comparable
wavelengths, so-called Bragg scattering Wright [1968]. For small incident angles (<20◦), the main mechanism
is specular reflection Valenzuela [1978]. In addition to these, Lyzenga [1996] suggests that the wave breaking
mechanism also has an important contribution, especially in storm conditions, to radar backscatter based
on the experiment findings by Walker et al. [1996].

The currents are analyzed based on the Ekman motion theory. That is the friction force that acts on the sea
surface via the wind, interacts with the quasi-geostrophic current (QGC) field, and thus generates secondary
ageostrophic circulation (ASC), and thus produces convergence and divergence zones which are detectable
by both microwave and optical sensors. The quasi-geostrophic currents refer to flows where the Coriolis force
is almost balanced by pressure gradient force. The ASC generation is only by Ekman transport and diabatic
mixing mechanisms in the Ekman layer according to Klein and Hua [1990] and Garrett and Loder [1981].

Ekman transport is a component of wind-driven ocean currents. Wind energy is transferred to the upper
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2 1. Introduction

ocean by the friction effects and generates currents. With the Coriolis effect, the water does not move down-
wind but at a 90◦ angle from the direction of the wind. In the northern hemisphere, the transportation is
deflected clockwise from the wind direction, while in the southern hemisphere is counterclockwise. For a cy-
clonic wind stress system in the northern hemisphere, which rotates anticlockwise, the mass transport at the
upper ocean layer is deflected to the right of the rotation direction. Therefore, the Ekman transport is away
from the center of the gyre and results in a divergent flow that gives rise to upwelling and bring the deeper
cold waters to the surface. This is called Ekman suction as shown on the left of figure 1.1. On the contrary,
the anti-cyclonic in the northern hemisphere will result in Ekman pumping, which results in a convergent
flow that gives rise to downwelling of surface water as shown on the right side of the figure 1.1. Within the
convergence zone, the sea surface is raised, while it is suppressed in the divergence zone. This slopes the
sea surface around the convergence and divergence zones and generates signatures that are detectable for
microwave radars.

Figure 1.1: Ekman transport in the northern hemisphere: Ekman suction on the left, Ekman pumping on the right.

A balance between the pressure gradients, Coriolis, and turbulent drag forces at the upper ocean forms the
surface Ekman layer, which reaches the depth of a few hundred meters (typically 50-200 m). The horizontal
temperature gradient in the Ekman layer drives the diabatic mixing where the water exchanges the energy
with its surroundings by virtue of a temperature difference between them. Together with the temperature
gradients formed by Ekman transport, both are detected in the sea surface temperature measurements.

1.2. SAR observations
Spaceborne Synthetic Aperture Radar (SAR) is an active remote sensing system and it provides all-weather,
day-and-night high-resolution images with both amplitude and phase information Moreira [2014]. The first
spaceborne SAR experiments over oceans were carried out by Seasat in 1978. The wave features were found
visible on the radar images. In the 1990s, the European Remote Sensing (ERS) satellites carrying SAR were
launched which had a dedicated wave mode, tailored for wind and wave measurements Lehner et al. [2000].
Envisat was launched in 2002 with a more flexible wave mode Alpers [2003]. With extended polarization
capability, the Radarsat-2 was launched in 2007. Today, the Sentinel-1 carrying C-band SAR is operating with
larger swath ocean scenes Mouche and Chapron [2015]. In this study, the multi-static radar backscatter model
over the ocean is constructed for the Earth Explorer 10 candidate Harmony, which will fly two identical C-
band receive-only SAR satellites trailing and heading the illuminator Sentinel-1D López-Dekker et al. [2019].

The Sentinel-1 SAR images exhibit ocean surface signatures introduced in section 1.1. Figure 1.2 shows
NRCS contrasts, which are computed as the ratio of short-wavelength and long-wavelength filtered NRCS
variations. The contrasts images reveal typical ocean features, like currents, eddies and wind patterns. The
first one exhibits a strong current, which will be used to validate the current modulation on NRCS in chapter
5. The positive/negative contrasts correspond to the convergence/divergence zone, while the white spots are
noise caused by boats. The second one is an eddy contaminated by spilled oil, the core around −90.5◦ is visi-
ble. Both of these figures are found near the coast of the Western Gulf of Mexico. The third one which shows
wind patterns together with temperature fronts is found in the Agulhas current area. The relatively smaller
scale cells are organized large atmosphere eddies, while the larger scale horizontal strips are temperature
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fronts. In principle, the temperature-related signatures are visible in optical measurements too, but they are
regularly covered by clouds in practice.

(a) (b) (c)

Figure 1.2: The image contrasts of sea surface signatures: (a) current, (b) eddy and (c) wind patterns with temperature fronts.

1.3. Research question
High-resolution SAR provides finely-detailed imagery of the mesoscale to submesoscale sea surface signa-
tures. With a mono-static system, it loses the directional capability to quantify these signatures. One possible
solution is using a multi-static observation configuration to derive quantitative information on these image
patterns. Therefore, the research question in this study is specified as follows:

F How do surface features modulate the multi-static radar signatures of the ocean surface?

To answer this, the following sub-questions are to be covered:

• How to represent the wave spectrum over the range of wave numbers that are relevant to radar obser-
vations?

Through drag, wind acts on the ocean surface causing waves to grow and surface currents to change.
These wind waves with different properties are responsible for different changes in the backscattered
power. The wave spectrum, provides a statistical description of the wind waves, is closely related to the
wind speed, wind direction and sea states. Therefore, the radar observations under varying conditions
can be modeled from the wave spectrum.

• How to model backscatter for mono-static SAR and convert it to a bistatic system?

Wind waves affect the backscattered power in three ways: specular reflection, Bragg scattering and
wave breaking. With the wave spectrum as the input, the contribution of each mechanism to total radar
backscatter is represented. Starting with the mono-static case, the co-polarized and cross-polarized
backscatter models are constructed. The bistatic backscatter model is achieved by adjusting the mono-
static geometry and by a rotation of the polarization.

• How do current features modulate the wave spectrum, and how do these translate to a modulation of
the multi-static NRCS?

The ocean current gradients alter the wave spectrum and thus modulate the NRCS in multi-static radar
system. The sea surface temperature fronts represent the density gradients in the ocean and thus used
to derive the ocean currents. Modulation from SST-derived currents used as a way to inspect the radar
signatures.

1.4. Outline
The following chapters are organized with the sub-questions. Chapter 2 constructs the full wave number
spectrum as the base for the multi-static backscatter model. Chapter 3 looks into details of each mechanism
that contributes to the observed backscatter in a steady wind and no current condition. Chapter 4 applies the
mono-static backscatter model to the bi-static geometry as a contribution to the Harmony project. Chapter 5
includes the currents effect to modulated the radar signatures of the ocean surface. The SST-derived currents
is used to perform the modulation and qualitatively validated by radar observables. Chapter 6 summarizes
the conclusions and gives recommendations for future work. A list of constants at the back helps with the
re-implement of the equations in this study.





2
Wave spectrum

The directional wave spectrum is a statistic description of the wind-generated surface waves, which is often
used in the study of air-sea interactions. In microwave remote sensing, often only short-scale roughness is
considered, as it provides a proxy for the local wind stress, and it is important for modeling and understand-
ing the signal observed by microwave sensors. However, current studies show that microwave measurements
are also modeled by intermediate- and long-scale waves, and the interaction between different scales. In
this chapter, two wave spectra derived from two different approaches are described. One is Elfouhaily wave
spectrum which is derived from in-situ or tank measurements, another Kudryavtsev spectrum is based on the
energy balance equation. As the long-wave part of the Kudryavtsev spectrum includes the wave-wave inter-
action which lacks theoretical understanding, only the short-wave spectrum is defined. The full wave number
spectrum is a composition of the Kudryavtsev short-wave spectrum and Elfouhaily long-wave spectrum.

2.1. Elfouhaily wave spectrum
The Elfouhaily et al. [1997] unified spectrum is a relatively simple closed-form model for ocean surface direc-
tional wave spectrum, and it is solely based on in-situ or tank measurements and no radar data is included
in elaborating this model. This spectrum is a combination of two regimes, the long-wave regime is formu-
lated based on the Joint North Sea Wave Project (JONSWAP), while at the high wave numbers, the spectrum is
based on the work of Phillips [1985] and Kitaigorodskii [1973]. Both regimes use similar, relatively simple, an-
alytic descriptions, and stress the air-sea interaction process of friction between wind and waves is occurring
at all wavelengths simultaneously. This full wave number model as a function of fetch can properly repro-
duce both fully developed and young sea conditions and to provide agreement with in-situ observations in
the high wave number regime. Compared with in-situ and tank measurements, the Elfouhaily spectrum is
validated from wave number near the main spectral peak kp up to the gravity-capillary peak kγ, this range is
also the most interesting for radar applications.

2.1.1. Omnidirectional wave spectrum
The full omnidirectional wave spectrum is expressed as a sum of long- and short-wave regimes. Long-wave
spectrum corresponds to the energy-containing range, in which turbulent kinetic energy per unit mass (TKE)
is produced. Short-wave spectrum correspond to equilibrium range in the spectrum which is determined by
the physical parameters that govern the continuity of the wave surface from Phillips [1958].

S(k) = k−3[Bl +Bh], (2.1)

where k is the wave number with unit rad per meter, S(k) stands for sea surface elevation spectrum, Bl and Bh

stand for curvature spectrum in low and high frequencies respectively. The demarcation point between these
two regimes is 10kp , which was observed by Leykin et al. [1984] and the spectrum continuity is maintained
by the wave side effect function inside of both terms. An illustration of the omnidirectional spectrum is given
in figure 2.1 for wind speed from 5m/s to 15m/s with a 2m/s step.

Wave number at the main spectral peak is defined as

kp = k0Ω
2
c , (2.2)

5



6 2. Wave spectrum

(a) (b)

Figure 2.1: (a) Unified omnidirectional elevation spectrum S(k) and (b) its corresponding curvature spectrum for the full wave number
range and for wind speed from 5m/s to 15m/s under fully developed sea state.

where k0 = g /u10, g = 9.80665m/s2 is the gravitational acceleration, u10 is the wind speed at a height of 10m
above the water surface. From Hasselmann et al. [1973] and Donelan et al. [1985], Ωc is the dimensionless
inverse wave age which is empirically related to the dimensionless fetch X , with a theoretical inverse wave
age 0.84 for fully developed sea,

Ωc = 0.84tanh[(X /X0)0.4]−0.75, (2.3)

where X0 = 2.2×104.
The long-wave curvature spectrum Bl corresponds to gravity waves having wave number up to 10kp , is

expressed as

Bl (k,cp /u10) = 1

2
αp

cp

c
Fp , (2.4)

whereαp = 6×10−3
p
Ω is the generalized Phillips-Kitaigorodskii equilibrium range parameter for long waves

Phillips [1966], c(k) is the long-wave phase speed and cp = c(kp ) is the phase speed at the spectral peak kp .
Fp is the long-wave side effect function, which is given by

Fp = LP M Jp exp

{
− Ωp

10

[√
k

kp
−1

]}
, (2.5)

where first term LP M = exp{− 5
4 (kp /k)2} and second term Jp = γΓ are standard Pierson Jr and Moskowitz

[1964] and JONSWAP peak enhancement functions, respectively. The last exponential term behaves as a
"cut-off" function to suppress Bl at wave numbers exceeding 10kp . According to Hasselmann et al. [1973]
and Donelan et al. [1985], both αp and Fp depend on the dimensionless inverse-wave-age parameter, which
is defined as

Ω= u10/cp . (2.6)

The short waves actually determine the sea drag dictates the reliable statistical description of these waves,
especially in the range of the short gravity and capillary range. Indeed, in the case of radar remote sensing,
short gravity and capillary-gravity waves will serve as roughness elements on the sea surface which modulate
the backscattered power of electromagnetic waves. The short-wave curvature spectrum Bh , is expressed as

Bh(k) = 1

2
αm

cm

c
Fm , (2.7)

where αm is the generalized Phillips-Kitaigorodskii equilibrium range parameter for short waves Phillips
[1966], which depends on the dimensionless parameter u∗/cm , where u∗ is friction velocity at water sur-
face from Lees [2012], c is the short-wave phase speed and cm = 0.23m/s is the minimum phase velocity at
the wave number associated with a supposed gravity-capillary peak in the curvature spectrum. To compute
friction velocity, the drag coefficient cg is defined equal to the square root of wind stress coefficients over the
sea surface for all sea states proposed by Wu [1980]

cg =
√

(0.8+0.065u10)×10−3. (2.8)
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Thus we can compute the friction velocity by

u∗ = cg u10, (2.9)

and αm which is defined to fit the data of Jähne and Riemer [1990] and of Hara et al. [1994] as

αm =
{

10−2(1+ ln(u∗/cm)) u∗ < cm

10−2(1+3ln(u∗/cm)) u∗ > cm
. (2.10)

The last term Fm is the long-wave side effect function, it counts for viscous cutoff and for the bandwidth of
gravity-capillary waves. It is taken here as

Fm = LP M exp

{
−1

4

[
k

kγ
−1

]2}
, (2.11)

where kγ is the wave number at gravity-capillary peak, is also known as the wave number of the minimum
phase velocity, it can be written as

kγ =
√

gρw /γ, (2.12)

where ρw = 1000kg /m3 is water density and γ= 0.07275J/m2 is the water surface tension.

2.1.2. Directional wave spectrum
The omnidirectional wave spectrum gives the energy density at each wave number, and obviously we need to
add a spreading function to describe the directional wind-wave field, which is needed in both satellite remote
sensing and atmosphere-ocean research. In order to inspect the directional distribution of the spectrum, a
spreading function Φ(k,ϕ) from Elfouhaily et al. [1997] is implemented, hence the spectrum with angular
spread can be defined as

ψ(k,ϕ) = 1

k
S(k)Φ(k,ϕ), (2.13)

where ϕ is the angle between the direction of the wave component and the wind, and the spreading function
is given by

Φ(k,ϕ) = 1

2π
[1+∆(k)cos2ϕ], (2.14)

where ∆(k) is the downwind-crosswind ratio, for a unified full wave number approach, it can be written as

∆(k) = tanh[a0 +ap (c/cp )2.5 +am(cm/c)2.5], (2.15)

where a0 = ln2
4 and ap = 4 are constants, and am = 0.13 u∗

cm
. From these equations, it is clear that the spreading

function Φ(k,ϕ) is symmetric about the downwind direction and has both wave number and wind speed
dependence.

2.2. Kudryavtsev wave spectrum
Considering the disadvantage of no radar data is included in elaborating the Elfouhaily spectrum, we de-
scribe another spectrum from Kudryavtsev et al. [2003] to replace the short-wave spectrum in section 2.1.
Kudyavtsev wave spectrum is a physical model of the short wind waves in the wavelength range from a few
millimeters to a few meters. The evolution of the spectrum is defined by energy balance governing equations,
considering energy input from the wind, viscosity dissipation, wave breaking processes, and wave-wave non-
linear interactions. As it will potentially describe the physical properties of the sea surface under the joint
action of wind and surface currents, it is more appropriate to interpret high-resolution radar image contrasts
from the SAR instrument.

2.2.1. Governing equations
The Kudryavtsev et al. [2003] wave spectrum is formulated from the energy balance equation which is define
in terms of wave action spectrum N (k) as

∂N (k)

∂t
+ (cg i +ui )

∂N (k)

∂xi
−k j

∂u j

∂xi

∂N (k)

∂ki
=Q(k)/ω, (2.16)
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where cg i and ui are components of the wave group velocity and the surface current (i and j = 1,2), ω repre-
sents the intrinsic frequency is related to wave number vector k by the dispersion relation

ω2 = g k + γ

ρw
k3, (2.17)

where k = |k| and Q(k) is the energy source. The wave action spectrum N (k) are related to curvature spectrum
B(k) which we will mainly work with via

N (k) = ω

k5 B(k). (2.18)

The sources and sinks in energy Q(k) consist of the wind forcing energy input, viscous effects, wave-wave
interactions’ distribution from Holthuijsen [2010], dissipation via wave breaking and shorter wave generation
by wave breaking. It is quite complicated, however, in the equilibrium range (k > 10kp ) of the spectrum, the
energy source can be significantly simplified. Here we adopt the background model derived in Kudryavtsev
et al. [2003], where quadruplet wave-wave interactions were ignored while three-wave interactions are as-
sumed quadratic in wave spectrum. Together with the rate of energy dissipation proposed by Phillips [1985],
the total energy source reads

Q(k) =ω3k−5
[
βv (k)B(k)−B(k)

(
B(k)

α

n)
+ Isw (k)+ Ipc (k)

]
, (2.19)

where the first term represents the direct wind energy input determined by the friction velocity of the atmo-
sphere which results from the interaction of wind and waves. The effective growth rate βv (k) is defined as the
differences between the wind growth rate β(k) and the rate of viscous dissipation, it can be written as

βv (k) =β(k)−4vk2/ω, (2.20)

where v = 1.15×10−6m2/s is the kinematic viscosity coefficient of sea water. The growth rate parameter for
short waves β(k) is parameterized with angular dependence follows from the numerical study of Masten-
broek [1996], and its physical meaning is that within the frame of the sheltering mechanism of short wave
generation, surface pressure acting on the forward slope is proportional to the square of the wind velocity
component perpendicular to the wave crest. Here it is taken as

β(k) =β(k,ϕ) =Cβ(u∗/c)2 cosϕ|cosϕ|, (2.21)

where Cβ is defined according to the parameterization of Stewart [1974],

Cβ = 1.5(ρa/ρw )(κ−1 ln(π/kz0)− c/u∗), (2.22)

where ρa = 1.225kg /m3 is the air density, κ = 0.4 is the Von Karman constant, z0 is the roughness scale
parameterized as in Smith [1988]

z0 = a∗u2
∗/g +av va/u∗, (2.23)

where va = 1.47×10−5m2/s is the kinematic viscosity coefficient of air, a∗ = 0.018 and av = 0.1 are coefficients.
The second term in equation (2.19) represents the nonlinear energy losses due to wave breaking and three

wave-interactions at k/kγ ∝ 1. Parameter α and n are the main parameters of the model. Inside the gravity
range (10kp < k < kwb = 2π/0.3 rad/m), the spectrum form results through a balance between wind input and
small-scale breaking. Considering the spectral rate of dissipation of these waves in Kudryavtsev et al. [1999],
ng and αg should be function of k/kγ, here we take the values at the boundaries as αg = 5×10−3 and ng = 5
respectively. In the capillary-gravity range (kγ/2 < k < kγ), a balance between wind input, viscous dissipation,
and resonant three wave-wave interaction determined the spectrum form from Kudryavtsev et al. [1999]. The
3-wave interactions dominate the energy loss, and they are quadratic in the saturation energy density B(k),
so nγ = 1. In the transitional interval (kwb < k < kγ/2), the energy losses are dominated by small-scale wave
breaking which is accompanied by the emitting of parasitic capillaries. Since in this interval both gravity and
surface tension govern wave dynamics, Kudryavtsev et al. [2003] suggest that both parameters are function of
k/kγ, and the n(k/kγ) function is

1/n = (1−1/ng ) f (k/kγ)+1/ng , (2.24)

where f (k/kγ) is a tuning function which has to satisfy f → 0 at k < kwb and f → 1 at k ∼ kγ to realize
the spectrum continuity. In order to fit wind exponent measurements from Banner et al. [1989] and Hwang
[2011], f is defined as

f (k/kγ) = [1+ tanh(2(lnk − lnkb))]/2, (2.25)
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where kb is a wave number corresponding to the center of transitional interval which is fixed at kb = 1/4kγ. An
illustration of f (k/kγ) function in the range (10kp < k < kγ) is shown in figure 2.2(a). The k/kγ dependence
of α defined via n(k/kγ) is argued by Kudryavtsev et al. [2003]

ln(α(k/kγ)) = ln(a)− ln(C̄β)/n(k/kγ), (2.26)

where C̄β is the growth rate parameter averaged over the transitional interval, and a = 2.5×10−3 is a tuning
constant defined to fit the mean square slope to the results of Cox and Munk [1954] derived from optical
glitter measurements. Both tuning parameters under 10m/s wind condition are shown in figure 2.2.

(a) (b) (c)

Figure 2.2: (a) Filter function f (k/kγ). Tuning parameter functions (b) n(k/kγ) and (c) α(k/kγ) when wind speed is 10m/s.

The third term Isw of equation (2.19) is the dimensionless rate of short wave generation by longer breaking
waves(k < kwb), they are disrupted with wave crests broken and generates both subsurface turbulence and
enhanced isotropic surface roughness as described in Kudryavtsev and Johannessen [2004]. It is defined as

Isw = cb

2αg
ω

∫ ∫
k<kbm

ωβ(k)B(k)d lnkdϕ, (2.27)

where cb = 1.2×10−2 is an empirical constant, αg = 5×10−3 is the tuning parameter inside the gravity range,
kbm = mi n(k/10,kwb) is the upper limit of integration defining interval of breaking waves which generate
shorter waves at wave number k. While the last term Ipc is the dimensionless short wave generation rate of
short breaking waves(k > kwb) which are not disrupted due to surface tension but produce trains of parasitic
capillaries. According to Kudryavtsev et al. [2003], it is defined as

Ipc (k) =β(kg)B(kg)φ(k), (2.28)

where kg is the wave number of generating gravity waves, it is collinear with the wave numbers of parasitic
capillaries k, and their modulus are related as

kg = k2
γ/k. (2.29)

As the parasitic capillaries are emitted in the transitional interval(kw b < kg < kγ/2), combined with equation
(2.29) the cut-off of φ function is linked to the transitional wave number as

2kγ < k < k2
γ/kwb . (2.30)

Therefore, we follow Yurovskaya et al. [2013] on the assumption that kh
pc = k2

γ/kwb , k l
pc = 2kγ, and the func-

tion φ is a band-pass filter defined as

φ(k) = f (k/k l
pc )− f (k/kh

pc ). (2.31)

2.2.2. Directional short-wave spectrum
Inside the equilibrium range from the wave number 10kp up to a wave number near kγ includes short gravity-
capillaries and gravity waves, they are generated by local wind and by wave breaking, so-called as wind waves.
These waves play a dominant role in supporting the total momentum flux to the sea surface, also serve as
roughness elements on the ocean surface to scatter electromagnetic waves. Another kind of wave is parasitic
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capillaries which are generated on the crests of the free propagating wind waves, and the balance among cas-
cade generation, viscous dissipation, and non-linear dissipation determines the spectrum. To consider more
physical mechanisms, Yurovskaya et al. [2013] assumes the equilibrium range wave spectrum is a superposi-
tion of wind-wave spectrum Bw and parasitic-capillary spectrum Bpc ,

Bs (k) = Bw (k)+Bpc (k), (2.32)

either Bw (k) and Bpc (k) are defined as solutions of energy balance equation (2.16) with considering different
energy sources.

In the range of wind waves, the term Ipc is zero which can be inferred from the band-pass filter in equation
(2.28). Therefore, at a uniform condition where no surface current presents and wind is steady, the wind-wave
range spectrum can be found as a solution of the equation

Q[B(k)] =ω3k−5
[
βv (k)B(k)−B(k)

(
B(k)

α

n)
+ Isw (k)

]
= 0. (2.33)

In the downwind directions, Isw is small in comparison with wind energy input and can be ignored, then the
solution of equation (2.33) is

B d
w (k) = B d

w (k,ϕ) =α[βv (k,ϕ)]1/n . (2.34)

This is considered as reference spectrum. In the crosswind direction, βv (k) ≈ 0 because of its angular depen-
dence cos(ϕ)|cos(ϕ)|, then the first term in the bracket of equation (2.33) is zero. The crosswind wind-wave
spectrum is

B cr
w (k) ≈α

[
Isw (k)

α

] 1
n+1

. (2.35)

In the upwind directions where βv (k) < 0, one may anticipate the low spectra density, thus the second non-
linear term in equation (2.33) can be omitted, and B up

w is formed with the balance of wave breaking and
viscosity dissipation and interaction with opposing wind,

B up
w (k) ≈− Isw (k)

βv (k)
. (2.36)

In both B cr
w and B up

w , the term Isw is computed with the reference spectrum B d
w as the first guess. A combina-

tion of these three asymmetric solutions as Bw = max[B d
w ,min(B cr

w ,B up
w )] provides the first guess for the total

wave spectrum. Next iteration of the spectrum is defined by Yurovskaya et al. [2013] as

B j
w = B j−1

w − [Q(Bw )/(∂Q/∂Bw )]
Bw=B

j−1
w

, (2.37)

where Q(Bw ) is the total energy source function (2.33). The iterated wind-wave spectrum is shown in figure
2.3 (a) with solid lines from wind speed 5m/s to 15m/s with 5m/s step.

To compute the parasitic-capillary spectrum, the wind input energy is omitted, and the only energy input
is the term Ipc which is balanced by viscous and non-linear dissipation. The solution from Yurovskaya et al.
[2013] is

Bpc (k) = α

2

[
−4vk2/ω+

√
(4vk2/ω)2 +4Ipc (k)/α

]
, (2.38)

with Ipc defined by equation (2.28) for the iterated result Bw . The superposition of the two spectra is shown
in figure 2.3 (b) with dashed lines for different wind speed conditions. Compared two different sets of lines,
the role of wave breaking in the superposition model is clearly emphasized in the high wave number range.

2.2.3. Full wavenumber spectrum
Considering the contribution of tilt and hydrodynamic effects, the spectrum of long energy-containing waves
needs to be defined. Following the empirical spectrum proposed by Donelan et al. [1985] with the high-
frequency cut-off correction Fc proposed by Elfouhaily et al. [1997], the energy at wave number exceeding
10kp can be suppressed. Thus the full wave number spectrum is defined as a combination of equilibrium
spectrum and energy-containing spectrum,

B(k) = Bl (k,cp /u10)+ (1−Fc )Bs (k), (2.39)
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(a) (b)

Figure 2.3: Spectrum for wind speed u10 = 5m/s, u10 = 10m/s and u10 = 15m/s form bottom to up.(a) Kudryavtsev short-wave
spectrum, solid lines are wind-wave spectrum, while dashed lines are total short-wave spectrum.(b) Comparison of equilibrium range

spectrum, solid lines are Kudryavtsev spectrum, while dashed lines are Elfouhaily spectrum.

where Fc = exp
{
− Ωp

10

[√
k

kp
−1

]}
is the last term of function (2.5). The first term Bl is defined according to

equation (2.4) and its spreading function in section 2.1.2, it can be written as

Bl (k,cp /u10) = Bl (k,cp /u10)Φ(k,ϕ). (2.40)

As Kudryavtsev’s spectrum share the same long-wave regime with Elfouhaily’s, only differences between the
high wave range (k > 10kp ) spectrum are illustrated in figure 2.3 (b), solid lines are Kudryavtsev spectrum,
while dashed lines are Elfouhaily spectrum. By taking into account radar measurements, the solid lines are
less smooth than the empirical dashed curves. The differences in the range around k < 1200 rad/m between
two sets of curves decreased with the increase of wind speed. Because the lack of side effect function which
limits the behavior of Kudryavtsev’s spectrum in the high wave number, the tails of the solid curves reach
further than the dashed curves.

2.3. Conclusion
The curvature spectrum, B(k), given in equation (2.39), will be used to establish the expressions of the backscat-
ter model in the following chapters. It consists of two contributions. The first one, Bl , which is proposed by
Elfouhaily et al. [1997] and given in equation (2.40), relates to the long-wave curvature spectrum. The second
contribution, Bs , which is proposed by Kudryavtsev et al. [2003] and given in equation (2.32), relates to the
short-wave curvature spectrum. For the long-wave spectrum, it is empirically derived from in-situ or tank
measurements. For the short-wave curvature spectrum, it is constructed on the assumptions that the wind is
steady and no currents present.





3
Mono-static ocean backscatter model

In this chapter, the full wave number spectrum proposed in equation (2.39) is used to model the mono-static
radar backscattering from the sea surface. The observation geometry of the implemented mono-static radar
system is illustrated in figure 3.1, where the satellite looks in the positive x-axis direction, θi is the incident
angle, and ϕ is the azimuth angle defined with respect to the wind direction. As the spectrum behavior is

Figure 3.1: Mono-static geometry

related to the different mechanisms of energy sources, different wave number ranges are used to model main
scattering mechanisms. This model includes Bragg scattering, specular reflection, and wave breaking in rep-
resenting the NRCS of the sea surface and providing its statistical properties. At incident angle smaller than
20◦, specular reflection from the sea surface dominates radar backscattering. With an increasing incident
angle, its contribution becomes negligible in comparison with the Bragg scattering component. At moderate
incident angles (typically 20◦−60◦), Bragg scattering which is caused by resonant microwave scattering from
rough surfaces plays the main role for radar backscattering. However, in high-resolution radar observations,
the existence of “sea spikes” reveals that Bragg theory is not fully appropriate to represent and explain the
radar signals at moderate incident angles, examples are given by Quilfen et al. [1999] and Horstmann et al.
[2000]. In this study, wave breaking events generated intensive roughness is described to explain this. In the
last section, the total NRCS and comparison with observations are illustrated to inspect the model perfor-
mances.

3.1. Bragg scattering
Resonant between the radar waves and features at the water surface is called Bragg scattering. Regular peri-
odic ocean waves with certain wavelengths allow a coherent superposition of reflections from the sea surface
and thus form the interference where the constructive interference can strongly reinforce the echo signals in
the direction of the radar receiver as illustrated in figure 3.2 by Wolff [2012].

13



14 3. Mono-static ocean backscatter model

Figure 3.2: Under certain conditions, constructive interference reinforces weak individual reflections.

At moderate incident angles (typically 20− 60◦), radar backscattering theory proposed by Plant [1990]
is based on the mechanism of resonant (Bragg) microwave scattering from a random rough surface. Here
a composite Bragg scattering model from Kudryavtsev et al. [2003] is applied, which includes the resonant
scattering due to the surface waves with the wavelength of the order of the electromagnetic wavelength, su-
perposed on longer underlying tilting waves. This model is written as

σ
p
Br(θ,ϕ) =

∫
Γ
σ

p
0Br(θ−arctanηi ,ϕ)P (ηi )dηi , (3.1)

where θ is the incident angle, ηi is the sea surface slope in the direction of the incident plane, σp
0Br is the pure

Bragg scattering without superposed on long tilting waves as a function of incident angle and azimuth angle,
the superscript p represents different polarization states. In real conditions, the pure Bragg theory loses its
validity, as short wind waves scattering radio waves are running along with longer surface waves, and this
phenomenon is indicated from models developed by Bass et al. [1968] and Wright [1968]. Therefore, a one-
dimensional probability density function of sea surface slope along the incident plane P (ηi ) is introduced,
and we follow Kudryavtsev et al. [2005] in assuming that it is Gaussian distributed with zero mean and a
standard deviation, sηi , derived from wave spectrum. The tilting effect from across the incident plane is not
considered, because it does not contribute significantly to the NRCS at small and moderate incident angles
from Plant [1990].

For a pure Bragg process, the normalised radar cross-section σp
0br reads

σ
p
0Br(θ

′
,ϕ) = 16πk4

r |Gp (θ
′
)|2Sr (kBr,ϕ), (3.2)

where kr is the radar wave number, Gp is the Bragg scattering geometric coefficient as a function of local in-

cident angle θ
′ = θ−arctanηi , which is illustrated in figure 3.3. The last term Sr (kBr,ϕ) is the folded spectrum

Satellite

Surface
normal

vertical

θ′

θ
local slope

scattering
surface

Figure 3.3: Reference geometry for the incident angle θ and for the local incident angle θ
′
.

of sea surface elevation with the local wave number of the Bragg waves kBr = 2kr sinθ
′

and azimuth angle ϕ.
It is related to the directional wave number spectrum S(kBr,ϕ) by

Sr (kBr,ϕ) = 0.5(S(kBr,ϕ)+S(kBr,ϕ+π)), (3.3)
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and S(kBr,ϕ) is related to the curvature spectrum in equation (2.39) as

S(kBr,ϕ) = 1

k4
Br

B(kBr,ϕ). (3.4)

The geometric scattering coefficient is given by Plant [1990], for the vertical dual-polarization

Gv v (θ
′
) = (εr −1)[εr (1+ sin2θ

′
)− sin2θ

′
]cos2θ

′

[εr cosθ′ +
√
εr − sin2θ

′ ]2
(3.5)

and for the horizontal dual-polarization

Ghh(θ
′
) = (εr −1)cos2θ

′

[cosθ′ +
√
εr − sin2θ

′ ]2
. (3.6)

Here εr = 73+18i , the relative dielectric constant of 25◦C pure water at a frequency of 5.35 GHz from Barthel
et al. [1991], results in complex geometric scattering coefficients. The squared absolute values of both coeffi-
cients |Gp (θ

′
)|2 are illustrated in figure 3.4 with the slope along incident plane in the range [−3σ,3σ], σ is the

standard deviation of P (ηi ).

(a) (b)

Figure 3.4: Squared absolute geometric scattering coefficients for (a) vertical polarization |Gv v (θ
′
)|2 and (b) horizontal polarization

|Ghh (θ
′
)|2 with the slope along incident plane in the range [−3σ,3σ].

In the composite model, wave number kd = d · kr is used to divide the wave spectrum into two inter-
vals. Small-scale waves with kBr ≥ kd provide resonant (Bragg) scattering, thus the standard deviation of sea
surface slope is

sηi =
√∫ kγ

kd

∫ π

−π
k2 cos2ϕΨ(k,ϕ)kdkdϕ, (3.7)

whereΨ(k,ϕ) = S(k,ϕ)
k , and P (ηi ) can be written as

P (ηi ) = e
− η2

i
2s2
ηi

sηi

p
2π

. (3.8)

Moreover, the integration limit Γ is deduced from the condition

2kr sin |θ−arctanηi | ≥ kd , (3.9)

in the domain of integration over the sea surface slope

Γ= [
ηi ≤ tan(θ−d/2)∪ηi ≥ tan(θ+d/2)

]
, (3.10)
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where d = 1/4 is given in Thompson [1988]. While large-scale waves kbr < kd affect the scattering via random
changes in the local incident angle and rotation of the incident plane, therefore if the condition in (3.10) is
not fulfilled, the radar return is contributed by means of specular reflection. The composite Bragg models for
both dual-polarization states in C-band with 10m/s wind speed, fully-developed sea condition are illustrated
in figure 3.5. With the same magnitude scale from −30dB to 2dB , the horizontal polarized Bragg scattering is
smaller than vertical polarized, the dip at around 5◦ indicates the effect of the integration limit in (3.8).

(a) (b)

Figure 3.5: C-band composite Bragg scattering model in fully-developed sea with wind speed u10 = 10m/s condition for (a) vertical
polarization σv v

br (θ,ϕ) and (b) horizontal polarization σhh
br (θ,ϕ).

For cross-polarization state, an empirical approximate model from Valenzuela [1978] is implemented,

σ
pq
Br (θ,ϕ) =π tan−4θ|Gpp −Gqq |2

s2
n

sin2θ
×B(kBr,ϕ), (3.11)

where s2
n is the mean square slope (MSS) of tilting waves out of the direction of incident plane, and it is defined

from Kudryavtsev et al. [2019] as
s2

n = 2.25×10−3 ln(Ω−2
α kd u2

10/g ), (3.12)

where Ωα = u10

√
kp /g is the inverse wave age of wind seas. This cross-polarization model is validated from

20◦ to 60◦ incident angles. The modeled Bragg scattering in C-band with 10m/s wind speed, fully-developed
sea condition is shown in figure 3.6. From the magnitude scale, it is clear that the cross-polarized Bragg scat-
tering signals are much smaller than that in dual-polarized states. Although σpq

Br shows the same symmetric
property with the downwind direction, in the upwind direction, the NRCS is smaller than in the crosswind
direction.

Figure 3.6: C-band Bragg scattering model in fully-developed sea with wind speed u10 = 10m/s condition for cross-polarization
σ

pq
br

(θ,ϕ).
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3.2. Specular reflection
Specular reflection is a mirror-like reflection of waves as shown in figure 3.7. Each reflected at the same angle
to the surface normal as the incident ray, but on the opposing side of the surface normal in the incident plane
formed by incident and reflected rays.

Satellite

Surface

Surface normal

θi θr

Figure 3.7: Specular reflection, θi is angle of incidence while θr is angle of reflection, θi = θr

Specular reflection together with Bragg scattering describes the radar scattering from a non-breaking
wavy sea surface. At incident angles smaller than 20◦, specular reflection is the main mechanism respon-
sible for radar backscattering. As suggested by Kudryavtsev et al. [2005], its contribution can be modeled
by

σsp(θ,ϕ) =πR2
p (θ

′
)sec4θ ·P (ηi ,ηn)|ηi=tanθ,ηn=0, (3.13)

where R2
p (θ

′
) is the reflectivity (power reflection coefficient) defined in terms of the Fresnel reflection coeffi-

cients by equation (5.56) in Woodhouse [2005],

R2
p (θ

′
) = |Rxx (θ

′
)|2, (3.14)

where Rxx (θ
′
) is Fresnel reflection coefficients, and xx stands for different polarization states, it is defined as

RH H (θ
′
) = cosθ

′ −
√
εr − sin2θ

′

cosθ′ +
√
εr − sin2θ

′ (3.15)

for horizontal polarization, and

RV V (θ
′
) = εr cosθ

′ −
√
εr − sin2θ

′

εr cosθ′ +
√
εr − sin2θ

′ (3.16)

for vertical polarization from Plant [1990]. Here, θ
′ = θ−arctanηi is the local incident angle. In the case of

specular reflection, ηi = tanθ, thus θ
′

is zero, which means normal incidence. Under this condition, polar-
ization states no longer make differences in the absolute magnitude of the reflection coefficients.

The function P (ηi ,ηn) is two dimensional probability density function of the sea surface slope along (ηi )
and across (ηn) the incident plane. It is generally accepted that the probability density function of the sea
surface slope in specular reflection mechanism is near Gaussian, thus

P (ηi ,ηn) = 1

2π
p
∆2

e

(
−

¯
η2

nη
2
i −2ηi ηnηi ηn+ ¯

η2
i
η2

n
2∆2

)
. (3.17)

To compute this, one needs to know the up- and cross-wind component of the mean square slopes. Based
on Elfouhaily et al. [1997], and combined with the condition of large-scale waves mentioned in section 3.1,
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when the wave number is smaller than kd , specular reflection plays the main role in radar scattering, we can
write

s2
up =

∫ kd

0

∫ π

−π
k2

Br cos2ϕΨ(kBr,ϕ)kBrdkBrdϕ (3.18)

s2
cr =

∫ kd

0

∫ π

−π
k2

Br sin2ϕΨ(kBr,ϕ)kBrdkBrdϕ, (3.19)

where s2
up and s2

cr are MSS in the upwind and crosswind direction respectively. Based on both, elements of
P (ηi ,ηn) can be expressed as

η̄2
i = s2

up cos2ϕ+ s2
cr sin2ϕ (3.20)

η̄2
n = s2

cr cos2ϕ+ s2
up sin2ϕ (3.21)

ηiηn = (s2
up − s2

cr)cosϕsinϕ (3.22)

∆2 = η2
nη

2
i − (ηiηn)2 = s2

ups2
cr, (3.23)

where ϕ is radar look direction with respect to the wind. Considering the conditions of specular reflection
(ηi = tanθ,ηn = 0), the probability density function is reduced to

P (ηi ,ηn)|ηi=tanθ,ηn=0 =
1

2πsupscr
e

(
− tan2 θ

2s2
sp

)
, (3.24)

where s2
sp = s2

ups2
cr/(s2

cr cos2ϕ+ s2
up sin2ϕ) is the mean square slope satisfying conditions of the specular re-

flection. Above all, radar scattering contributed by specular reflection can be written as

σsp(θ,ϕ) =
R2

p sec4θ

2supscr
e

(
− tan2 θ

2s2
sp

)
. (3.25)

The C-band specular reflection model under 10m/s wind speed, fully-developed sea condition is illustrated
in figure 3.8. It is clear when the incident angle increases, the NRCS decreases dramatically, especially above
30◦, the specular reflection contribution is negligible.

Figure 3.8: C-band specular reflection model in fully-developed sea with wind speed u10 = 10m/s condition.

3.3. Wave breaking
Another non-Bragg scattering mechanism besides specular reflection is wave breaking, which is a very com-
plicated phenomenon with defied theoretical understanding. To model its contribution to the radar return
power, we follow the concept of Wetzel [1986] and Wetzel [1990]] who propose that breaking is mainly sup-
ported by spilling breakers as described by the plume model. We follow Kudryavtsev et al. [2003] in assuming
that the radar returns from breaking waves are a sum of a discrete set of rough wave breaking patterns’ con-
tribution to increased radar backscatter. Additionally, the overall contribution of breaking waves is related
to the wave breaking front statistics proposed by Phillips [1985]. Moreover, according to the observations
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of Ericson et al. [1999], we suggested that wave breaking does not depend on polarization. Thus, the NRCS
contributed by an individual wave breaking zone is the same for dual-polarization,

σwb(θ,ϕ) =σ0wb(θ) · (1+Mtwbθwb Awb(ϕ)), (3.26)

where σ0wb(θ) is the NRCS of the plumes as a function of incident angle. The second term in the bracket
represents the tilting effect of enhanced surface roughness due to the spread plumes on the forward face of
breaking waves. The tilting transfer function Mtwb = (1/σ0wb)∂σ0wb/∂θ is negative, therefore the contribution
of wave breaking to the total NRCS is minimal in the downwind direction and maximal in the upwind direc-
tion. The constant θwb is the mean tilt of the non-Bragg scattering area, as we follow Kudryavtsev et al. [2003]
in assuming that all scattering area is approximately the same, it is fixed as θwb = 5 ·10−2 to match upwind
to downwind radar observations by Unal et al. [1991], Jones and Schroeder [1978] and Masuko et al. [1986]].
The last term Awb(ϕ) is the angular distribution of scattering from breaking waves and it provides deference
between upwind and downwind NRCS.

Wave breaking involves highly nonlinear hydrodynamics on a wide range of scales, from gravity sur-
face waves to capillary waves, down to turbulence from Holthuijsen [2010]. The model we use is based on
Kudryavtsev et al. [2003], where they assume that only breakers with scales exceeding the radar wavelength
can contribute to the radar returns, it means the breaker wave number upper limit is knb = br kr , with br = 0.1.
Additionally, in the case of short radio waves (e.g. K-band), knb relates to too short gravity waves, which rather
generate Bragg theory-based parasitic capillaries than generate turbulent breakers. Therefore, the upper limit
is further defined as knb = min(br kr ,kwb). Moreover, the wave spectrum and statistic properties of breaking
waves follow developments by Kudryavtsev et al. [1999], which only give results to short waves, thus we follow
the assumption in Elfouhaily et al. [1997] that the lower limit of integral in wave breaking model is 10kp .

Inside the wave breaking range, the NRCS of the plumes is combined by the contribution of plume sides,
which is proportional to εwbs−2

wb, and its cap. Since these two parts are independent, σ0wb(θ) is estimated by
Kudryavtsev et al. [2003] as

σ0wb(θ) =
(

sec4θ

s2
wb

)
e

(
− tan2 θ

s2
wb

)
+ εwb

s2
wb

, (3.27)

here s2
wb is the mean square slope of enhanced roughness (assumed isotropic) of the wave breaking zone,

εwb is the ratio of vertical to horizontal scale of the breaking zone. They are universal constants chosen to be
s2

wb = 0.19 and εwb = 5×10−3 respectively to fit the experiment data reported by Unal et al. [1991] and Masuko
et al. [1986], and known estimates of the sea surface NRCS at grazing angles.

To compute the angular distribution Awb(ϕ), the wave breaking statistics proposed by Phillips [1985] is
applied, which introduce the total length of breaking fronts Λ(c)dc running with the velocities in the range
from c to c +dc. Transforming the distributionΛ(c) from c-space to k-space for short-wave range is

Λ(k,ϕ) = 1

2k

(
B(k,ϕ)

α(k)

)n(k)+1

, (3.28)

where α(k) and n(k) are tuning parameters computed from equation (2.26) and (2.24) respectively. With
equation (3.24), the distribution in azimuth of non-Bragg scatter Awb(ϕ) can be written as

Awb(ϕ) =Λ−1
k

∫
cos(ϕ1 −ϕ)Λdϕ1, (3.29)

where ϕ1 is the azimuth of breaking area respective to the azimuth ϕ, and its corresponding distribution is

Λ(k,ϕ1) = 1
2k ( B(k,ϕ1)

α )n+1. The term outside the integral, Λk = ∫
Λ(k,ϕ1)dϕ1, is the distribution of breaking

front lengths integrated over all directions. Both Λ and Λk have the same k dependence and they cancel out
as numerator and denominator respectively, thus Awb doesn’t have wave number dependence.

The C-band wave breaking model under 10m/s wind speed, fully-developed sea condition is illustrated in
figure 3.9. The azimuth angle dependence is completely different as Bragg scattering and specular reflection,
because of the tilting transfer function Mtwb.

An empirical expression for cross-polarized NRCS of an individual breaking zone in C-band, σpq
wb, is de-

rived in Kudryavtsev et al. [2019] as

σ
pq
wb(θ) =π |Gpp (θ)−Gqq (θ)|2

tan4θ

s2
wb

2sin2θ
Bwb, (3.30)
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Figure 3.9: C-band co-polarization wave breaking model in fully-developed sea with wind speed u10 = 10m/s condition.

where Gpp (θ) and Gqq (θ) are the geometric scattering coefficients in equation (3.5) and (3.6), but as functions
of incident angles. The saturation spectrum is set to a constant Bwb = 10−2. The validity of this model is
from 20◦ to 60◦ incident angles, assuming uniformly directional distribution, the modeled wave breaking
contribution in C-band is shown in figure 3.10. From the magnitude scale, the cross-polarized wave breaking
NRCS is significantly smaller than that in dual-polarized states.

Figure 3.10: C-band empirical cross-polarization wave breaking model.

3.4. Total NRCS
The total observed NRCS from the sea surface is a sum of radar scattering from a regular non-breaking surface
and a number of wave breaking zones. Kudryavtsev et al. [2003] suggested this description is also valid out-
side the breaking zone, and radar returns from breaking waves are proportional to the roughness enhanced
surface, which is caused by wave breaking, at moderate incident angles. Hence, the NRCS due to Bragg scat-
tering and specular reflection is restricted by a factor 1−q , where q is the fraction of the sea surface covered
by the wave breaking zone. The remaining sea surface with a fraction q provides wave breaking scattering
and statistical properties of these enhanced roughness areas. Thus the total observed NRCS from a surface
with ocean waves is modeled as

σ
p
0 =σp

0R (1−q)+σwbq, (3.31)

where σp
0R =σp

Br +σsp represents the regular surface scattering contributed by Bragg scattering and specular
reflection. The second term describes the total contribution from all the breaking fronts to the sea surface
NRCS. The main tuning parameter of wave breaking scattering part q is described as

q = cq

∫
ϕ

∫
k<knb

Λ(k,ϕ1)dϕ1dk, (3.32)

where cq = 10.5.
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The total NRCS for dual polarization in C-band in a fully-developed sea with 10m/s wind speed is illus-
trated in figure 3.11. After the combination of three mechanisms, the horizontal polarization still keeps its
smaller magnitude and fast decreasing with increasing incident angle features, while the dips in figure 3.5 at
small incident angles are smoothed. To explain this and to inspect the contributions of different mechanisms

(a) (b)

Figure 3.11: C-band total NRCS in fully-developed sea with wind speed u10 = 10m/s condition for (a) vertical polarization and (b)
horizontal polarization.

at different incident angles, figure 3.12 illustrates the NRCS at a single azimuth angle (ϕ= 0). At near-nadir in-
cident angles (< 15◦), specular reflection is dominated and compensates for the dips caused by the composite
Bragg scattering models’ invalidity. Bragg scattering gradually becomes the dominating source at moderate
incident angles, while wave breaking contribution is relatively smaller as compared with it. But in horizontal
polarization, Bragg scattering contribution is less than in vertical, therefore, wave breaking NRCS is relatively
more significant.

(a) (b)

Figure 3.12: C-band total NRCS in fully-developed sea with wind speed u10 = 10m/s condition for (a) vertical polarization and (b)
horizontal polarization, when azimuth angle is zero.

The total NRCS for cross-polarization only contains Bragg scattering and wave breaking mechanisms, as
these empirical models are validated from 20◦ incident angle where the contribution of specular reflection is
negligible. Figure 3.13(a) illustrates the directional cross-polarization NRCS in C-band in a fully-developed
sea with 10m/s wind speed, wave breaking contributes more to total NRCS in both crosswind and upwind
directions as it compensates the small Bragg scattering NRCS there in figure 3.6. The NRCS in the downwind
direction(ϕ = 0) is shown in figure 3.13(b) to inspect the contributions of two mechanisms. At the small
incident angles, Bragg scattering and wave breaking equally contribute to the total NRCS, whit the increase
of incident angle, Bragg scattering contribution begins to play a more important role.
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(a) (b)

Figure 3.13: Cross-polarization C-band total NRCS in fully-developed sea with wind speed u10 = 10m/s condition. (a) Directional
NRCS, (b) NRCS in the downwind direction.

3.5. Validation
A C-band geophysical model function CMOD5.N for equivalent neutral wind is regarded as measurements to
validate the vertical polarization modeled results. From Hersbach [2010], this function provides an empirical
relation between C-band backscatter as sensed by spaceborne European Remote Sensing Satellite-2 (ERS-
2) and Advanced Scatterometers (ASCAT) and equivalent neutral ocean vector wind at 10-meter height as
a function of incident angle. One of the two main disadvantages of this function is a mismatch between
CMOD5.N and the backscatter measurements at low wind speeds, another is wind retrievals with CMOD5.N
show wind speed probability distribution functions that depend on wind vector position across the swath,
which is undesirable.

The validity of CMOD5.N. is from 17 to 66 degrees incident angles, and the results of validating the NRCS
model with it for vertical polarization with 10m/s wind speed are illustrated in figure 3.14 in downwind,
crosswind and upwind direction respectively. The model fits the measurements well in all directions, while
they show different features. Besides the defects of the function itself, the main source of varying behaviors
is the diverse wave spectrum expressions from equation (2.34) to (2.36). In the downwind direction, the
model underestimates the measurements as the wave breaking energy source is ignored when deriving the
spectrum. In the crosswind direction, the model underestimates for relatively small (< 30◦) and large (> 40◦)
incident angles, while it overestimates at angles in between. This is caused by the simplification of assuming
the wind growth rate as zero. In the upwind direction, the model overestimates the measurements from 30◦
because the wind input energy at upwind direction is overestimated.

Figure 3.14: Validation with CMOD5.N. model for vertical polarization with 10m/s wind speed in (a) downwind ϕ= 30◦ (b) crosswind
ϕ= 90◦ and (c) upwind direction ϕ= 170◦.

3.6. Conclusion
Three different mechanisms, Bragg scattering, specular reflection, and wave breaking, are collaborated in
constructing the mono-static backscatter model, equation (3.31), for different polarization states. For small
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incident angles, specular reflection is dominant, with the increase of incident angle, the other two mecha-
nisms gradually take its place. Specular reflection and wave breaking mechanisms don’t depend on polariza-
tion based on previous researches, while Bragg scattering slightly changes the expression because of different
scattering coefficients. For co-polarization states, the models are built with statistical theories, while only
empirical models are available for cross-polarization. The vertical co-polarized model shows significantly
consistent with the CMOD.5N for all directions and will be applied to further upper ocean dynamics simula-
tion in chapter 5.





4
Bistatic ocean backscatter model

The backscatter model in chapter 3 applies to mono-static radar, in which the transmitter and receiver are
collocated. Conversely, bistatic radar uses antennas at separate platforms for transmission and reception.
In this chapter, the first model to approximate bistatic NRCS that includes three mechanisms is provided. A
conversion of the backscatter model from mono-static to bistatic geometry is applied based on Elfouhaily
et al. [1999], and begin with an equivalent mono-static case derived from bistatic geometry. The final bistatic
model is realized by scaling the equivalent mono-static model with polarization vectors which are oriented
in different directions. The polarization vector depends on scattering mechanisms, here the orientation of
the dominant Bragg scattering polarization vector is considered as the co-polarization in bistatic geome-
try, while specular reflection and wave breaking polarization vectors are rotated to it. Together with the
co-polarized backscatter, signals received at polarization orthogonal to the co-polar, which is regarded as
cross-polarization, are also considered.

4.1. Equivalent mono-static model
The equivalent mono-static system is defined by both equivalent geometry and equivalent wave number.
Based on the same coordinate system as the mono-static geometry in figure 3.1, the simplified geometry of
the bistatic system, comparable to the configuration of the Earth Explorer 10 candidate Harmony, is illus-
trated in figure 4.1. The transmitter and two receivers are represented by T , RA , and RB respectively. The
two receivers are trailing and heading the transmitter and have therefore opposite bistatic angles, so only
one receiver RA is used to illustrate the theory. Point E between RA and T is the hypothetical equivalent
mono-static radar. Correspondingly, θi is the incident angle of the transmitter, θs is the scattering angle, and
θeq is the equivalent mono-static incident angle. The angle between the azimuth direction of the incoming
and scattering field is the bistatic angle φb . Assuming the transmitter always looks in the positive x-direction
and the wind direction is defined with respect to the same direction, for equivalent mono-static radar E , the
azimuth angle can be defined as

ϕeq =ϕw − φb

2
, (4.1)

whereϕw is the wind direction. In this study, as transmission and reception satellites fly in the same orbit, the
scattering angle, bistatic angle and equivalent mono-static angle can all be derived from the incident angle
of the transmitter.

In the mono-static case, the incident wave number ki and the scattered wave number ks have the same
magnitudes but oriented in opposite directions, thus the received wave number magnitudes in the mono-
static case doesn’t change. Analogically, the equivalent mono-static wave number keq can be defined as

keq = ki −ks

2
. (4.2)

In this case, the incident and scattered wave numbers are not in the parallel direction but separated by an
angle. As shown in the top view of the geometry in figure 4.2, the effective wavelength increases. Therefore,
the magnitude of equivalent wave number keq can be computed by multiplying mono-static wave number k
by cosφb/2, and it is written as

keq = k cosφb/2. (4.3)

25
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Figure 4.1: Bistatic geometry.

This wave number projection changes the local wave number of the Bragg waves, therefore changes the inte-
gral limits in the co-polarized composite Bragg model. Similar to equation (3.1), the co-polarized equivalent
mono-static Bragg scattering model can be written as

σ
eq,pp
Br (θeq,ϕeq) =

∫
Γ
σ

eq,pp
0Br (θ

′
eq,ϕeq)P (ηi )dηi , (4.4)

where θ
′
eq = θeq−arctanηi is the equivalent mono-static local incident angle. With the equivalent wave num-

ber defined in equation (4.3), the local wave number of the Bragg waves is

keq
Br = 2kr sinθ

′
eq cos(φb/2). (4.5)

Thus the integral limit Γ in equation (4.4) can be derived from the condition

2kr sin |θeq −arctanηi |cos(φb/2) ≥ kd , (4.6)

as

Γ=
[
ηi ≤ tan(θeq − d

2cos(φb/2)
)∪ηi ≥ tan(θeq + d

2cos(φb/2)
)

]
. (4.7)

For the cross-polarization state, changing the corresponding wave number and angles, the equation (3.11) in
the equivalent mono-static case can be written as

σ
eq,pq
Br (θeq,ϕeq) =π tan−4θeq|Gpp −Gqq |2

s2
eq,n

sin2θeq
×B(keq

Br ,ϕeq), (4.8)

where s2
eq,n = 2.25×10−3 ln(Ω−2

α keq
d u2

10/g ) with keq
d = keq

Br /4.
Changing the local wave number of Bragg waves also effects the specular reflection term when computing

the mean square slopes in equation (3.18) and (3.19), while the wave breaking contribution is wave number
independent. The equivalent mono-static model for specular reflection is

σ
eq
sp (θeq,ϕeq) =π|Req

xx (θ
′
eq)|2 sec4θeq ·P (ηi ,ηn)|ηi=tanθeq,ηn=0, (4.9)

for co-polarized wave breaking is

σ
eq,pp
wb (θeq,ϕeq) =σeq

0wb(θeq) · (1+Mtwbθwb Awb(ϕeq)), (4.10)

and for cross-polarized wave breaking is

σ
eq,pq
wb (θeq) =π |Gpp (θeq)−Gqq (θeq)|2

tan4θeq

s2
wb

2sin2θeq
Bwb. (4.11)
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Figure 4.2: Top view of bistatic geometry.

4.2. Bistatic model
The Elfouhaily’s bistatic model in Elfouhaily et al. [1999] applies to perfectly conducting surfaces, which ex-
hibit infinite electrical conductivity. In this study, Elfouhaily’s model is assumed valid for imperfect con-
ducting surfaces and used to convert the equivalent mono-static model in the previous section to bistatic
geometry. For this conversion procedure, the polarization vectors of the incident field Pi , scattered field Ps ,
receiver antenna Pr , and their rotations have to be considered. The incident filed is given as an input, and
the scattered field polarization vector is a function of Pi , geometry, and scattering mechanism. To derive the
scattered field Ps , two iteration steps are included. The first-iteration field is known as the Kirchhoff field with
polarization vector Ps1, and the polarization rotation of it is defined with respect to the incident field as α1.
This field is an approximation for the Stratton-Chu’s integral solution in Stratton [1983] for electric and mag-
netic fields, and it represents the scattering in a quasi-specular regime. Both specular reflection and wave
breaking scattered fields are pure Kirchhoff fields, as their contributions are independent of polarization in
mono-static co-polarization cases. The second-iteration gives the supplementary field with polarization vec-
tor Ps2, its rotation to the incident field is represented by α2. Adding two iteration processes together, we can
get the total polarization vector Ps and total rotation angleαs which is the field of dominant Bragg scattering.
In this study, the bistatic model is built by scaling the equivalent mono-static model with the polarization
vectors and rotating each field to the receive orientation.

For specular reflection and wave breaking mechanisms, their scattered fields are the Kirchhoff fields with
the same polarization vector Ps1, thus the transfer factor can be written as

M1 =
|Pb

s1|2
|Peq

s1 |2
, (4.12)

where both Pb
s1 and Peq

s1 have the same transmit polarization. Therefore, the bistatic model before the rotation
to the receiver direction for specular reflection is

σ
Pb

s1,p
sp (θeq,ϕeq) = M1σ

eq
sp (θeq), (4.13)

and for wave breaking is

σ
Pb

s1,p

wb (ϕeq,θeq) = M1σ
eq,pp
wb (θeq), (4.14)

σ
Pb

s1⊥,p

wb (ϕeq,θeq) = M1σ
eq,pq
wb (θeq), (4.15)

where σ
Pb

s1,p

wb and σ
Pb

s1⊥,p

wb represent co- and cross-polarization wave breaking model respectively. For Bragg
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scattering, the polarization field is the scattered field with polarization vector Ps , thus the transfer factor is

Ms =
|Pb

s |2
|Peq

s |2 , (4.16)

and the bistatic Bragg scattering model before the rotation to the receiver direction is

σ
Pb

s ,p
Br (θeq,ϕeq) = Msσ

eq,pp
Br (θeq), (4.17)

σ
Pb

s⊥,p
Br (θeq,ϕeq) = Msσ

eq,pq
Br (θeq), (4.18)

where σ
Pb

s ,p
Br and σ

Pb
s⊥,p

Br represent co- and cross-polarization Bragg scattering model respectively.
The assumed bistatic polarimetry profile is illustrated in figure 4.3, with E represents fields of different

mechanisms. The scattered field Es with polarization vector Ps is defined as the co-polar orientation in this
study, while the field Es⊥ which is perpendicular to the scattered field is regarded as the cross-polarization.
As the polarization vector is mechanism dependent, the co-polar non-Bragg scattering mechanisms con-

Figure 4.3: Bistatic polarimetry.

tribution to co- and cross-polarization total backscatter should be rotated to the orientation of Es and Es⊥
respectively. With the Kirchhoff field orientation α1 and the scattering field orientation αs , the rotation angle
with respect to the scattered field is defined as

∆α=α1 −αs . (4.19)

Hence, the total co-polar bistatic NRCS can be written as

σ
Pb

s ,p
0 =σPb

s ,p
Br (1−q)+ [σ

Pb
s1,p

sp (1−q)+σPb
s1,p

wb q]cos2∆α. (4.20)

For the total cross-polar bistatic backscatter, the rotation between non-Bragg and Bragg mechanism is ig-
nored as their magnitudes are small. The cross-polarized model can be written as

σ
Pb

s⊥,p
0 =σPb

s⊥,p
Br (1−q)+σPb

s1⊥,p
sp (1−q)+σPb

s1⊥,p

wb q + [σ
Pb

s1,p
sp (1−q)+σPb

s1,p

wb q]sin2∆α. (4.21)

4.3. Results
In order to illustrate the backscatter received in each satellite, a multi-static system is set up with three satel-
lites flying in the same orbit and separated by 350 km in between. Combined with the mono-static model
in chapter 3, the transmitter T in the bistatic system receives signals and behaves as a mono-static radar.
The range of incident angles is from 20◦ to 45◦. All the geometric angles computed from incident angle θi

are shown in figure 4.4. Bistatic angle φb decreases with the increase of incident angle, while scattered and
equivalent mono-static incident angle increase with it, and the magnitudes of these two angles increase with
the distance away from the transmitter T . As the range of the incident angle in this system starts from 20◦
where the specular contribution is negligible, only the wave breaking contribution to non-Bragg mechanism
is included.

The total C-band NRCS received under 10 m/s wind speed condition with different polarization states for
each satellite is illustrated in figure 4.5. Figures from left to right represent the signals received at satellite RA ,
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Figure 4.4: Angles in multi-static system.

T , and RB respectively, and figures from top to the bottom represent the backscatter received at co-polar ori-
entation with vertical incident polarization, co-polar orientation with horizontal incident polarization, and
cross-polarization state respectively. The magnitudes of the received signals at each polarization show the
same feature as the mono-static case in chapter 3, systems with vertical incident co-polarization received the
most significant signals, while cross-polarization systems received signals are the least. Signals received in
horizontal incident polarization state are slightly smaller than the vertical because of the effect of different
geometric scattering features. The three figures in the middle, (b), (e), and (h), which represent the signals
received at satellite T are all symmetric about the zero wind direction, while both side figures are shifted from
the zero wind direction line. The axis of symmetry for both satellites RA and RB are bent because from equa-
tion (4.1) the equivalent azimuth angle is defined not only as a function of wind direction but also includes
the effect of bistatic angle. The bistatic angle is a function of incident angle and it is defined positive all the

time, thus the equivalent azimuth angle is ϕw + φb
2 for satellite RB . This explains why the RA figures shift to

positive wind direction and bend downward, while the RB figures shift to negative wind direction and bend
upward. For the cross-polarization case, both left and right sides figures, (g) and (i), show larger magnitudes
than the middle one, especially for the directions outside the downwind range. This is caused by the assump-
tions made for the cross-polar bistatic scattering, where there are two parts of wave breaking contribution.
One is the partly contribution from co-polar scattering because of the orientation of the scattered filed, an-
other is the uniformly directional distributed cross-polar wave breaking contribution. Adding these two parts
together, the crosswind and upwind received signals are enhanced for bistatic cross-polarization.

4.4. Conclusion
The bistatic backscatter models for co-polarization and cross-polarization are given in equation (4.20) and
(4.21) respectively. For the co-polarized model, the orientation of the receiver antenna is assumed the same as
the dominant Bragg scattering. For the cross-polarized model, the receiver antenna orientation is orthogonal
to the co-polar. The magnitudes variation trend with different polarization is the same as the mono-static
model, vertical co-polarization gives the maximum backscatter, followed by horizontal co-polarization, with
the cross-polarization gives the least. For two receivers trailing (RA) and heading (RB ) the transmitter (T ) in
the same orbit, the backscatter is different as their effective orientation with respect to the wind differs. The
vertical co-polarized model will be applied to upper ocean dynamics simulation in chapter 5.
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Figure 4.5: Multi-static C-band NRCS in fully-developed sea with wind speed u10 = 10 m/s condition. From left to right represents the
signals received at satellite RA , T and RB respectively, from top to the bottom represents the backscatter received at vertical

co-polarization, horizontal co-polarization and cross polarization state respectively.



5
Multi-static upper ocean dynamics

simulation

In chapters 3 and 4, the backscatter models describe the background sea surface where the wind field is uni-
form and the surface currents are absent. In this chapter, the effect of non-uniform surface on the multi-static
backscatter are simulated to manifest the ocean surface features. According to Kudryavtsev et al. [2005], two
mechanisms are considered as the sources of nonuniformity in this study: the near-surface wind field and
surface currents. These mechanisms act on the wind wave spectrum and thus modulate the NRCS. However,
the modulated NRCS is relatively small and not clearly visible in radar images. For better visualization, the
contrasts between short- and long-wave NRCS variations are computed, which are closely linked to changes
in nonuniformity sources. To get a realistic modulation of the radar backscatter, the wind field and currents
are derived from a coupled atmosphere-ocean model and Sentinel-3 Sea and Sand Surface Temperature Ra-
diometer (SLSTR) obeservations. The modulation results are discussed and the simulation from Sentinel-3
measurements is qualitatively validated by comparing with the NRCS contrasts observed by the Sentinel-1
SAR instruments.

5.1. Wave spectrum modulation
In a nonuniform medium, the near-surface wind field and the surface current are the main contributors to
the nonuniformity as suggested by Kudryavtsev et al. [2005]. The wave action spectrum N (k) with consid-
ering these mechanisms is fully described by equation (2.16). The linearized equation with the variation in
the energy source term Q(k) and the dimensionless relaxation time, which describes the time required for
the surface water to recover from shearing stress after the flow has ceased, the small spectrum modulations
induced by the near-surface wind field and the surface current is presented in equation (44) of Kudryavtsev
et al. [2005] as a transfer function T (k) in Fourier space. For the surface current source, further researches in
Johannessen et al. [2005] and Kudryavtsev et al. [2012] indicate that the current divergence is the only term
that is retained after integration over the wind-wave directions. Therefore, the response of the wind-wave
spectrum to the surface current is mainly governed by the divergence of the current field 5·u. Ignoring the
directional effect, the simplified spectral transfer function T in physical space can be written as

T = cτ
k̂−3/2

1+ i · cτk̂−2K̂
mk (u∗/g )5·u, (5.1)

where cτ = m∗/(2cβ) is a constant related to the wind growth parameter cβ ≈ 0.04, while the wind exponent
of spectrum m∗ is estimated for waves longer and shorter than the wave at kmi n = 362 rad/m separately by
Trokhimovski and Irisov [2000]

m∗ =
{

1.1 ·k0.742 k ≤ kmi n

5.61−1.19 ·k +0.118 ·k2 k > kmi n
. (5.2)

The dimensionless wave number of the wind waves and the Fourier component of the surface current are
defined as k̂ = ku2∗/g and K̂ = K u2∗/g , respectively. The wave number exponent of the omnidirectional spec-
trum of the wave action, mk = d ln N /d lnk, is defined in Kudryavtsev et al. [2005]. Hence the modulated
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wave saturation spectrum in the physical space can be written as

Bm(k) = B(k)(1+|T |), (5.3)

where B(k) refers the saturation spectrum in equation (2.39) which is derived under background sea sur-
face conditions. As the saturation spectrum is the base for the backscatter models in chapters 3 and 4, the
modulation of the multi-static radar observables in a nonuniform medium can be applied.

5.2. Simulation from model
A coupled atmosphere-ocean model over California provides the near-surface wind field and the surface cur-
rent velocity field with 1 km spatial resolution. The total wind velocity field is derived from a combination of
the zonal wind velocity component Uw and the meridional wind velocity component Vw . The magnitude of
the total wind velocity is written as

u10 =
√

U 2
w +V 2

w , (5.4)

and it is illustrated in figure 5.1(a). The wind direction with respect to the East is defined as

Figure 5.1: The coupled atmosphere-ocean model outputs over California: (a) the wind velocity magnitudes field and (b) the divergence
of the current field.

ϕw = arctan

(
Vw

Uw

)
. (5.5)

In this example, the computed mean wind direction is equal to −70◦ and is used to better inspect the direc-
tional performance of the modulated models. From the current velocity components, the divergence of the
current field can be derived as

5·u = ∂Uc

∂x
+ ∂Vc

∂y
, (5.6)

where Uc and Vc are sea surface velocity components in the East and the North direction respectively. The
inverted divergence field is illustrated in figure 5.1(b) and thus the red features correspond to the convergence
zone and blue features correspond to the divergence zone.
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A simulation is performed for a multi-static system of three satellites with one transmitter and three re-
ceivers, heading towards the North and looking toward the East is set. The system geometry, which is con-
figured the same way as in chapter 4, is set with 350 km along-track separation and 31◦ near range incident
angle which corresponds to the swath of the Interferometric Wide Swath mode of Sentinel-1.

The modulation of the NRCS by the surface currents and the near-surface wind field are almost invisible
in the SAR images. Therefore contrasts between short- and long-wavelength signals in the NRCS images are
computed. The NRCS contrasts magnify the manifestation of sea surface signatures in comparison to the
original backscatter is used to represent the simulated results. It is defined as the ratio of high-pass and low-
pass filtered NRCS, and can be written as

K m
σ = (σm

0 −σm
0 )/σm

0 , (5.7)

where σm
0 is the modulated NRCS, and σm

0 is the low-pass filtered modulated NRCS. In this case, σm
0 is the

average NRCS over a 5 km ×5 km window. The resulting NRCS contrasts images are shown in figure 5.2. From

Figure 5.2: Multi-static C-band upper ocean dynamics backscatter simulations over California at the position of satellite (a) RA , (b) T
and (c) RB respectively.

left to right, the images are simulations for satellite RA , T , and RB respectively. Both wind patterns and cur-
rents, which correspond to figure 5.1(a) and (b), leave significant traces in the NRCS contrasts images, but the
discussion in this study will limit to ocean patterns. A comparison between figure 5.1 (b) and figure 5.2 reveals
the correlation between the divergence and the NRCS contrasts, the positive/negative NRCS contrasts corre-
spond to convergence/divergence of the surface currents. From figure 5.2 the NRCS modulation for each
receiver varies, without considering the effect of polarization vectors’ rotation in bistatic satellites, the main
difference between these three simulations is the direction with respect to the wind. The left one for satellite
RA is the most sensitive to the small disturbances and shows detailed information of the current. For the
mono-static radar T in the middle, the detailed information for the weak current around the azimuth range
250 km is less visible than that in the satellite RA image. The satellite RB gives the least current details, even
for the strongest current around azimuth range 600 km. The wind direction is −70◦ with respect to the East,
the radar look direction with respect to the wind is changing from the crosswind to downwind, left to right.
Therefore, one can conclude the modulated model is more sensitive to the current in the crosswind direction,
and the sensitivity is decreasing when approaching the downwind direction. For the wind patterns, the sen-
sitivity towards the strip features caused by the wind are getting larger when the radar look direction is closer
to the downwind direction, left to right. The clearest example is the strips at the land edge around azimuth
range over 650 km. This directional change is consistent with the total NRCS changes in the background sea
surface condition, as illustrated in figure 4.5.
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5.3. Simulation from measurements
In this section, an attempt is made to inspect the model performance with optical remote sensing measure-
ments. According to Kudryavtsev et al. [2005], the sea surface temperature (SST) field shows high corre-
spondence with the SAR roughness anomalies. Based on the theory introduced in section 1.1, the Ekman
transport mechanism causes the divergence together with the temperature gradients, including the diabatic
mixing mechanism, the divergence can be derived from the Sentinel-3 SLSTR SST measurements and used
to perform the modulation.

5.3.1. Research area
The Western Gulf of Mexico is chosen as a research area, considering the upper ocean dynamics and data
availability. This is a highly dynamic area and the dynamics are dominated by the powerful northward Yu-
catan Current. This strong current flows into the basin and forms a warm loop, called the Loop Current
that exits through the Florida Straits Counillon and Bertino [2009]. This Loop Current repeatedly sheds large
scale (100- to 200-km diameter) anticyclonic rings Müller-Karger et al. [1991] which advect westwards Elliott
[1982]. This process contributes to the abundant local ocean circulations inside the Western Gulf of Mexico
basin and such upper ocean currents are routinely monitored via in-situ measurement method and satellite.

From the remote sensing aspect, the Western Gulf of Mexico has three essential advantages. Firstly, re-
duced cloud cover during the Northern hemisphere spring limits the contamination of SST data by clouds.
Secondly, the temporal offset is relatively small (4 hours), such that temperature variations during these peri-
ods are limited. Lastly, abundant reduced atmosphere effect SAR images give more chance to find data with
consistent ocean features in the SST measurements.

5.3.2. SST-derived divergence
The SST measurements with reduced cloud cover in the research area is illustrated in figure 5.3. A strong
current with a cold core is present at the top of the figure, and a weak eddy is located in the middle of the
bottom.

Figure 5.3: Sea surface temperature field derived from Sentinel-3 image with white spots represent masked clouds (11 April, 2019, 04:06
UTC).

According to Kudryavtsev et al. [2005], the divergence can be derived from the SST based on the Ekman
transport and Ekman layer diabatic mixing mechanisms. To compute the divergence, the vorticity of the QGC
field should be computed first. Vorticity as a characteristic of the kinematics of the flow describes the motion
of the water. It is defined as the rotation of a fluid. From Poisson’s equation, the vorticity of the QGC can be
written as

Ω=−∇2ψ, (5.8)

where∇2 is the Laplace operator, andψ is the stream function of the QGC field. The stream function is defined
for incompressible flows and its derivative with respect to any direction would give the velocity component
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at right angles to that direction. Considering the surface quasi-geostrophic (SQG) dynamics, a practical ap-
proach for deriving the stream function from the SST field is proposed by Isern-Fontanet et al. [2008]. In the
Fourier space, the stream function ψ̂(k, z) and the SST field T̂s (k) are linked by the relation

ψ̂(k, z) = gαT̂s (k)

f nbk
en0kz , (5.9)

where α= 207×10−6K −1 is the volumetric thermal expansion coefficient of water at 20◦C . The Brunt-Väisälä
frequency N determines the Prandtl ratio n = N / f , here n0 = nb = 50 as assumed by Kudryavtsev et al. [2012].
The depth z = 10µm is where the sea surface temperature is measured. By combining equation (5.8) and
equation (5.9), the vorticity derived from the SST data is computed, which is illustrated in figure 5.4. The
vorticity field shows a variety of patterns and it traces even the weak temperature fronts within the eddy.

Figure 5.4: The vorticity of surface quasi-geostrophic current field derived from sea surface temperature.

In addition to the vorticity field, taking into account the interaction between Ekman flow and QGC, and
thermal wind equation which represents the diabatic mixing mechanism in the Ekman layer. The divergence
in the Fourier space reads

�∇·u = iα

γ1/4
d n1/2

b

· g v∗
f 2

[
s · sin(ϕw −ϕK )+ iγ3/4

d n1/2
b

v∗K

| f |
]

K 2T̂s , (5.10)

where γd = 0.2 is a constant, f = 10−4s−1 is the approximated Coriolis coefficient. The sign of Coriolis pa-
rameter, s = si g n( f ), is positive in northern hemisphere and negative in south hemisphere, ϕw is the wind
direction vector, ϕK is the direction of wave number vector K, K = |K|. The friction velocity in the water v∗ is
defined as

v∗ =
√

τ

ρw
(5.11)

for general cases with τ = ρaCD u2
10. To show the consistence with the more clear, the magnitude of derived

divergence is inverted and illustrated in figure 5.5, the convergence/divergence patterns trace the gradients
of vorticity field.

5.3.3. Simulations
Based on the wind measurements at the acquisition time of the Sentinel-3 data set, the wind input for the
simulation is blowing northerly with 5 m/s mean speed. The multi-static observation geometry for the West-
ern Gulf of Mexico is set the same as in section 5.2 and the simulation results are illustrated with the NRCS
contrasts computed from equation (5.7). Here, the low-pass filtered modulated NRCS is averaged over the
30 km × 30 km window and the NRCS contrasts images are illustrated in figure 5.6 which only contain ocean
surface signatures due to currents. From left to right, the images are simulations for satellite RA , T , and RB

respectively. These images are too noisy to see the sensitivity of the current changes with the relative azimuth
direction and details of the currents, but all of them do show the current signatures. The positive/negative
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Figure 5.5: The inverted divergence of current field.

Figure 5.6: Multi-static C-band upper ocean dynamics backscatter simulations over the Western Gulf of Mexico at the position of
satellite (a) RA , (b) T and (c) RB respectively.

NRCS contrasts correspond to convergence/divergence of the surface currents in figure 5.5, except the posi-
tive spots caused by the clouds. The outline of the upper cold-core current with strong temperature gradients
is clearly shown in the NRCS contrasts patterns, while the eddy in the south with weak temperature gradients
is fuzzy in all the simulations.

A Sentinel-1 SAR amplitude data set which shows similar upper ocean surface signatures with the SST
measurements and covers the research area is used to inspect the performance of the simulations. The NRCS
contrasts pattern of this SAR data set is constructed in the same way as the simulations from the optical
measurements and shown in figure 5.7. As the acquisition time difference between SAR and optical data sets
is about four hours, and the currents change during this period time, the current features in the two data sets
are not identical. In the SAR contrasts pattern, the cold-core current in the north and the eddy in the south
are visible, but the eddy pattern is contaminated. Focusing on the current in the north and comparing with
the simulations in figure 5.6, the overall magnitude scale to illustrate the contrasts are the same and the bright
outlines of the current in both figures trace the convergence zone in figure 5.5, thus the simulated results are
qualitatively validated in this study.

5.4. Conclusion
Both the near-surface wind field and the surface currents contribute to modulate the multi-static radar ob-
servables, and their modulation performance changes with the observation direction of the satellite. The
observed wind pattern magnitudes are larger in the downwind direction than in the crosswind direction. For
the currents, the satellite in the crosswind direction is more sensitive to the current signatures, while the
sensitivity decreases when the observation direction is closer to the downwind direction.

Considering the surface currents effect only, the modeled backscatter from the optical SST measurements
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Figure 5.7: The radar observables from Sentinel-1 image (11 April, 2019, 00:10 UTC).

is qualitatively validated with the SAR observables in the overall magnitudes scale and the spatial distribu-
tion of convergence zone aspects. Three main factors contribute to the differences in the images. Firstly, the
sea surface temperature is considered as the only source which contributes to the divergence, other dynamic
processes like wind and salinity which would contribute to the surface signatures are excluded. Therefore,
the pattern of the simulated results is an approximated sea surface that shows only the sea surface temper-
ature related signatures. Moreover, the simulated signatures heavily rely on the strength of the temperature
gradients, currents with weak temperature gradients are not visible in the simulations. Secondly, during the
acquisition time difference between these two data sets, the temperature fronts change and thus change the
scale of the structures and cause the shift of the divergence/convergence zones. Thirdly, the less quantity and
the lower resolution of the sea surface features exhibit in the simulation indicate that the radar is much more
sensitive to the surface features than the optical sensing instruments.





6
Conclusions and recommendations

6.1. Conclusions
In this study, the research question, how do surface features modulate the multi-static radar signatures of the
ocean surface, is answered by covering three sub-questions proposed in section 1.3. The first sub-question is
answered in chapter 2, by analytically describing wave spectra that are suitable to use for backscatter models.
The second sub-question is addressed in chapters 3 and 4, where a bistatic ocean backscatter model is derived
based on an ocean wave spectrum. The third sub-questions is answered in chapter 5 where the modulation
of backscatter by surface currents, which are derived from the Sentinel-3 Sea and Land Surface Temperature
Radiometer (SLSTR) sea surface temperature measurements. Those simulations over the Western Gulf of
Mexico are qualitatively validated with Sentinel-3 synthetic aperture radar (SAR) measurements.

• How to represent the wave spectrum over the range of wave numbers that are relevant to radar obser-
vations?

The curvature spectrum, which is validated from the spectral peak up to gravity-capillary peak wave
number range, is constructed by considering the microwave measurements are modeled by waves with
different scales. This wave spectrum consists of two spectral regimes. The long-wave curvature spec-
trum corresponds to the energy-containing range, is empirically derived from in-situ or tank measure-
ments. The short-wave curvature spectrum correspond to equilibrium range, is derived from energy
balance equation with the assumptions that the wind is steady and no currents present.

• How to model backscatter for mono-static SAR and convert it to a bistatic system?

Three different mechanisms, Bragg scattering, specular reflection, and wave breaking, are considered
in constructing a mono-static backscatter model. Specular reflection is dominant when incident an-
gles are smaller than 20◦, the other two mechanisms gradually increase as the incident angle increases.
Specular reflection and wave breaking mechanisms’ contributions do not depend on the polarization
of the incident wave, while Bragg scattering slightly changes because of different scattering coefficients.
Combine these three mechanisms, the total backscatter is larger in the downwind and upwind direc-
tion, while it is smaller in the crosswind direction. For co-polarization backscatter, the models are
based on statistical theories, while only empirical models are available for cross-polarization.

The bistatic backscatter is approximated with an equivalent mono-static system that is located in the
middle of the transmitter and the receiver. The polarization changes are accounted for by a rotation that
depends on the bistatic angle. The rotation of all three scattering mechanisms is different, but the ref-
erence polarization is taken in such a way that Bragg scattering only contributes to the co-polarization
channel. Specular and wave breaking scatter have therefore contributions to both the co-polarization
and cross-polarization. For two receivers trailing and heading the transmitter in the same orbit, the
backscatter is different as their effective orientation with respect to the wind differs.

• How do current features modulate the wave spectrum, and how do these translate to a modulation of
the multi-static NRCS?

The surface currents contribute to modulate the multi-static radar observables by altering the waves.
A transfer function is used to apply this alteration to the wave spectrum. The modulation changes with
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the effective observation direction of the transmitter-receiver system. In the crosswind direction, the
satellite is more sensitive to the current signatures, while the sensitivity is smallest when the observa-
tion direction is in the downwind direction. The method to modulate backscatter has been demon-
strated over the Western Gulf of Mexico, with the use of SST-derived currents. The results have been
qualitatively validated using data from an overpass of the Sentinel-1 SAR satellite.

6.2. Recommendations
The results in this study might further be improved, hence several recommendations are made for further
research. The recommendations are listed for each research chapter as follows:

• The full wave number range wave spectrum of wind waves in chapter 2

– The spectrum of the long-waves is established with empirical relations derived from in-situ or
tank measurements. Combining satellite radar altimetry measurements with SAR alows long-
wave spectrum to be better understood and characterized.

• The mono-static backscatter model for all polarization states in chapter 3

– Only the performance of the vertical co-polarization mono-static model with medium wind speed
is validated insofar as the C-band geophysical model function (CMOD5.N) provides. The valida-
tion of the model for other polarization states could be made with other data sources.

• The application of the mono-static model to bistatic geometry in chapter 4

– The geometry of the bistatic receivers are approximated symmetric around the transmitter and
thus the only difference in geometry is the azimuth angle. To be more accurate, each receiver
should have a specific geometry, accounting for the attitude laws of the satellites, which in turn
are designed to compensate the rotation of the Earth.

– The definition of the co-polarization states in the bistatic system based on the assumption that
the orientation of the receiver antenna is the same as the dominant Bragg scattering. In general,
the receiver not always locates in the optimal direction, thus the rotation of receiver antenna with
respect to the dominant Bragg scattering field should be addressed.

• Modulate the multi-static radar observables by current features in chapter 5

– The sensitivity to surface signatures changes with the direction, a directional expression for trans-
fer function which is supposed to minimize the differences should be proposed.

– Selecting the optical and SAR data-pair, which shows the same sea surface signatures, is a time
-consuming work. A machine learning algorithm with specific training data sets considering the
cloud cover, acquisition time difference and similarity of detected features should be proposed to
make this process more efficient.

– The visible sea surface features in the simulations with divergence derived from sea surface tem-
perature heavily rely on the strength of the temperature gradient. And there could be cases where
temperature fronts present but no radar detectable features. Therefore, the contribution of SST to
radar observables should be further studied and other sea water properties should be included in
deriving the divergence.
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List of Constants

The list describes all the constants that are used within the body of the document

α Volumetric thermal expansion coefficient of water at 20◦C 207×10−6K −1

αg Tuning parameter inside the gravity range 5×10−3

γ Surface tension of water at 20◦C 0.07275J/m2

γd Constant for computing divergence of the surface current 0.2

κ Von Karman constant 0.4

θwb Mean tilt of the non-Bragg scattering area 5 ·10−2

ρa Density of air at 15◦C 1.225kg/m3

ρw Density of water 1000kg/m3

εwb Ratio of vertical to horizontal scale of the breaking zone 5×10−3

εr Relative dielectric constant of 25◦C pure water at a frequency of 5.35 GHz 73+18i

a∗ Coefficient for computing the roughness scale 0.018

a0 Constant for computing Elfouhaily’s spreading function ln(2)/4

ap Constant for computing Elfouhaily’s spreading function 4

av Coefficient for computing the roughness scale 0.1

Bwb Saturation spectrum for computing cross-polarization wave breaking NRCS 10−2

br Coefficient for the breaker wave number upper limit 0.1

cb Empirical constant for computing Isw 4.5×10−3

cm Minimum phase velocity at the gravity-capillary peak 0.23m/s

cq Coefficient for computing the fraction of wave breaking covered area 10.5

d Division coefficient in composite model 1/4

f Coriolis parameter in f-plane approximation 10−4s−1

g Gravitational acceleration 9.80665m/s2

kwb Wave breaking wave number 2π/0.3r ad/m

nγ Tuning parameter inside the capillary-gravity range 1

ng Tuning parameter inside the gravity range 5

s2
wb Mean square slope of enhanced roughness (assumed isotropic) of the wave breaking zone 0.19

v Kinematic viscosity coefficient of sea water at 20◦C 1.15×10−6m2/s

va Kinematic viscosity coefficient of air at 15◦C 1.47×10−5m2/s

X0 Dimensionless fetch 2.2×104
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