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A B S T R A C T

Recent research highlights the potential of consumption-based feedback for water conservation, emphasizing
the need for Non Intrusive Water Monitoring (NIWM). However, existing NIWM studies often rely on small
datasets, a pre-selected class of models, and inaccessible software. Here, we introduce PyNIWM, a machine
learning-based open-source Python framework for NIWM. PyNIWM enables water end-use classification via (i)
data characterization and feature engineering, (ii) water end-use event classification with four machine learning
classifiers, and (iii) performance assessment. We demonstrate PyNIWM on a real-world dataset containing
around 800,000 labeled end-use events from 762 homes across the USA and Canada. The four PyNIWM
classifiers achieve F1 scores above 0.85, indicating high suitability for water end-use classification. However,
a tradeoff between accuracy and computational cost exists. Finally, data balancing through oversampling
enhances classification of low-represented end-use classes, but does not improve overall classification. We
release PyNIWM as an open-source software, aiming for collaborative and reproducible research.
1. Introduction

Water demand-side management (DSM) strategies have gained in-
creasing popularity in urban water management to complement supply-
side operations and foster water conservation (Abu-Bakar et al., 2021).
As water utilities embrace digital technologies such as advanced me-
tering infrastructure (AMI) (Cominola et al., 2015), customer-centered
services are becoming one of the core elements of their digitaliza-
tion journey (Stewart et al., 2018; Boyle et al., 2022; Daniel et al.,
2023). Furthermore, there is growing evidence about the potential of
consumption-based feedback and other demand management options
to foster water conservation behavior both in the short- and long-
term (Cominola et al., 2021). High-resolution data collected at the
scale of individual households with a sub-daily sampling frequency
can play a pivotal role in delivering detailed information to support
demand-side management programs, encourage more sustainable water
uses, detect anomalies (e.g., leakages, faulty meters), and potentially
providing detailed input to network-scale models of cyber–physical
water systems (Taormina et al., 2018). This has motivated recent
research targeting detailed understanding of the characteristics of water
demands, down to different water end uses (e.g., showering, out-
door usage) (Mazzoni et al., 2022), along with identifying the socio-
demographic, technological, climate, and behavioral determinants of
water demand and their dynamics over time (Cominola et al., 2023).

∗ Corresponding author at: Chair of Smart Water Networks, Technische Universität Berlin, Straße des 17. Juni 135, Berlin, 10623, Germany.
E-mail addresses: marie-philine.gross@tu-berlin.de (M. Gross), R.Taormina@tudelft.nl (R. Taormina), andrea.cominola@tu-berlin.de (A. Cominola).

Extracting information from single-point digital meters on how
household water users use water across many end uses requires ad-
vanced and proper analytics techniques, as installing individual meters
for each fixture is neither economically convenient nor socially accept-
able (Cardell-Oliver et al., 2024). Since the seminal study on Nonintru-
sive appliance load monitoring by Hart (1992), the problem of estimating
the contribution of individual end uses to the aggregate household
consumption – called energy disaggregation or Non-Intrusive Load
Monitoring (NILM) – has been studied for more than 30 years in
the electricity field. Several approaches have been developed in the
literature to address the NILM problem (Zoha et al., 2012; Schirmer and
Mporas, 2022), yielding also the development of open-source toolkits
for algorithm testing and benchmarking (Batra et al., 2014) and shared
data (e.g., Kolter and Johnson, 2011; Makonin et al., 2013). NILM can
be formulated either as a classification problem, where the goal is to
label the operating state of individual appliances over time, or a regres-
sion problem, where the goal is to estimate the power consumption of
each appliance at a given time (Precioso and Gómez-Ullate, 2020).

Conversely, the similar problem of disentangling which end-use
activities occur over time in a household is still an open research
challenge in the water sector. We here call this problem Non-Intrusive
Water Monitoring (NIWM). The general aim of NIWM is similar to
https://doi.org/10.1016/j.envsoft.2024.106247
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NILM in the electricity sector. However water and electricity meter
ignals of single-family houses are substantially different as for two
ain aspects. First, the total power load of a household is generally

lways positive over time due, e.g., to the operation of refrigerators,
eating, ventilation, and air conditioning (HVAC), and plugs (Makonin
t al., 2013). Several periods of zero water flow, instead, can occur

during a day, e.g., when nobody is at home and no programmable
ixtures are in operation (Mazzoni et al., 2021). Second, many studies

concluded that, while still relevant, concurring water use activities in
single family houses account for a relatively small proportion of all
water use activities (Attallah et al., 2023). Concurrent events (e.g., a
oilet flush occurring simultaneously to irrigation) are primarily ob-

served simultaneously to long events such as outdoor irrigation, but
any water use activities occur in isolation (Mazzoni et al., 2022).

A household power signal, instead, shows a great deal of activities
happening simultaneously (Hart, 1992).

Acknowledging the above characteristics of a typical water con-
sumption signal recorded by a digital meter for single-family house-
holds, NIWM is typically tackled in two sequential stages. First, a disag-
gregation phase aims at separating concurring water use events (Bethke
et al., 2021). This is followed by end-use classification, which assigns
an end-use label (e.g., faucet, toilet, shower) to each end-use event
resulting from the disaggregation phase (Heydari et al., 2022). Different
pproaches for residential water end-use data collection and NIWM
ave been recently proposed in the literature. However, several re-
earch and technical challenges remain open. Most early examples of
oftware tackling at least one of the phases of NIWM, e.g., TraceWiz-
rd (Mayer et al., 1999) and Autoflow (Nguyen et al., 2015), are not

available open source and require trained analysts and labor-intensive
manual processing. More recent studies contributed either open water
nd-use data or open-source software for NIWM. However, some of
hem focus only on the early-stage phase of high-resolution water end-
se data collection, e.g., via IoT technologies (Di Mauro et al., 2019),

or on data collection, processing, storing, and accessibility (Cominola
t al., 2018a; Pacheco et al., 2021; Di Mauro et al., 2022), without
ddressing the final end-use classification in NIWM. Other studies
ithin this group achieve water end-use classification, but they are
rimarily demonstrated on small-scale datasets comprising only one
ousehold (Heydari et al., 2022), a few household from the same
ity/region (Attallah et al., 2021, 2023; Bastidas Pacheco et al., 2022),

or synthetic data (Cominola et al., 2018b). Finally, some machine
earning (ML) based approaches to end-use classification rely on a
reselected class of models (see, e.g., Vitter and Webber, 2018; Heydari

et al., 2022). Overall, these limitations combined with the still limited
availability of large-scale open datasets with end-use ground truth la-
bels have so far greatly limited comparative studies and benchmarking
of NIWM methods (Di Mauro et al., 2021).

Here, we present the machine learning-based Non Intrusive Water
Monitoring framework and software PyNIWM, which tackles the end-
se classification phase in NIWM. The framework is composed of
hree sequential modules that perform (i) data characterization and
eature engineering, (ii) water end-use event classification, and (iii)
erformance assessment. In this first version, we implement four ML
lgorithms for water end-use classification at the core of PyNIWM.
ur approach features automated robust algorithm training, perfor-
ance assessment via multiple quantitative classification metrics, and

valuation of the computational time required for classifier training.
The contribution of this work is three-fold. First, we enable com-

parative testing of different ML methods for NIWM and demonstrate
PyNIWM on a dataset comprising 800,000 water end-use events, aiming
for generalization. Second, we assess both end-use classification accu-
racy and computational time requirements, thus providing a framework
for testing the scalability of different NIWM classifiers. Finally, we
release PyNIWM as an open-source software available to researchers
and practitioners, aiming for future use, collaborative development,

and reproducible research. T

2 
2. Problem formulation and PyNIWM framework

The PyNIWM framework for Non Intrusive Water Monitoring we
propose here tackles the end-use classification phase of NIWM as a
supervised learning problem. We thus here assume that labeled end-use
ata are available for training from the disaggregation phase (when
eeded) and this data is organized in a tabular format as input of
yNIWM. Each tuple of the input data table refers to a 𝑖-th water end-
se event and contains its associated 𝑀 features 𝑓𝑖 = [𝑓𝑖,1, 𝑓𝑖,2,… , 𝑓𝑖,𝑀 ]
e.g., event duration, water volume, peak flow, flow mode, time-of-
ay, day-of-week), along with the end use class label 𝑐𝑖 for that event.
he resulting tuple for an event is thus a vector 𝑒𝑖 = [𝑓𝑖, 𝑐𝑖]. Given
 set of 𝑁 water end-use events 𝐸 = [𝑒1, 𝑒2,… , 𝑒𝑁 ], each described
y its tuple of associated features and class label, PyNIWM solves
 supervised learning problem aimed at assigning pre-defined water
nd-use categories (e.g., shower, tap, toilet, dishwasher) to water end-
se events based on their input features (e.g., event duration, water
olume, peak flow). This is achieved in PyNIWM by training one or
ore ML classification algorithms such that:

𝜃∗𝑗 = argmin𝜃[𝐿(𝐶𝑒 − �̂�𝑗 (𝜃𝑗 , 𝐹 ))] (1)

where 𝐶𝑒 = [𝑐1, 𝑐2,… , 𝑐𝑁 ] is the vector of observed water end-use
classes for all events; �̂�𝑗 the corresponding vector of end-use classes
estimated for all events by the 𝑗-th classifier implemented in PyNIWM,
which are computed as a function of the classifier parameters 𝜃 and the
end-use event feature matrix 𝐹 ; 𝐿(𝐶−�̂�𝑗 ) is the training loss accounting
for the difference between observations and model estimates computed
on the training dataset; and 𝜃∗𝑗 the vector of optimal parameters for the
𝑗-th classifier in PyNIWM.

The PyNIWM framework we propose here to solve the problem
ormulated in Eq. (1) and achieve automated ML-based water end-

use event classification is composed of three sequential modules (see
Fig. 1). In the first module – Data Characterization & Feature Engineer-
ing – labeled water end-use event data are pre-processed to remove
utliers, perform feature engineering, and build the input database to

train and test water end-use classifiers. The second module — End-
Use Classification represents the core of PyNIWM, where different ML
classifiers are implemented to classify end-use events based on the
nput features engineered in the previous module. In the current version
f PyNIWM we implement four classification algorithms, i.e., Artifi-
ial Neural Networks, two gradient boosting methods (LightGBM and

XGBoost), and a Random Forest classifier. This module can perform
hyperparameter tuning with grid-search, stratified k-fold cross vali-
dation, and multiple runs for each method, starting from different
seeds. Finally, in the Performance Assessment module, the performance
of the ML algorithms used for end-use classification is comparatively
nalyzed, both in terms of aggregate and end-use level classification
ccuracy, as well as computational cost.

Each module of PyNIWM is further detailed in the following sec-
ions.

2.1. Data characterization & feature engineering

In the first module of PyNIWM – Data Characterization & Feature
Engineering – individual water consumption events are processed with
a three-fold goal. First, data cleaning: we identify and remove outliers
nd end-use events with lacking feature values. Possible outliers in-
lude, for instance, water use events with unrealistic values of water
olume, peak flow, or duration. We rely on Tukey’s fences for outlier
etection (Tukey, 1977). Accordingly, 𝑓𝑖,𝑥, which is the value of feature

𝑥-th for water end-use event 𝑖, is classified as an outlier if:
𝑓𝑖,𝑥 ∉

[

𝑄1 − 𝑘
(

𝑄3 −𝑄1
)

, 𝑄3 + 𝑘
(

𝑄3 −𝑄1
)]

(2)

where 𝑄1 is the 25th empirical quartile of all observations for that
eature, 𝑄3 is the 75th empirical quartile, and 𝑘 = 1.5. With this 𝑘 value
ukey’s fences approximate the 99.7% confidence interval defined for



M. Gross et al. Environmental Modelling and Software 183 (2025) 106247 
Fig. 1. Flowchart describing the three-step framework for Non Intrusive Water Monitoring implemented in PyNIWM.
normal distributions by a distance of three standard deviations from
the mean (Tukey, 1977).

Second, data exploration: we characterize the input dataset of water
use events with basic statistics on, e.g., the dataset size in terms of
number of water use events, and count the occurrence of each water
end-use class to assess whether the dataset is imbalanced. Further, we
quantify pair-wise correlation among different water use event features
(e.g., duration and water volume) and analyze specific features such
as time-of-day or day-of-week indicating when a water end-use event
happened to allow preliminary pattern discovery based on visual inves-
tigation. By extracting the hour of the day and day of the week from the
timestamp, we can explore behavioral patterns for certain appliances.
Finally, we jointly analyze the water volume, duration, and peak flow
for each end-use category. This provides first insights into water-use
behavior and what kind of appliances are used, such as faucets with
aerators or high-efficiency toilets. If necessary, this analysis can also
be used to split end-use classes into, e.g., old and modern appliances,
to potentially increase training performance. While here we assume
knowledge of end-use event labels at least for a subset of samples to
be used for model training, these statistics can be computed either
considering the entire sample of water end-use events, thus ignoring
end-use labels, or independently for each end-use class.

Third, feature engineering and train–test split: in this module we im-
plement additional feature engineering (i.e., feature scaling and one-hot
encoding for time-related variables such as time-of-day and day-of-
week), along with data splitting for model training, validation, and
testing to build a suitable dataset for the End-Use Classification module.
PyNIWM also allows investigating the influence of data imbalance on
model performance by optionally balancing the water end-use classes in
the training dataset before model calibration. To accomplish this task,
we implement the Synthetic Minority Oversampling Technique (SMOTE)
algorithm (Chawla et al., 2002). SMOTE oversamples the minority
classes to yield a balanced dataset. Each new sample 𝑓𝑖,new is computed
along the vector connecting the initial sample 𝑓𝑖,initial and one if its k
nearest-neighbors 𝑓𝑗 ,initial as follows:

𝑓𝑖,new = 𝑓𝑖,initial + 𝜆
(

𝑓𝑗 ,initial − 𝑓𝑖,initial
)

. (3)

In this study a sample 𝑓𝑖,initial is the vector of features for an end-use
event 𝑖, 𝜆 is a random number between 0 and 1 and 𝑘 = 6 nearest
neighbors are computed based on Euclidean distance.
3 
2.2. End-use classification

The first release of the PyNIWM framework presented here in-
cludes four state-of-the-art ML classifiers adapted for NIWM. A detailed
overview on these methods is provided in the next paragraphs and in
Table 1. This module of PyNIWM includes also grid-search hyperpa-
rameter search, stratified k-fold cross validation, and runs over multiple
seeds to enable robust training of each classifier.

2.2.1. Random forest classifiers
Random Forests (RFs) are a ML learning ensemble technique for

supervised learning. Since their first formulation in Breiman (2001), RF
have been widely used across various domains, due to their suitability
both for regression and classification tasks and ability to approximate
complex non-linear relationships. At its core, a Random Forest is a
collection of decision trees. Each tree is a non-parametric supervised
learning algorithm with a hierarchical structure aimed at partitioning
data into homogeneous subsets. The hierarchical structure of a decision
tree is composed of nodes, which contain a series of control rules which
splits input data based on a series of if-then conditions applied to
their features, and branches, which connect the nodes. Each partitioning
operation in a decision tree is based on an information index (e.g., the
Gini index), which allows RFs to partition the data in homogeneous
groups (Kuhn et al., 2013). The final nodes at the bottom level of
the hierarchical structure are called leaves and are used to assign the
class level. The depth of a tree increases with the complexity of the
relationship the tree needs to approximate and its level of fit. During
the training phase of a RF, multiple decision trees are constructed, each
using a random subset of the training dataset and a different subset of
features. These individual trees independently make predictions, and
the ensemble combines their outputs, typically through voting or aver-
aging, to compute the final prediction. This aggregation of predictions
results in a model that is robust to overfitting, generalizes well to new
data, and can handle high-dimensional datasets, making it suitable for a
wide range of applications. Feature importance scores can be calculated
for the input variables that are more frequently used or that bring most
information to tree branching, facilitating interpretability.
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Table 1
Classifiers implemented in PyNIWM for water end-use event classification.
Classifier Acronym Reference Implementation

Random Forest RF Breiman (2001) Pedregosa et al. (2011)
Gradient Boosting methods LGBM Ke et al. (2017) Microsoft Corporation (2017)

XGB Chen and Guestrin (2016) The XGBoost Contributors (2016)
Artificial Neural Networks ANN Battaglia et al. (2018) Chollet et al. (2015)
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2.2.2. Gradient boosting methods
Gradient Boosting Methods (GBMs) are powerful ensemble tech-

niques where the predictive power of multiple weak learners is com-
bined sequentially to forge a robust predictive model. While different
types of weak learners can be employed, decision trees are predomi-
nantly utilized due to their effectiveness in capturing complex patterns
in data. The resulting approach differs from other tree-based ensemble
methods such as Random Forests, which construct numerous decision
trees independently and average the predictions. Conversely, GBMs
construct decision trees additively, where each tree is built to correct
the errors of the previous trees.

In PyNIWM we integrate two notable GBMs: XGBoost (XGB) and
ightGBM (LGBM). XGB, introduced by Chen and Guestrin (2016),

builds trees iteratively, aiming to minimize an aggregate score that
ncludes both past and current tree structures. Gradient descent then
ine-tunes the leaf values of each tree. On the other hand, LGBM,
ntroduced by Ke et al. (2017), utilizes histogram-based techniques,

converting continuous features into discrete bins to expedite training.
This algorithm prefers a leaf-wise tree growth, focusing on the most
impactful leaf to minimize loss. This growth strategy tends to achieve
lower losses than level-wise growth strategies, but at the same time
tends to overfit, especially for small datasets.

2.2.3. Artificial neural networks
Artificial Neural Networks (ANNs) are ML models initially devel-

ped to mimic the functioning of the human brain. In their basic form,
nown as the feed-forward neural network or multi-layer perceptron
MLP), ANNs consist of a collection of nonlinear processing units, or
eurons, arranged across multiple cascading interconnected layers. The
implest ANNs features an input layer, a single hidden layer – where
ost of the processing takes place – and an output layer. Each neuron

n a given layer receives signals from all neurons of the previous
layer, and produces an output via some non-linear activation function
(e.g., sigmoidal functions or rectified linear units) of the weighted sum
of these inputs. The weights associated with the connections between
neurons represent the parameters to optimize when training the ANN.
n supervised ML, ANN training generally involves the minimization
f a loss function, e.g., a suitable estimate of the error between its
redicted values at the output layer and observed target values in

the training data. Variants of stochastic gradient descent are used to
perform the minimization process, where the gradients of the weights
in the inner layers are computed via the chain rule of derivation
(e.g., back-propagation).

ANNs have been widely employed due to their universal approx-
imation capabilities. In the last decade, Deep Learning methods –
generally referred to as ANNs with more than one hidden layer, usu-
lly incorporating either spatial, temporal, and relational inductive

biases (Battaglia et al., 2018; Chollet, 2021) – have revolutionized
most fields of science and technology, with substantial contributions
in water resources management and engineering (Kratzert et al., 2018;
Zounemat-Kermani et al., 2020; Bentivoglio et al., 2022; Garzón et al.,
2022). In PyNIWM we implement MLPs with varying number of hid-
den layers to perform the water end use classification task. We use
arly-stopping and add dropout layers (Gal and Ghahramani, 2016) to
mprove the generalization ability of the models, which are all trained
ith the Adam stochastic optimization algorithm (Kingma and Ba,

2014).
 l

4 
2.3. Performance assessment

In the last module of PyNIWM we assess and compare the perfor-
mance of the different ML classifiers for water end-use classification
using a thorough set of quantitative metrics commonly used for clas-
sification problems. In particular, we resort to different multi-class
versions of the F1-score (F1). For a binary classification problem, F1
is defined as the harmonic mean of precision and recall:

𝐹1 𝑠𝑐 𝑜𝑟𝑒 = 2 ∗ 𝑃 𝑟𝑒𝑐 𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐 𝑎𝑙 𝑙
𝑃 𝑟𝑒𝑐 𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐 𝑎𝑙 𝑙 (4)

Precision and Recall are formulated in the two equations below:

𝑃 𝑟𝑒𝑐 𝑖𝑠𝑖𝑜𝑛 = 𝑇 𝑃
𝑇 𝑃 + 𝐹 𝑃 (5a)

𝑅𝑒𝑐 𝑎𝑙 𝑙 = 𝑇 𝑃
𝑇 𝑃 + 𝐹 𝑁 (5b)

Precision is defined as the ratio between true positives (TP), i.e., cor-
rectly classified positive instances, and the overall amount of positives
predictions returned by the model (including both TP and false pos-
tives (FP), i.e., negative instances incorrectly classified as positive
ases). Recall quantifies the ratio between the total number of cor-

rectly classified positive samples (TP) and the amount of positive cases
contained in the dataset (including both TP and false negatives (FN),
i.e., positive instances incorrectly classified as negative cases).

When dealing with multi-class classification, aggregate F1 metrics
re obtained by calculating them over the entire sample or by com-
ining the individual scores obtained for each class. Three averaging
ethods are usually employed, yielding three different metrics known

s the macro-, micro-, and weighted- F1. The macro-averaged F1 (macro-
1) is computed by simply taking the arithmetic mean of the per-class
1 scores obtained for each class:

macro-𝐹1 = 1
𝑁

𝑁
∑

𝑖=1
𝐹1𝑖 (6)

where 𝑖 is the class index and 𝑁 is the number of classes. This method
reats all classes equally regardless of their support values, i.e., the
umber of actual occurrences of the class in the dataset. Therefore, this
etric reflects well the overall performances when working with a bal-

nced dataset, but it can be affected significantly by the performances
n small classes.

Micro averaging computes a global average F1 by counting the sums
f TP, FP, and FN across the entire dataset and plugging these values
n Eqs. (5) and (4). This version of the F1 is useful when reporting
n overall classification performance regardless of the class, and it is
mployed for both balanced and imbalanced datasets. Micro-F1 offers

a global overview that might still mask performance issues on minority
lasses.

Finally, the weighted-averaged F1 (weighted-F1) is calculated by
aking the weighted mean of all per-class F1 scores, where the weights
efer to the proportion of each class’ support |𝑖| relative to the overall
ardinality 𝑀 of the dataset, as follows:

weighted-𝐹1 = 1
𝑀

𝑁
∑

𝑖=1
|𝑖| × 𝐹1𝑖 (7)

where 𝑀 =
∑𝑁

𝑖 |𝑖|. The weighted aggregation renders this metric better
uited for performance assessment on imbalanced datasets. However,
he weighted-F1 may disproportionately reflect the performance of the
arger classes, potentially masking poor performance on small ones.
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We implement all three F1 formulations in PyNIWM. In addition to
these aggregate metrics, we analyze the end-use classification results
for each method by visual inspection of its confusion matrix, which
reports how many predictions are correct/incorrect for each water
end-use class.

Beside the above classification accuracy metrics, we also assess the
performance of each classifier by recording its computational time,
i.e., the amount of time needed by each algorithm for a complete model
training run.

3. Data and experimental settings

In this study, we demonstrate PyNIWM and assess its capability
to perform water end-use classification using input data from the
event log from the Residential End Uses of Water Study, Version 2
(REU2016; DeOreo et al., 2016). The water end-use sample gathered
within the REU2016 study originally comprises water flow data from
762 homes spread across nine cities in the United States and Canada.
Residential water consumption was monitored for each home with
a single-point smart meter, which recorded water flow data with a
sampling resolution of 10 s over a two-week period. Different mon-
itoring campaigns were run sequentially in 9 selected cities in the
USA and Canada, hence it took nearly a whole year to gather all
data. The authors then disaggregated the recorded flow signal into
13 end-use categories by means of the flow trace analysis tool Trace
Wizard (DeOreo et al., 1996) in combination with expert evaluation.
The resulting dataset contains nearly 3 million labeled water end-
use events, each characterized by the following six features: duration,
volume, flow peak, mode, time of day, and day of the week. A more
detailed summary of its metadata, along with a definition of each water
end-use event feature is provided in Tab. S1.

Here we retain approximately 800,000 labeled water end-use events
from the data disaggregated in the REU2016 study, after further pre-
processing and checking for its completeness and consistency as de-
scribed in the Data Characterization & Feature Engineering step
of PyNIWM (see Fig. 1). We then split the dataset and use 75% of the
data points to train the ML models embedded in PyNIWM and the re-
maining 25% for model testing. As the first module in PyNIWM allows
for optional data balancing, we create two experimental scenarios for
model training: a balanced scenario, where we use SMOTE to balance
the training dataset and an imbalanced scenario, where we use the
original processed data without further balancing. Finally, we perform
hyperparameter search and model training by first creating a dis-
cretized parameter grid for each ML algorithm embedded in PyNIWM
for end-use classification. We consider the most relevant parameters for
each algorithm in building the parameter grid, e.g., the size and amount
of layers for ANNs, and the amount and depth of trees for tree-based
RF models. As a result, between 36 and 96 parameter combinations
are investigated for each classifier. We implement a stratified k-fold
cross-validation (k=5) routine to train each algorithm. Stratified k-fold
cross-validation ensures that each fold has the same proportion of the
different water end-use classes, thus avoiding inconsistencies among
different model training and testing runs. A detailed summary of the
parameters we tune via stratified k-fold cross-validation, along with
the parameter values/ranges used for grid search is reported in Tab.
S2. We execute ten different model training runs, each starting from a
different random seed.

In terms of software implementation, we rely on major open-source
libraries for coding the PyNIWM algorithms for water end-use clas-
sification. More in detail, we choose the Keras implementation for
ANNs (Chollet et al., 2015); for the GBM we rely on two implemen-
tations, namely LGBM and XGB (Microsoft Corporation, 2017; The
XGBoost Contributors, 2016); and for the RF we use the sklearn imple-
mentation (Pedregosa et al., 2011). The computational times reported
for all model runs in this paper are based on the performance of a
workstation with AMD Ryzen 9 3950X CPU, Nvidia GeForce RTX 3090
GPU and 64 GB of RAM.
5 
Fig. 2. Water end-use event occurrences by type of end use (color) and associated
event volume for the data retained from the REU2016 dataset after outlier exclusion
(DeOreo et al., 2016) and exclusion of the treatment class that was represented only
with one event. The bar plot on the bottom zooms into the one on the top, reducing
the range of water end-use event volume between 0 and 5000 liters/event for better
visualization.

Fig. 3. Correlation analysis of event volume, duration, and peak for faucet water use
events.

4. Results

4.1. Data characterization & feature engineering

Data processing and preliminary analysis resulting from the first
module of PyNIWM enables gaining a deeper understanding of the
structure and characteristics of the dataset, as well as intuitions on
which features might be relevant for the end-use classification task.
First, Fig. 2 shows that the distribution of end uses across the different
classes is highly imbalanced in our dataset. This may be expected,
considering some water fixtures are typically used more often through-
out the day than others (e.g., faucet). Based on the outcomes of this
preliminary analysis, we exclude from further end-use classification two
end-use classes from the original dataset, i.e., treatment – because it
only contains one usage event and, for this reason, is omitted from
representation in Fig. 2 – and leak due to the inconsistent definition
of leak events and their extraction from the smart meter signal during
signal disaggregation.

Second, we discover that sub-groups of fixtures within the same end-
use class may exhibit different characteristics. In Fig. 3, for instance, the
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Fig. 4. Time-of-day and day-of-week analysis for (a) shower, (b) bathtub, (c) dishwasher and (d) clotheswasher events.
low peak flow values of most faucet events suggest that faucet aerators
are used. Based on the scattered distribution of faucet event duration
and volume, we split the faucet end-use class into a high volume-short
duration (HVSD) faucet class and a low volume-long duration (LVLD)
faucet class. With this division we try to split the class in two separate,
distinct classes, so the different faucet use profiles do not overlay.

Finally, time-of-day and day-of-week analysis reveals interesting
behavioral patterns for some appliances. For instance a weekday and
weekend routine can be distinguished for shower events (Fig. 4(a)).
Shower events occur typically in the early morning during weekdays,
highlighting typical working hours in northern America from 9 to
17 o’clock. In contrast weekend shower routines are less regular and
depict a delayed start time compared to the weekday observations.
Bathtubs are mostly counted during late afternoon and evening hours
(see Fig. 4(b)). There also is a discernible trend in Fig. 4(d), as most
clothes washing events take place during the weekend. Dishwasher
events (Fig. 4(c)) are mostly observed during the late afternoon and
evening. Also, these routines appear to be more regular on specific days
(e.g., Mon–Wed and Sun) and can happen late at night, which suggests
the use of programmable devices.

4.2. End-use classification for NIWM

4.2.1. Water end-use classification accuracy
The aggregate water end-use classification performance attained by

the PyNIWM classifiers on the test dataset is reported in Fig. 5. Overall,
all algorithms achieve micro-F1 and weighted-F1 values close to or
slightly above 0.9, indicating high accuracy in water end-use event
classification. For all F1 formulations – micro, macro, and weighted
– XGB achieves the best scores both in the data imbalanced and data
balanced (SMOTE) scenarios. It achieves a micro-F1 of 0.91 when
trained on the original data without preliminary data balancing, closely
followed by RF, LGBM is less then 1% apart, while ANNs achieve a
micro-F1 lower than 0.9.

The performance of all algorithms drops substantially when quan-
tified by macro-F1, with most values of macro-F1 falling below 0.5.
6 
Fig. 5. Performance assessment of the four ML classifiers implemented in PyNIWM
for water end-use classification. Three formulations of the F-score are quantified for
each algorithm and reported for algorithm testing: micro-F1 (top), macro-F1 (middle),
weighted-F1 (bottom). Algorithm performance is assessed for both a scenario with
imbalanced data (cyan) and balanced data across water end-use classes (blue).
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Fig. 6. Confusion matrix obtained for LGBM on imbalanced data (a), balanced data (b), and the difference between the two scenarios (c). In each matrix rows show the actual
classes (true labels) and columns show the predicted classes for each water end use. Cell color is proportional to the percentage of events in that cell. Water end-use classes are
sorted by decreasing event count (top to bottom on the 𝑦-axis, left to right on the x-axis).
This suggests that, first, heterogeneous accuracy levels are achieved
for different end-use classes and, second, that samples in less repre-
sented classes are classified with lower accuracy. Balancing the data,
though, does not seem to bring any advantage to the overall algorithm
performance at the aggregate level. All PyNIWM models achieve higher
classification accuracy when trained on imbalanced data in nearly all
cases shown in Fig. 5, except from LGBM when assessed via macro-
F1. Marginal performance differences between the two data balancing
scenarios are within an interval of 4% for all algorithms except ANNs,
for which we observe a drop of nearly 10%. This result is likely due to
the knowledge on data structure acquired by the classification model in
the training phase over imbalanced data. Data balancing is performed
only on the training dataset, while validation and test data is kept
imbalanced. The models trained on imbalanced data might thus have
an advantage in terms of data structure learning, as the data structure
of the testing dataset is comparable to the structure of the training data.

While data balancing via SMOTE does not bring remarkable advan-
tages on aggregate performances as measured by F1, its benefits emerge
when analyzing the confusion matrix reporting detailed classification
accuracy for individual water end-use classes. Comparing for example
7 
the confusion matrices obtained for the LGBM classifier in the data
balanced and imbalanced scenarios (Fig. 6(a) and (b)), classification
results on unbalanced data achieve a very high True Positive rate for
the most represented classes (upper-left area of the confusion matrix),
but a very poor classification performance for the minority classes
(lower-right area of the confusion matrix). This performance gap is
reduced when LGBM is trained on balanced data. In this scenario,
LGBM achieves slightly lower scores in the upper half of the con-
fusion matrix, but the predictions for the minority classes improve
significantly. Fig. 6(c) highlights the resulting differences in accuracy
between the two data balancing scenarios by subtracting the confusion
matrix obtained for the data imbalanced scenario from the one obtained
for the data balanced scenario. This is especially interesting for the
values on the matrix diagonal, which represent the correctly predicted
labels (TP). There, a positive value indicates where the balanced model
outperforms the imbalanced one and vice versa for negative values.
Along the diagonal we can see that the balanced LGBM model improves
the prediction for 9 out of 12 water end-use classes, with classification
improvements of up to approximately 60% for the dishwasher end-use
class, and still above 10% for humidifier, bathtub, pool, and cooler.
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Fig. 7. Difference between the confusion matrix obtained for the balanced scenario (with SMOTE) and imbalanced scenario for each algorithm in PyNIWM.
We see comparable results for the other PyNIWM classifiers in
Fig. 7. Data balancing promotes better classification results for the
minority classes. Similar to LGBM, ANN, RFs, and XGB benefit most
from the balancing for the end-use classes of humidifier, dishwasher,
and bathtub by increasing the classification accuracy by up to 82%.
Only ANNs show a substantial decrease in classification performance
by up to 25% for some of the most represented classes (i.e., faucet and
other). Oversampling thus comes with greater decrease in performance
on the majority classes for the neural network than for the tree-based
methods. In a more detailed analysis of all the confusion matrices
(see Figs. 6, S1, S2, S3) we discover that all algorithms struggle to
improve their classification performance on specific end uses, such as
clotheswasher, shower, and cooler events. This can be attributed to
the difference in cardinality of the end-use classes as well as their
characteristic features overlapping with those from other end uses, such
as faucet and toilet for the clotheswasher, faucet for the shower, and
humidifier for the cooler. Misclassification thus happens, but towards
similar end uses.

4.2.2. Computational time for end-use classification
Though all PyNIWM algorithms except ANNs produce similar results

in terms of water end-use classification, computational time can differ
8 
substantially across the four methods (see Fig. 8). LGBM obtains nearly
the same F1 values than XGB, but in only 1/6 of the time. While the
values represented in Fig. 8 indicate that, in the worst case, only a few
hours might be needed to train the PyNIWM classifiers on a dataset
comprising about 800,000 data points and 6 features, our results are
relevant to inform applications on larger datasets. Trade-offs emerge
and we can differentiate between algorithms that handle large amounts
of data more efficiently (i.e., LGBM and RF) and those that obtain a
better classification result (i.e., XGB).

Overall the above findings on water end-use classification accuracy
and computational time suggest that all tree-based methods (LGBM,
RF, XGB) implemented in PyNIWM yield good results for NIWM, with
LGBM providing a good trade-off given its generally accurate classifi-
cation results and lower computational time than RF and XGB. This
confirms that these methods outperform Deep Learning for tabular
data (Shwartz-Ziv and Armon, 2022). However, the results presented
here should not interpreted as a conclusive statement. A more thor-
ough hyper-parameter search or running the algorithms on a differ-
ent machine might change the performance ranking of the presented
algorithms.
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Fig. 8. Computational time for hyper-parameter search with SMOTE.
Fig. 9. Feature importance scores of the tree-based methods (RF, XGB, LGBM) for the five most important features for (a) the imbalanced and (b) the balanced dataset.
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4.2.3. Feature importance
The results from the Data Characterization & Feature Engineering

module revealed that patterns and differences emerge for particular
features across different end-use categories, including event volume,
duration, and time of day. We here analyze the feature importance cal-
culated for tree-based classifiers after end-use classification to identify
which features the algorithm mainly used to learn patterns in data.
For all tree-base methods (RF, XGB, and LGBM) event water volume
is the most important feature, followed by flow peak, event duration,
nd flow mode, but in a different order for each algorithm (see Figs. 9

and S4). The feature importance scores and order for these features are
nly a little influenced by the balancing of the dataset, which yields a
igher importance to the hour-of-day feature. Conversely, the hour-of-
ay feature achieves a meaningful score higher than only with LGBM in

the data-unbalanced scenario. Interestingly, the weekday features are
ot considered by the algorithms, even if weekday vs weekend patterns
merged from our preliminary analysis. This could be due to the extent
f the data collection campaign. As mentioned before, each household
as monitored for two weeks and this may not be sufficient for the data

o capture representative patterns.

5. Conclusions

In this paper, we present a ML-based Non Intrusive Water Mon-
itoring framework and its implementation PyNIWM, released as an
open-source Python software. We formulate residential water end-use
classification as a supervised learning problem and develop PyNIWM as
a three-module software framework including (i) data characterization
and feature engineering, (ii) water end-use event classification, and
(iii) performance assessment. PyNIWM includes four machine learning
 F

9 
classifiers, namely three tree-based methods – Random Forests and
the gradient boosting methods LightGBM and XGBoost – and Artificial
Neural Networks.

We test PyNIWM using a real-world dataset containing around
00,000 labeled end-use events collected in 762 homes across nine

cities in the USA and Canada, after pre-processing (DeOreo et al.,
2016) and comparatively investigate the results achieved by the dif-
ferent PyNIWM classifiers in terms of water end-use classification ac-
curacy, computational time requirements, and performance over bal-
anced/imbalanced data.

Numerical results show that, first, all ML algorithms achieve F1
cores above 0.85, demonstrating high suitability to perform the water
nd-use classification tasks when proper labeled water end-use data
ith coupled features are available for model training. The end-use

lassification accuracy levels achieved by LGBM, RF, and XGB classi-
iers are less than 1% apart, when assessed by micro- and weighted-F1
n imbalanced data. However, the performance of all algorithms drops
ubstantially when quantified by macro-F1, because different accuracy
evels are achieved for different end-use classes, with less represented
lasses being classified with lower accuracy. Also, computational time
an differ substantially across the four methods. LGBM obtains nearly
he same classification accuracy than XGB, but in only 1/6 of the
ime. All in all, our results suggests that some algorithms (LGBM and
GB) can handle large amounts of data more efficiently, while others
RF) obtain slightly better classification result at the price of higher
omputational requirements. A more complex model such as ANN with
ultiple hidden layers does not necessarily lead to better results. This

rade-off between accuracy and computational cost can guide algorithm
hoice in practical applications and have implications for scalability.
inally, applying SMOTE to balance the training datasets causes a drop
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on overall classification performance metrics for all methods, but yields
to higher ability to classify low-represented classes. This may become
relevant if particular low-represented end uses are prioritized in NIWM
to develop customized end use-based water consumption feedback or
detect faulty fixtures and leakages.

A direct comparison of our results to similar studies is not possi-
ble, as reported metrics often are not consistent between studies and
datasets differ significantly in, e.g., number of households, sampling
frequency, and reporting period. Cominola et al. (2015) reported that
tate-of-the-art water end-use classification methods can achieve an

accuracy between 74% and 94%, matching the range of our results.
Comparing the more detailed classification results between our study
and Heydari et al. (2022) reveals a consistently high classification
ccuracy for the majority classes. In Heydari et al. (2022), though, only

the faucet category represents a majority class across end uses and their
dataset only comprises one household. This comparison with recent
water end-use classification methods further highlights the usefulness
of the presented framework. PyNIWM extends the state-of-the-art liter-
ature on water end-use disaggregation and classification by leveraging
machine learning, enabling comparative analysis of different classi-
fiers, and implementing different data handling features including data
balancing via oversampling techniques and robust model training to
prevent overfitting.

The main limitation of this study is that currently PyNIWM has only
been tested on one dataset which in the realm of water end-use studies
is one of the largest. Further, it is based on US data and a different con-
ext could significantly change the Data Characterization and Feature
ngineering step. From a technical viewpoint, the computational times
ere only obtained from one machine setup. And lastly, PyNIWM only

ackles the second part of NIWM leaving the disaggregation step to the
ser.

There is large potential for future work to overcome the current
limitations of PyNIWM for research and practice. Further collaborative
evelopments fostered by the open-source nature of this project could

prioritize practical applications aimed at testing the performance of
PyNIWM on datasets from different contexts than the US. Also, hybrid
datasets with data from different contexts for training and testing
to assess algorithm transferability and foster transfer learning could
be beneficial. Also, further investigations to check whether SMOTE
undermines the calibration of predictions, meaning the predicted prob-
abilities do not accurately reflect the true likelihood of outcomes are
needed. This has been pointed by recent studies in other fields (van den
Goorbergh et al., 2022). Software developments could further target
tress testing on machines with different computational capabilities,
atasets with different sizes, and software extensions with further
lassification algorithms or data sampling techniques. Finally, imple-
enting in PyNIWM an open-source module for smart meter data
isaggregation before end-use classification would make it a complete
ool to resolving water end uses from smart meter data to actionable
nd-use characterization for water demand management.
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Software and data availability

PyNIWM is available on GitHub as an open-source software frame-
work and can be downloaded here: https://github.com/SWN-group-at-
TU-Berlin/PyNIWM. Additional information for needed Python pack-
ages and how to use the software can also be found there. The data
used in this study was obtained from the Residential End Uses of Water
Study, Version 2. This database, project 4309, is managed by The Water
Research Foundation and can be accessed here: https://www.waterrf.
org/research/projects/residential-end-uses-water-version-2.
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