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Abstract
Negotiation is pivotal for conflict resolution in human-agent inter-

actions, where emotional and behavioral dynamics can significantly

shape the outcomes. However, many existing strategies prioritize

time- or behavior-based tactics and overlook the dynamic role of

emotional awareness. This paper presents the Solver Agent, which

integrates real-time facial expression recognition into a hybrid

strategy incorporating time- and behavior-based approaches. It is

deployed on a humanoid robot with multimodal interaction capa-

bilities (speech, gestures, facial expression analysis) to dynamically

refine its bidding and concession strategies based on an opponent’s

emotional cues and negotiation patterns. In user studies with 28 par-

ticipants, the Solver Agent achieved higher agent scores, improved

social welfare, and faster agreements than a baseline hybrid strategy

without compromising participant satisfaction. Participants also

viewed the Solver Agent as more attuned to their preferences and

goals. These findings highlight that embodied emotion-aware ne-

gotiation can foster equitable and efficient collaboration, pointing

to new opportunities in human-agent interaction research.
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1 Introduction
Negotiation is a complex process in which various parties with

different preferences seek to reach a consensus [13]. Various ap-

proaches [3, 9, 12, 40] have been proposed to automate this process.

In automated negotiations, agents can exchange thousands of of-

fers and reach an agreement in seconds. Designing an effective

strategy in human-agent negotiations requires addressing time

constraints and opponent model uncertainty and considering hu-
man factors such as bounded rationality, reciprocity, and emotional

awareness [26]. This paper examines how emotionally aware nego-
tiation strategies can improve outcomes in human-robot settings
through user experiments. On average, the number of offers in

human-agent negotiation does not exceed 20 [15, 26, 33], and most

negotiations end in fewer than 20 rounds [30]. In addition to ex-

changing offers, human negotiators exchange arguments and emo-
tional signals [14]. While designing a negotiating agent for such

settings, it is crucial to identify the best ways to utilize nonverbal
expressions and other social signals. Moreover, human negotiators

expect reciprocal behavior : If they make a cooperative move, they

want the opponent to cooperate similarly; otherwise, attitudes may

shift drastically [26]. Hence, awareness of the other side’s attitude

is pivotal in human negotiations.

Emotions can play a crucial role in shaping cognitive appraisals

and concession behavior. Several works investigate the effect of

emotions in negotiation [35, 41, 46], such as the finding that people

tend to concede more to an angry counterpart [10] or that domi-

nant emotional expressions lead to higher scores [45]. Although

many of these works concentrate on expressing emotions, fewer

have rigorously examined how an agent perceives its human part-

ner’s emotional state and adapts its strategy accordingly. The IAGO

framework [28] enables emoticons or textual emotion sharing in

human-agent negotiation; however, the opponent’s emotional state

is not deeply integrated. Moreover, in the annual Human-Agent

Negotiation Competition [30], emotional states remain largely un-

explored. In contrast, our work proposes a novel strategy that con-

tinuously perceives the opponent’s emotional state and adjusts to

the opponent’s bid exchanges and remaining negotiation time for a
more contextual approach.
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The physical embodiment also influences human interaction [7].

Negotiating with a humanoid robot can intensify emotional ex-

pressions compared to virtual agents, creating a richer context for

adaptive strategies. Previous human-agent negotiationworks [6, 42]

do not provide fully autonomous negotiation strategies as we do.

Furthermore, the rise of socially interactive agents motivates a

deeper investigation of how agents can interpret and respond to

emotional signals, especially under real-time negotiation demands.

Hence, we aim to design an emotionally aware negotiation agent

that perceives the emotional state of a human partner and adapts

its offers accordingly.

Our main contribution is an experimental evaluation of how

integrating emotional awareness into a human-agent negotiation

framework affects the negotiation outcomes. In user studies, we

find that agents leveraging the opponent’s emotional state achieve

significantly higher agent scores and better social welfare in less time
than agents dismissing such signals. We further examine partici-

pant attitudes and discuss how emotional adaptation shapes the

perceived fairness or empathy of the agent. Specifically, this paper

investigates:

• RQ1: Does the emotionally aware agent affect the negotia-

tion outcomes (e.g., Individual Utilities, Social Welfare, and

agreement time/round)?

• RQ2: Does the emotionally aware agent influence the par-

ticipants’ attitudes toward the agent itself?

• RQ3: Do participants’ pre-negotiation priorities (e.g., self-
interest vs. cooperative stances) affect outcomes if the agent

does not leverage emotional inputs?

The rest of the paper is organized as follows. Section 2 presents

related work. Section 3 details our human-agent negotiation frame-

work and bidding strategies, while Section 4 describes the experi-

mental design and results. Finally, Section 5 concludes the paper

with future directions.

2 Related Work
Even though human-agent negotiation has gained attention, re-

searchers generally adapt existing automated negotiation strategies

without considering human factors. Some of these works are slight

modifications of existing strategies (e.g., time-based or behavior-

based) [17, 19]. In contrast, others introduce new aspects such

as arguments or emotional expression [24, 29]. Although specific

agents consider opponent behavior to some degree [17], they rarely

account for opponent awareness of changing offers and do not con-
tinuously measure the user’s affect.

Vahidov et al. introduce a variant of a time-based concession

function for human-agent negotiation [44]. Aydoğan et al. propose
a stochastic time-based concession strategy picking random offers

within a Boulware-Conceder utility range [12, 44]. Jonker et al.
present Deniz Agent, which adapts its moves (e.g., concession, self-
ish, silent) based on the opponent’s actions [17], while the amount

of concession is determined by an optimal bidding strategy [4].

Lin et al. introduce ‘QOAgent’ to negotiate with boundedly ratio-

nal agents under incomplete information [27]. KBAgent extends

QOAgent by exploiting history to avoid offers that previously an-

noyed humans [31]. These approaches highlight time-based and

behavior-based concessions for human-agent negotiation but do

not incorporate an opponent’s emotional signals or their awareness
of changing offers. Our work addresses this gap by adapting the

agent’s strategy based on the user’s real-time facial expressions.
The ANAC organizers have encouraged research on human-

agent negotiation through dedicated leagues [30]. Examining these

league participants reveals diverse tactics: "LyingAgent" misleads

opponents about preferences for higher gains, "Elphaba" seeks mu-

tually beneficial offers, "Murphy" uses jokes to build rapport, and

some agents (e.g., Agent Cena, Boulware) rely on utility thresh-

olds. Pinocchio postpones revealing all issues to propose beneficial

offers for both parties. However, none of these agents continu-
ously evaluate the user’s emotional state to adapt their bidding

strategy. Moreover, some agents try to express manipulate human

counterparts by provoking anger or friendliness [29, 30]. However,

expressing emotion differs from perceiving and adapts to the user’s

affect in real time. Our approach leverages facial-expression-based
recognition to fine-tune concessions, thus extending these emo-

tional strategies from mere expression to reciprocal adaptation. A
range of works confirm that human participants can concede more

to an agent expressing anger [10, 46], that dominant movements

can yield higher agent scores [45], or that warmth influences the

willingness to renegotiate [36]. These studies focus primarily on

how the agent’s emotional expression affects a human’s behavior. In

contrast, our work perceives the user’s emotional state and adapts

accordingly.

Most existing human-agent negotiation frameworks rely on

text-based interfaces or 2D avatars, such as IAGO [28] and Ne-

goChat [38], or focus on speech-based virtual agents [11]. Lewis et
al. [24] learn chat-based negotiations from transcripts of human-

human talks. In contrast, a physically embodied humanoid robot

can amplify social presence, leading to stronger emotional dis-

plays and more immersive interaction. Although some studies ex-

plored human-robot negotiation [6, 42], they mainly address inter-

action characteristics (e.g., handshake feedback, disagreement style)

rather than implementing a real-time emotion-aware strategy.While

robotic persuasion frameworks [32] examine how dominance-based

concessions can shape outcomes, we focus on real-time emotional

awareness and adaptation rather than explicitly persuasive moves.

In our work, a humanoid robot autonomously negotiates through

speech and gestures, utilizing the power of machine learning to

adapt its offers based on facial expression recognition. Thus, we in-
tegrate embodied negotiation with emotional perception, examining

how these elements jointly enhance negotiation outcomes. Overall,

our approach fills a gap in the literature by moving beyond time-

or behavior-based concessions to emotion-driven adaptation. This
utilizes an embodied platform capable of perceiving and responding
to user emotions in real time.

3 Human-Agent Negotiation Framework
In our study, we adopt a human-agent negotiation (HAN) frame-

work [21] in which a physically embodied Nao robot interacts with

a human negotiator through speech, camera, and microphone. Nao

uses a pre-trained convolutional neural network [25] to detect the

user’s facial expressions in real-time and applies text-to-speech tech-
nology, as well as predefined gestures and verbal statements to
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communicate offers, basic emotional states (e.g., offended, pleas-

ant) similar to the human-agent negotiation framework proposed

in [2]. Additionally, our system utilizes Google’s automated speech

recognition and speech-to-text APIs. This multimodal approach

aims to replicate human-like negotiation signals more closely than

text-only/speech-only systems [11, 18, 28, 38].

We adopt Alternating Offers Protocol [1] as illustrated in Fig-

ure 1. The human initiates each negotiation with an offer in our

experimental setup. Nao accepts or counteroffers until a termination

condition (deadline or agreement) is reached. Human participants

specify desired resource allocations in natural language (e.g., ‘I

want three apples‘). Nao parses each sentence using speech-to-text

technology and domain-specific grammar. Mispronunciations are

reduced by matching user utterances against a negotiation corpus,

ensuring robust extraction of structured offers. For reproducibility

purposes, all source code and related contents are available in the

GitHub repository
1
.

Figure 1: Negotiation Protocol

To facilitate clarity, we rely on regular expressions to interpret

each user’s acceptance or rejection of the offer. For example, if the

participant says "deal" or "agree", Nao logs an accept action and ends

the negotiation if it is consistent with the user’s final allocation.

3.1 Hybrid Agent: Time & Behavior Based Agent
Since agents must deal with limited time, the remaining time should

be taken into consideration during negotiation. To balance time
pressure and opponent behavior, we adopt a hybrid strategy [22],

combining a time-based concession function [44] and a behavior-

based approach inspired by [12, 37]. The principal intuition is that

when the deadline is distant, the agent pays more attention to its

opponent’s behavior while deciding the agent’s target utility for its

next offer. As the deadline approaches, it tends to find an agreement

urgently; therefore, it prioritizes the remaining time.

𝑇𝑈𝐻𝑦𝑏𝑟𝑖𝑑 = (𝑡2) ×𝑇𝑈𝑇𝑖𝑚𝑒 + (1 − 𝑡2) ×𝑇𝑈𝐵𝑒ℎ𝑎𝑣𝑖𝑜𝑟 (1)

In equation 1, 𝑇𝑈𝐻𝑦𝑏𝑟𝑖𝑑 denotes the agent’s target utility of the

hybrid function where 𝑡 ∈ [0, 1] is the scaled time. 𝑇𝑈𝑇𝑖𝑚𝑒 is de-

rived from Vahidov’s time-dependent function [44] (Eq. 2), while

1
https://github.com/anonimpanda/human-agent-negotiation-framework

𝑇𝑈𝐵𝑒ℎ𝑎𝑣𝑖𝑜𝑟 captures the windowed changes in the user’s offers

(Eq. 3–5). This ensures that at the start of the negotiation, oppo-
nent behavior dominates, while the time-based concession becomes

dominant as the deadline approaches. The coefficients 𝑃0, 𝑃1, and

𝑃2 respectively define the maximum, the curve of the concession

strategy, and minimum agent utility for each stage of negotiation

(e.g., 0.9, 0.7, 0.4).

𝑇𝑈𝑇𝑖𝑚𝑒 = (1 − 𝑡)2 · 𝑃0 + 2(1 − 𝑡)𝑡 · 𝑃1 + 𝑡2 · 𝑃2 (2)

𝑇𝑈𝐵𝑒ℎ𝑎𝑣𝑖𝑜𝑟 = 𝑈 (𝑂𝑡−1
𝑗 ) − 𝜇 × Δ𝑈 (3)

Δ𝑈 =

𝑛∑︁
𝑖=1

[
𝑊𝑖 ×

(
𝑈 (𝑂𝑡−𝑖

ℎ
) −𝑈 (𝑂𝑡−𝑖−1

ℎ
)
) ]

(4)

𝜇 = 𝑃3 + 𝑡 × 𝑃3 (5)

For behavior-based updates, we adopt an extension of Tit-For-
Tat [12], in which the agent tracks up to the last 𝑛 offers of the

opponent to capture short-term fluctuations without being con-

fused by older and inconsistent offers. While avoiding missing the

opponent’s general bidding pattern, our tactic estimates the utility

changes of the opponent’s offers within this window by giving

more priority (e.g.,𝑊1>𝑊2) to the changes on the most recent ones.

In this work, the agent considers the opponent’s last five (𝑛 =

5) offers and estimates the weighted utility difference, as human-

agent negotiation sessions typically last 20 rounds on average. To

mimic the opponent’s behavior, the agent scales the overall utility

change by a time-dependent empathy parameter, 𝜇, to estimate the

agent’s target utility as seen in Equation 3. 𝑈 (𝑂𝑡−1
𝑗
) denotes the

utility of the agent’s previous offer. Δ𝑈 measures how much the

opponent’s utility has changed over its last n bids (we set n=5).

If the opponent has conceded (i.e., increasing utility of the agent,

positive Δ𝑈 ), our agent reduces its utility proportionally; if the

opponent raises demands (negative Δ𝑈 ), our agent’s target utility

also increases. In addition to that, Δ𝑈 is controlled by the empathy
coefficient 𝜇 (Eq. 5), where 𝑃3 is the initial empathy parameter.

In our study, 𝑃3 is set to 0.5. As the negotiation time progresses,

𝜇 grows so that mimicking the opponent’s moves becomes more

impactful, yet near the end, the time-based part of Eq. 1 dominates,

preventing ending negotiation without an agreement.

3.2 Solver Agent: Emotion-Aware Hybrid Agent
In this work, we introduce the Solver Agent that augments the hy-

brid approach by integrating two new parameters into the behavior-

based negotiation strategy:

• 𝑃𝐴: An awareness coefficient captures how closely the oppo-

nent’s behavior changes with our agent’s bidding behavior.

• 𝑃𝐸 : An emotion coefficient that captures the real-time facial

expression feedback from the opponent.

Thus, Equation 6 refines 𝑇𝑈𝐵𝑒ℎ𝑎𝑣𝑖𝑜𝑟 to incorporate emotional

cues and opponent awareness:

𝑇𝑈𝐵𝑒ℎ𝑎𝑣𝑖𝑜𝑟 = 𝑈 (𝑂𝑡−1
𝑗 ) + (𝑃𝐴2 × 𝑃𝐸 ) −

[
(1 − 𝑃𝐴

2 ) × (𝜇 × Δ𝑈 )
]

(6)

Here, 𝑃𝐴 and 𝑃𝐸 denote the awareness and the emotion coeffi-

cient, respectively. 𝑃𝐴
2
modulates how much emotional input (𝑃𝐸 )

shifts agent’s target utility, while (1− 𝑃𝐴2) balances the mimicking
factor, 𝜇 × Δ𝑈 . If the opponent’s behavior strongly tracks ours

https://github.com/anonimpanda/human-agent-negotiation-framework
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(meaning that 𝑃𝐴 is high), we rely more on their expressed effect;
otherwise, we pivot on observed concessions or demands.

3.2.1 Estimating the Emotion Coefficient (𝑃𝐸): CNN-based
model gives a single dominant emotion prediction for each frame [25].

Instead of selecting one dominant emotion, our approach aggregates

a vector of certainty values (sad, happy, angry, neutral, surprised)

using a CNN-based facial expression model. Our early analysis

revealed that pilot sessions rarely recognized disgust and fear emo-

tions, so we exclude these two categories to improve model ro-

bustness. Figure 3 shows that the agent collects instant images of

human negotiators during the negotiation. The model outputs the

certainty of the prediction for each emotion (e.g., sad: 0.7, happy:

0.1). Let𝑚 be the number of frames collected from the starting time

of Nao’s offer until the time of the opponent’s response. Equation 7

shows how 𝑃𝐸 is calculated where 𝐹𝑘
𝑖
denotes the certainty value

of 𝑖𝑡ℎ emotion in 𝑘𝑡ℎ frame and 𝑉𝑖 indicate the weights of the 𝑖
𝑡ℎ

emotion as seen in Figure 2. Here, 𝑉𝑖 is associated with negative

weights if the facial expression is labeled with a negative category,

such as sadness and anger. Otherwise, they are associated with a

positive value. That is, 𝑃𝐸 is the weighted average of certain values

of each emotion. Studies show that facial expressions (e.g., a smile)

do not necessarily mean the person is happy, and there are different

reasons for the same facial feedback [5, 39]. The motivation behind

using the vector of emotions instead of a dominant emotion is that

the dominant emotion might be misleading since it depends on the

context.

𝑃𝐸 =

5∑︁
𝑖=1

(
𝑉𝑖 ×

( 𝑚∑︁
𝑘=1

𝐹𝑘𝑖
)
/𝑚

)
(7)

Figure 2: Weights of Categorical Facial Expressions

Figure 3: Example Facial Expression Feedback Vector

3.2.2 Opponent-Awareness Coefficient (𝑃𝐴): In addition to

the emotion vector, the agent should consider to what extent the

opponent’s facial feedback aligns with the agent’s offer pattern

changes, since the opponentmay try to deceive by showing negative

facial expressions while being pleased with the agent’s offer. To

estimate the opponent awareness coefficient 𝑃𝐴 – the degree of the

opponent’s response to the agent’s behavior changes, both agents’

subsequent moves [16] (e.g., silent, nice, concession, unfortunate,

fortunate, selfish) are analyzed.

𝑃𝐴 = 𝐶𝐻 /𝐶𝐴 (8)

First, the agent calculates the number of times the opponent

changes its behavior from one type to another when the agent

changes its behavior type (𝐶𝐻 ). It corresponds to the degree of the

opponent’s response to the agent’s behavior changes. This num-

ber is normalized (i.e., divided by the total number of the agent’s

behavior changes, 𝐶𝐴). This percentage equals 𝑃𝐴 and allows the

agent to understand the correlation between emotional changes

received with the camera and the opponent’s offer. In this way, the

emotion-aware bidding strategy can deal with human manipulation

and camera errors.

The accurate calculation of 𝑃𝐴 depends on how well the agent

estimates its opponent’s utility function. Conflict-based opponent

modeling [20] is utilized for this work. According to our experi-

mental results, this opponent modeling approach outperforms the

well-known frequentist opponent modeling approaches in auto-

mated negotiation [43, 47]. The calculated RMSE and Spearman

correlation values are given in Table 1. The conflict-based opponent

model estimated the opponent’s utility function more accurately.

Therefore, we adopted this opponent model for our study.

Table 1: Accuracy Comparison of the Opponent Models

Opponent Models RMSE SPEARMAN
Conflict-Based [20] 0.179 ± 0.05 0.820 ± 0.10
Scientist [43] 0.258 ± 0.04 0.560 ± 0.16

Frequency [47] 0.267 ± 0.04 0.562 ± 0.15

Adjusting Concession Parameters via Clustering
Finally, the Solver Agent adjusts related concession parameters

in Equation 1 after a certain number of rounds – the average number

of rounds to complete human-agent negotiation. The agent’s move

plays a crucial role in the received utility at the end of the negotia-

tionwhen it approaches the deadline. Therefore, the agent acts more

carefully and adjusts its concession parameters strategically. To

achieve this, we classify the human negotiators’ behavior in terms

of the percentage of each move type (%concession, %fortune, %nice,

%selfish, %unfortunate, %silent) they made in another human-agent

negotiation dataset comprising 116 negotiations [2]. A clustering

algorithm, K-means, categorizes the human players according to

their move percentages with elbow analysis. This categorization

is named 𝑆𝑇 according to opponents’ dominant negotiation moves

defined in [16]. By analyzing centroids and deviations of the clus-

ters, we found out that there are five dominant categories: fortunate,
neutral (i.e., no dominant moves), silent, selfish, and concession based
on their dominant moves. The Solver Agent calculates the move

types of its opponent after reaching a certain number of rounds

𝑛 by checking which category the opponent fits and accordingly

updates the parameters of its strategy as specified in Table 2. Note

that the initial parameters are set according to the neutral category.

Those parameters are updated according to the opponent’s domi-

nant moves. If no dominant move is detected, the current values of

those parameters are not updated.
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Table 2: Dominant Move Type and Actions

Dominant Move Type Action
Fortunate Decrease Concession Rate (𝑃1)

Silent Decrease the Empathy Score (𝜇)

Selfish Increase the Empathy Score (𝜇)

Concession Increase Concession Rate (𝑃1)

Increase Time-Based Target Utility (𝑃2)

Algorithm 1 outlines how the Solver Agent generates its offers.

Initially, it uses the time-based strategy alone (lines 10–11), then

calculates 𝑃𝐸 (line 13). Before 𝑛 rounds elapse, it updates the offer

using the hybrid tactic (line 15). After 𝑛 rounds, it updates 𝑃𝐴 and

refines the tactic parameters (lines 18–22). Finally, it compares the

new Nash offer (i.e., the offer maximizing the product of utilities)

and picks the more beneficial one (line 23). This cyclical approach

ensures real-time adaptation to both the emotional and behavioral
signals.

Algorithm 1 Solver Agent’s Offer Strategy

1: 𝑡𝑐𝑢𝑟 : current time, 𝑂
𝑡𝑐𝑢𝑟
𝑗

: Nao’s current offer

2: 𝑂
𝑡𝑐𝑢𝑟
ℎ

: human opponent’s current offer

3: 𝑛𝑎𝑠ℎ𝑜 𝑓 𝑓 𝑒𝑟 : generated Nash offer

4: 𝑈 (𝑛𝑎𝑠ℎ𝑜 𝑓 𝑓 𝑒𝑟 ): utility of the Nash offer for Nao

5: 𝑈 (𝑂𝑡
ℎ
): utility of the human opponent’s offer for Nao

6: 𝐻𝑜 : human opponent’s bid history, 𝐴𝑜 : Nao’s bid history

7: 𝐸𝑠𝑡𝑂𝑝𝑝𝑝𝑟𝑒 𝑓 : estimated opponent’s preference profile

8: 𝑡𝑎𝑐𝑡𝑖𝑐𝑡𝑖𝑚𝑒 : Nao’s time-based bidding tactic

9: 𝑡𝑎𝑐𝑡𝑖𝑐𝑠𝑜𝑙𝑣𝑒𝑟 : Nao’s time+behavior-based bidding tactic

10: if |𝐻𝑜 | < 2 then
11: 𝑂

𝑡𝑐𝑢𝑟
𝑗
← generateOffer(𝑡𝑎𝑐𝑡𝑖𝑐𝑡𝑖𝑚𝑒 )

12: else
13: 𝑃𝐸 ← updateEmotionEffect(𝑜𝑝𝑝𝑜𝑛𝑒𝑛𝑡𝑒𝑚𝑜𝑡𝑖𝑜𝑛𝑠 )

14: if |𝐻𝑜 | < 𝑛 then
15: 𝑂

𝑡𝑐𝑢𝑟
𝑗
← generateOffer(𝑡𝑎𝑐𝑡𝑖𝑐𝑠𝑜𝑙𝑣𝑒𝑟 )

16: else
17: 𝐸𝑠𝑡𝑂𝑝𝑝𝑝𝑟𝑒 𝑓 ← updateOpponentProfile(𝐻𝑜 )

18: 𝑃𝐴 ← updateAwareness(𝐴𝑜 , 𝐻𝑜 , 𝐸𝑠𝑡𝑂𝑝𝑝𝑝𝑟𝑒 𝑓 )

19: 𝑆𝑇 ← updateSensitivityClass(𝐻𝑜 , 𝐸𝑠𝑡𝑂𝑝𝑝𝑝𝑟𝑒 𝑓 )

20: 𝑡𝑎𝑐𝑡𝑖𝑐𝑠𝑜𝑙𝑣𝑒𝑟 ← updateTacticParams(𝑆𝑇 , 𝑃𝐴, 𝑃𝐸 )

21: 𝑂
𝑡𝑐𝑢𝑟
𝑗
← generateOffer(𝑡𝑎𝑐𝑡𝑖𝑐𝑠𝑜𝑙𝑣𝑒𝑟 )

22: 𝑛𝑎𝑠ℎ𝑜 𝑓 𝑓 𝑒𝑟 ← generateNashOffer(𝐸𝑠𝑡𝑂𝑝𝑝𝑝𝑟𝑒 𝑓 )

23: if 𝑈 (𝑛𝑎𝑠ℎ𝑜 𝑓 𝑓 𝑒𝑟 ) > 𝑈 (𝑂𝑡𝑐𝑢𝑟
𝑗
) then

24: 𝑂
𝑡𝑐𝑢𝑟
𝑗
← 𝑛𝑎𝑠ℎ𝑜 𝑓 𝑓 𝑒𝑟

25: end if
26: end if
27: end if

The Solver Agent extends a standard time-and-behavior approach

by continuously factoring in user emotion (𝑃𝐸 ) and awareness (𝑃𝐴).

This design aims to (1) respond quickly to genuine frustration or

contentment and (2) reduce overreaction to deceptive signals. By

combining speech-based negotiation, facial expression input, and

opponent modeling, the Solver Agent provides an adaptive and
contextually responsive negotiation platform.

4 Evaluation
We conducted in-person user experiments to assess our proposed

negotiation agents, where a humanoid robot (Nao) negotiated with

participants over resource allocation. Each participant interacted

with Nao in two separate sessions: (1) one session employing the

Hybrid strategy and (2) a second session deploying the Solver Agent.
We randomized the order of these sessions (counterbalancing) to

minimize learning or fatigue effects: half of the participants en-

countered the Solver Agent first, and the other half faced its second

session. Both agents use an AC-Next acceptance condition [13],

accepting an offer if its utility for the agent is at least as high as that

of the agent’s next offer’s target utility. We obtained Institutional

Review Board (IRB) approval from XYZ University; all data were

masked (e.g., facial expression logs, offer transcripts) to address

ethical concerns, and no participant reported physical or emotional

harm.

4.1 Experimental Scenario
We frame the negotiation as a supermarket scenario where Nao

and the human participant must split four types of fruits (each
with four units) to achieve a minimum target score, which is 40.

If the participant total is less than 40, they earn a score of zero. A

10-minute deadline ensures time pressure. All they need is to find

an agreement on how they will share the fruits between them. As

shown in Table 3, each fruit has a different preference score for Nao

and the participant, and these preferences change between the first

and second sessions. Participants are told that Nao does not know
their preferences.

Table 3: Preference Profiles for Negotiation Sessions

First Negotiation Second Negotiation

Items Nao’s
Preferences

Participant’s
Preferences

Nao’s
Preferences

Participant’s
Preferences

Watermelon 4 12 12 4

Banana 1 8 8 1

Orange 12 4 4 12

Apple 8 1 1 8

Before the first session, a demo video explains the interaction

protocol to the participants. They also perform a simpler ‘Demo

negotiation‘ to familiarize themselves with the protocol by employ-

ing Hybrid Agent. The demo negotiation session has 5 5-minute

deadline. After the training session, participants receive their prefer-

ence profile for their negotiation session. After studying the given

profile, they are asked to negotiate with Nao accordingly. After

completing their negotiation, participants fill out a questionnaire

form regarding their first negotiation. After a 10-minute break,

they start a second negotiation with a new preference profile. They

are told that their preferences are utterly different to prevent the

learning effect. However, only the order of the scores is changed,

and the value distribution of the scores remains the same for a

fair evaluation. During their negotiation, participants can see their

preference profile, offer information, remaining time, and whose

turn it is (Figure 4).
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Figure 4: Experiment Setup from Participant’s Perspective

4.2 Participants and Priorities
We recruited 28 participants (23 men and 5 women), with a mean

age of 23.7 years, and all were university students (B.Sc., M.Sc.,

Ph.D.). Before negotiating, each participant ranked four priorities

from highest (4) to lowest (1): (i) decreasing the opponent’s utility,
(ii) decreasing agreement time, (iii) increasing their utility, and (iv)

finding the best deal for both sides. Figure 5 illustrates the distribu-
tion of these self-reported priorities, showing various negotiation

perspectives, where the y-axis represents the number of partici-

pants that prioritized that question with that order (e.g., "Finding

the best offer" is ranked 1st, denoted by blue, by 7 participants).

Figure 5: Ranking of Participants’ Priorities

We also applied K-means clustering to each participant’s rank

pattern, identifying four groups (competitive, individualist, selfish,
prosocial) as seen in Figure 6. To give a meaningful category name

for each cluster, we examined the centroid points of each cluster.

Note that the inner and outermost tiles correspond to the least

and most essential priority. Here, the yellow category consists of

participants caring about decreasing their opponent’s score, but

the importance of their score is the least important. Therefore, we

called this group as “competitive”. The grey category consists of

participants who aim tomaximize their utility at most; therefore, we

called them “individualist”. The blue group cares about decreasing

the opponent’s score at most while not considering the best deal

for all (“Selfish”). We called the participants who care most about

both sides’ scores as “prosocial”. Those categories will be used in

the detailed analysis of the negotiation outcomes.

Figure 6: Participant Clusters According to Priorities

4.3 Experimental Results
Figure 7 shows the average agent and user scores across the two
conditions, plus the normalized product of scores. On average, the

agent score is significantly higher with the Solver Agent than with

the Hybrid strategy (0.73 vs. 0.68). A two-tailed paired sample t-

test reveals 𝑡 = −2.134 at 𝑝 = 0.042, indicating a medium-large

effect size (Cohen’s d = 0.5056). In contrast, users’ scores remain

roughly the same (0.77 vs. 0.79, 𝑝 = 0.302), suggesting that emotional
awareness increases the agent’s score without decreasing the user’s
score.

We also compute a normalized score product by dividing the

product of user and agent scores by the Nash product (0.64 in our

scenario). The Solver Agent yields a higher average product than

the Hybrid (0.87 vs. 0.82), 𝑡 = −1.720 at 𝑝 = .096). This indicates a

slightly better joint utility when the agent uses emotional signals,

but not significantly.

Cluster Analysis. Table 4 reports agent vs. user scores by cluster.

Given our small sample, we observe that "Selfish" participants yield

higher agent scores overall, but do not find significant differences

across clusters. Future work may reexamine these patterns with a

larger population.

Time and Number of Bids. Figure 8 shows that average normal-
ized agreement time is 0.41 for the Solver Agent vs. 0.51 for the
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Figure 7: Individual & Normalized Product Scores

Table 4: Avg. Agent & User Score According to Priority Types

Priority Types Agent Score ± STD User Score ± STD
Solver Agent Hybrid Agent Solver Agent Hybrid Agent

Selfish (9) 0.74 ± 0.07 0.72 ± 0.12 0.73 ± 0.08 0.74 ± 0.10

Prosocial (8) 0.72 ± 0.07 0.64 ± 0.10 0.80 ± 0.05 0.81 ± 0.06

Individualist (6) 0.74 ± 0.07 0.71 ± 0.12 0.78 ± 0.09 0.80 ± 0.05

Competitive (5) 0.70 ± 0.07 0.62 ± 0.15 0.77 ± 0.14 0.80 ± 0.13

Hybrid. A paired t-test shows 𝑡 = 1.795 and 𝑝 = 0.093, which is

not significant at 𝛼 = 0.05. However, the total number of bids is

significantly lower (14.96 vs. 19.39, 𝑝 = 0.048), suggesting that while

both strategies often reach agreement within 10 minutes, the Solver

Agent requires fewer offers, indicating more efficient negotiation.

Figure 8: Average Total Offers and Agreement Time per Ses-
sion

We also examined the responses to the 9-point questionnaire in

Table 5, where 1 = “strongly disagree” and 9 = “strongly agree.” In

most of the questions, participants gave similar ratings for Solver

vs. Hybrid, except for Q5 ("Nao cared about my preferences", which

is notably higher for Solver (7.71 vs. 6.82). Statistical tests (t-test or

Wilcoxon when normality was violated as Q1, Q5, Q6, and Q7) con-

firm a medium-large effect (Cohen’s d = 0.54, 𝑝 = 0.047). This aligns

with our hypothesis that emotional adaptation leads participants to

perceive Nao as more considerate, although some participants did

not consciously notice emotional signals (see Q3).

Interestingly, although the Solver Agent utilizes real-time facial-

expression feedback, participants did not strongly perceive that

Nao was adapting its offers based on their emotional states (see Q3

in Table 5). One potential explanation is that Solver Agent operates

behind the scenes: it modifies its utility target and concession rate

based on users’ facial-expression cues (Eq. 6), but it does without an-
nouncing that it is reacting to negative or positive affect. As a result,

the user’s focus on reaching a better agreement may overshadow

any awareness of the agent’s internally adaptive mechanisms. De-

spite the lack of perceived emotional adaptation reported in Q3,

participants rated the Solver Agent significantly higher in Q5, indi-

cating that even if users did not explicitly detect emotion-driven

changes, they found the Solver Agent more empathetic overall.

Table 5: Questionnaire Results

Questions Points ± STD
Solver Agent Hybrid Agent

1) Nao negotiated fairly. 7.39 ± 1.73 6.75 ± 2.03

2) Nao negotiated with me like a human. 7.39 ± 1.23 7.21 ± 1.13

3) Nao determined her next offer

according to my emotional state.

6.61 ± 1.68 6.29 ± 2.08

4) Nao tried to find the best deal for us. 7.25 ± 1.73 6.50 ± 2.04

5) Nao cared about my preferences. 7.71 ± 1.27 6.82 ± 1.94
6) Nao considers my behavior. 6.89 ± 1.81 6.79 ± 1.57

7) I’m satisfied with my performance. 7.54 ± 1.31 6.82 ± 1.78

8) Nao often made very unfair offers. 3.89 ± 2.39 4.39 ± 2.23

5 Conclusion and Future Work
This paper presented a Solver Agent that integrates an opponent’s

emotional state and awareness of the agent’s own changing behavior
into a negotiation strategy. By combining time- and behavior-based

concessions with real-time facial expression inputs, we aimed to

effectively adapt to user frustration or satisfaction, encouraging

faster and more beneficial agreements. We evaluated our approach

in human-robot negotiation experiments with 28 participants, coun-

tering the Solver Agent with a Hybrid baseline for finding answers

to three research questions:

• RQ1: Utility of the agent reached significantly higher when

human participants negotiate with an emotionally aware

agent (0.73 versus 0.68) while the total number of bids is

significantly lower (14.96 vs. 19.39).

• RQ2: Participants thought that Nao cared about their pref-

erences while negotiating an emotionally aware agent sig-

nificantly (7.71 vs. 6.82).

• RQ3: Due to the lack of participants (N=28), the RQ3 is still

an open question since the participant clusters cannot exceed

at least 10 or differentiate other clusters according to the

pre-negotiation participant priorities survey.

As a summary of the contribution, the Solver Agent outperforms

the Hybrid approach in terms of (1) agent score, (2) fewer overall
bids, and (3) improved user perception of "caring." Meanwhile, user

scores remain statistically unaffected, suggesting that integrating

emotional signals can be beneficial without sacrificing user util-

ity. Subjective feedback also indicates that the participants viewed

the emotion-aware agent as more considerate of their preferences.
These results highlight the potential of emotion-driven adaptation

in embodied negotiation, although some participants did not con-

sciously recognize the agent’s affective cues. Larger-scale studies

with participants from varied backgrounds would further validate

these findings and determine whether emotion-awareness scales
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beyond a student population. This study shows the feasibility of

emotion-aware negotiation with a physically embodied agent.

Futureworkmay explore how transparency or user-acknowledged
affect tracking could shape perceptions of fairness and trust, and

whether more diverse participant pools or multi-round negotia-

tions lead to different outcomes. We plan to investigate dimensional
as shown in Geneva Emotion Wheel [8] and appraisal-based emo-

tion models [23] to handle richer social conflicts and more precise

emotional signals. Embedding contextual information within the

argumentation modules may further enhance the agent’s negoti-

ation logic. Since human arguments can contain domain-specific
preferences and sentiment information, taking advantage of these

signals in a multimodal interaction framework could yield deeper

insights. Finally, testing with agents of varying anthropomorphic

characteristics (e.g., ABOT The database [34]) would clarify how

the physical embodiment modulates user trust and compliance.
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