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Abstract

Energy arbitrage is a key activity in privately-owned energy storage system portfolios. However, the
profitability of battery energy storage systems in this domain is limited by two primary challenges: the
high cost of battery manufacturing and the insufficient temporal volatility of electricity prices within
individual bidding area.

In this context, this study explores the economic viability of relocating the utility-scale battery energy
storage systems. To enhance profitability, the proposed portable energy storage system integrates a
semi-empirical battery degradation model to accurately account for degradation costs, while its mobility
allows for travel between different bidding zones to exploit inter-zonal electricity price differences.

A mixed-integer linear programming model is built to optimize the system’s daily charging/discharging
and transportation scheduling. The system’s daily operations within the Norwegian day-ahead market
are simulated using a Python model.

The investigation includes comparative analyses to assess how battery location, chemistry, and degra-
dation models influence system profitability. The study compares stationary and portable battery en-
ergy storage systems: in the stationary case, it evaluates profitability with different battery chemistries
(lithium ferrophosphate and lithium manganese) in different locations, while the portable case explores
the impact of different battery chemistries and degradation models (semi-empirical vs. conventional
energy throughput).

The findings reveal that none of the stationary energy storage systems can achieve break-even through
conventional temporal arbitrage in the Norwegian day-ahead market. In contrast, relocating the battery
proves profitable for all four portable energy storage systems.

Additionally, the application of the depth-of-discharge-aware semi-empirical model enhances profitabil-
ity of portable systems with both battery chemistries, with the lithium manganese system showing a
more than 15% increase in investment return rate. This makes lithium manganese a more attractive
option than the lithium ferrophosphate battery due to its lower investment cost, shorter payback period,
and higher return on investment.
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1
Introduction

The impact of global warming is becoming increasingly apparent. Data from the European Union’s
Copernicus Climate Change Service indicates that, as of February 2024, the global average tempera-
ture over the past year was 1.52°C higher compared to the average of the period between 1850 and
1900 [1]. In the Paris Climate Agreement, nearly 200 nations committed to limiting the rise in global
average temperature to below 2°C above preindustrial levels, with an aspirational goal of capping it at
1.5°C [2].

Given that 87% of global greenhouse gas emissions originate from energy supply, which is primarily
fueled by fossil sources [3], and considering the dramatic increase in fossil fuel consumption over
the past half-century, the need for change is evident. By 2022, fossil fuel consumption had surged
to 137,237 TWh, which was roughly seven times the amount consumed in 1950 (20,138 TWh) and
nearly double the 1980 level (70,620 TWh) [4]. Therefore, transitioning from traditional fossil fuels to
renewable energy sources (RES) is essential for sustainable development in the coming decades.

Fortunately, the share of renewable energy in global consumption is increasing as the consensus of
sustainable development is gradually reached among scientific researchers, corporations, and private
institutions. 2023 had seen a global annual renewable capacity additions increase by almost 50%
(nearly 510 GW), which is the fastest growth rate in the past two decades [5]. Currently, approximately
one-seventh of the global primary energy is derived from renewable technologies, with significant con-
tributions from hydropower, wind, solar, biomass, and geothermal sources [6].

1.1. Electricity Market
Necessitated by the inherently uncertain, intermittent, and varying nature of renewable energy [7, 8],
the rising share of RES is driving an increased demand for energy storage system(ESS). In the absence
of ESS, grid malfunctions such as frequency deviations and voltage drops become more challenging
to address, thereby imposing significant operational difficulties on the grid.

As grid operators, transmission system operators (TSOs) and distribution system operators (DSOs)
are tasked with maintaining the stability and integrity of the power grid. Consequently, these operators
need to use the flexibility offered by ESS to manage potential grid incidents. However, according to
Article 36 of the Electricity Directive (EU) 2019/944, EU-wide grid operators are generally prohibited
from owning, developing, managing, or operating ESS unless specific conditions are met [9].

As a result, market-based methods have become a critical tool for maintaining the normal operation of
the power grid. This approach allows ESS owners to maximize their profits by optimizing their portfolios.
ESS owners can make profit by participating in electricity trading or receive reimbursement by providing
capacity and various ancillary services [10] such as frequency control, voltage control, and reactive
power management [11], among others.

1
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1.2. Energy Arbitrage
1.2.1. Temporal Arbitrage
Among all the portfolio options mentioned, energy arbitrage involves utilities purchasing electricity dur-
ing off-peak hours when prices are the lowest, storing it, and then selling or using the electricity during
peak hours when the prices are the highest. Energy arbitrage leverages temporal price differences,
and the arbitrage revenue is thus dependent on price volatility.

Studies on the arbitrage profitability of battery energy storage systems (BESS) have been conducted in
various global markets. Bradbury et al. [12] had evaluated and compared 14 ESS technologies across
seven regional markets in the US, with profitability assessed using the internal rate of return (IRR) . The
findings indicated that Li-ion batteries were not attractive when compared to other ESS technologies,
as their IRR values were below zero in all seven markets, suggesting that BESS investments would not
break even. Lin et al. [13] examined BESS participation in the Chinese electricity market, indicating
that BESS could achieve positive returns in certain districts with sufficiently large peak/off-peak price
differences.

In Europe, Metz et al. [14] conducted an investigation into BESS arbitrage within the German electricity
market, concluding that a sevenfold increase in price volatility is necessary for storage to become prof-
itable. Hu et al. [15] employed real market data from key European electricity markets, including those
in Germany, Denmark, France and Italy, to assess the potentially profitable utilization time and rate.
Their findings suggest that BESS is currently not feasible for energy arbitrage in European electricity
markets. Arcos-Vargas et al. [16] looked into the influence of BESS technology on electricity arbitrage
in the Iberian market, forecasting that Li-Ion BESS arbitrage will become profitable from 2024 onwards
due to improved round-trip efficiency and extended life cycles.

1.2.2. Spatial-Temporal Arbitrage
In the context of temporal arbitrage, BESSs usually remain stationary at a specific location, generating
profit by exploiting temporal price differences. However, with the increasing penetration of RES, signifi-
cant variations in flexibility demand are observed not only over time but also across different geographic
locations [17].

Consequently, electricity prices exhibit significant temporal and spatial variations [18]. For example,
several Independent System Operators (ISOs) in the US, Canada (Ontario), New Zealand, and Singa-
pore determine the electricity market clearing price for various locations on the transmission grid using
locational marginal pricing (LMP), also known as nodal pricing [19] as in Figure 1.1.

Figure 1.1: The DAM electricity nodal price from CAISO [20] on 05/25/2024 hour: 6-7
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Compared to purely temporal arbitrage, fully exploiting spatial-temporal price differences across differ-
ent locations and times appears to be more profitable. However, this requires that the ESS possesses
mobility, making electric vehicles (EVs) a natural fit. To investigate EV arbitrage profitability, Tepe et
al. [21] demonstrated that optimizing aggregated EV pools for the provision of frequency containment
reserves (FCR) and arbitrage can increase revenue by up to sevenfold. Sarker et al. [22] proposed
a centralized model to co-optimize transformer aging and benefits for EV owners, showing that this
approach can extend the lifetime of grid assets at the cost of a modest reduction in arbitrage bene-
fits. However, the limited capacity of EV batteries, the uncertain travel routes, and the primary focus
on mobility complicate their full utilization as a BESS in arbitrage scenarios and hinder the complete
exploitation of spatial-temporal price differences.

The concept of a utility-scale portable energy storage system (PESS) for spatial temporal arbitrage
was first introduced by He et al. [23] in a California case study. In this study, a PESS, comprising an
electric truck, utility-scale energy storage, and a power converter, travels between different nodes to
take advantage of LMP prices in the California day-ahead market (DAM). The findings indicated that
mobilizing the ESS could increase its life-cycle revenue by up to 70% in certain areas. Additionally, the
life-cycle revenue from spatial-temporal arbitrage could fully cover the PESS cost in regions such as
San Diego and San Mateo. The study also revealed that the PESS is more profitable than a stationary
energy storage system (SESS) in approximately 36% of the 33 examined counties.

1.3. Research Question
Unlike the LMP adopted in the US, European electricity markets currently employ a zonal pricing model
[24]. This model is based on the concept of bidding zones, which are typically treated as single nodes
without accounting for internal congestion [25]. Generally, a bidding zone corresponds to an entire
country, such as the Netherlands, Belgium, and France. While in Nordic countries like Denmark, Nor-
way, and Sweden, a bidding zone represents a specific large region [26] as in Figure 1.2.

Figure 1.2: The DAM electricity zonal price from NordPool [26] on 05/25/2024 hour: 6-7
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Building on the approach in [23], a utility-scale PESSmodel, comprising E-mobility, BESS, and a power
converter, is built to investigate the profitability of spatial-temporal arbitrage across different bidding
zones. Unlike the energy throughput degradation model in [23], this thesis integrates the existing
spatial-temporal arbitrage decision model with a semi-empirical battery degradation model (discussed
in detail in Section 2.4) to account for battery degradation costs during the decision-making phase. This
thesis primarily aims to answer the following research questions:

Under the general premise of considering the semi-empirical battery degradation model:

• RQ1: Is the proposed PESS model profitable in general?
• RQ2: Is the proposed PESS model more profitable than SESS model?
• RQ3: How will the battery chemistry and degradation model influence the spatial-temporal arbi-
trage profitability?

1.4. Alfen NV
This thesis is a collaborative project with Alfen NV.

Alfen, originally founded in 1937 as ”J. van Alfen’s factory of high and low voltage equipment” in Hil-
versum, has evolved into a pivotal entity within the modern electricity grid. With a portfolio including
transformer stations, energy storage systems, and charging stations for EVs, Alfen plays a crucial role
in connecting and supporting the electrical infrastructure and is structured into three core divisions:
Smart Grids, EV Charging, and Energy Storage.

• EVCharging: Alfen’s Smart Charging Network (SCN) is at the forefront of charging plaza technol-
ogy. It functions as an integrated charging network in which each station independently adjusts
its charging speed through dynamic load balancing. The SCN system ensures coordinated group
operation while allowing individual station control. Alfen now provides comprehensive charging
solutions for residential, commercial, and public spaces, featuring products such as theEve series
and the Twin series.

• Smart Grids: Alfen’s Smart Grids division specializes in prefab transformer stations. Since con-
structing its first transformer station in the 1960s, Alfen has continually innovated, ensuring that
each station is equipped with latest technology and tailor-made solutions to meet the needs of
various users and situations.

• Energy Storage: Alfen’s energy storage solutions are based on two main products: TheBattery
Elements and TheBattery Mobile. The battery containers are tailor-made for different markets
and applications, but based on the same design principles to guarantee optimal performance,
flexibility, modularity and a long service life.



2
Related Work

Although BESSs are well-suited for energy arbitrage due to their ease of deployment, rapid response,
and high efficiency, the economic feasibility of battery arbitrage remains problematic because of the
relatively high manufacturing costs. Consequently, developing an optimal arbitrage strategy is crucial
for BESS owners to ensure economic viability

2.1. Temporal Arbitrage Strategy
Aiming at maximizing the BESS profit, several studies have been conducted to optimize the operational
schemes for temporal arbitrage. Peñaranda et al. [27] developed a mixed-integer linear programming
(MILP) model aimed at maximizing economic benefits, quantified by arbitrage income, within the Colom-
bian electricity market. This study incorporates battery degradation approximated through a piece-wise
linear model, with the battery state of health being updated iteratively.

In another study, Bai et al. [28] introduced a BESS arbitrage optimization model utilizing an online
sliding-window dynamic programming strategy. This approach balances short-term revenue against
long-term battery life loss, aiming to maximize long-term profit over an extended time horizon. The
profit is defined as the difference between arbitrage revenue and degradation cost, with the degradation
cost computed based on a nonlinear aging trajectory.

2.2. Spatial-Temporal Arbitrage Strategy: A California Case Study
He et al. [23] conducted the first case study of spatial-temporal arbitrage utilizing utility-scale PESS.
This case study in California, employed a MILP model to maximize daily profit. Several distinctions
from previous temporal arbitrage studies were noted:

1. The model’s input comprises DAM prices from multiple nodes, rather than a single area.
2. The MILP model contains not only battery operation but also PESS location constraints.
3. The objective function includes a term accounting for the travel cost between different nodes.

In this study, battery degradation is incorporated into the objective function as an ’opportunity cost’ term.
This formulation implies that while degradation is factored into the optimization, the degradation cost is
re-added to the final objective function value to calculate the actual revenue, since the battery cost is
fundamentally part of the capital expenditure.

In the objective function, the battery degradation term is quantified using the energy-throughput model.
This model assumes that the degradation cost is directly proportional to the total energy processed by
the battery, regardless of the operational patterns such as depth of discharge (DoD) and cycle average.
Together with several other mainstream models, battery degradation will be discussed in section 2.3.

5
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2.3. Battery Degradation
The increasing market share and relatively high performance of lithium-ion batteries have established
them as a crucial component in EVs and various other applications, including energy arbitrage [28],
renewable energy integration [29], frequency regulation [30] [31], and peak shaving [32] .

In these profit-driven scenarios, the profitability of these services hinges on a balance between service
revenue and operational costs, which are primarily influenced by battery degradation costs. Therefore,
a comprehensive understanding of the relationship between battery operation and the degradation
process is essential. This necessity has led to extensive research into the battery degradation process,
resulting in the development of four categories of lithium-ion battery modeling [33]:

• Physics-Based Models: Physics-based models are derived from fundamental principles of bat-
tery electrochemistry, thermodynamics, and transport phenomena, providing accurate insights
into the internal battery dynamics and degradation processes. The governing equations in these
models are typically coupled partial differential equations, and the complexity is further exacer-
bated by the multi-factorial nature of lithium-ion battery degradation, resulting in exceedingly high
cognitive and computational demands in rigorous physics-based models for practical applications.
[34]. Consequently, these models are generally not used by non-chemical researchers [35].

• Equivalent Circuit Models: Equivalent circuit models represent lithium-ion batteries through an
arrangement of circuit elements, including a voltage source for the open-circuit voltage, resistors
for internal resistance, and RC networks for transient behaviors [36]. Battery aging is modeled
by incorporating variable components [37], with parameter values typically derived from exper-
imental data. The mathematical simplicity of these models makes them suitable for real-time
applications [38].

• Machine Learning Models: Machine learning models estimate battery degradation through var-
ious techniques. Key approaches include regression models such as support vector regression
[39], time series models such as long short-term memory [40], and physics-informed neural net-
works [41]. These data-driven methods can handle complex, non-linear relationships between
input test data and target outputs (e.g., capacity fade, resistance increase) without requiring ex-
plicit mathematical expressions. However, the significant dependency on data and the lack of
interpretability pose challenges for broader applications.

• Empirical and Semi-empirical Models: Empirical models, which are entirely data-driven, aim to
depict battery degradation behavior through curve-fitted mathematical equations. Although these
models can accurately match experimental data, their applicability is constrained to specific con-
ditions, with significant errors arising when extrapolated to different operating conditions. On top
of the empirical model, semi-empirical models integrate theoretical electrochemical phenomena,
such as solid electrolyte interphase (SEI) growth [42] and lithium plating [43], with experimental
data. By incorporating these mechanisms, semi-empirical models can potentially extend their
validity beyond the specific experimental conditions. Additionally, the simplicity of empirical and
semi-empirical models allows them to be applied in various scenarios like system design and
optimizations.
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2.3.1. Semi-Empirical Cyclic Degradation Model
To assess battery degradation and estimate associated costs, this study utilizes the semi-empirical
degradation model developed by Xu et al. [42]. This model integrates the theory of SEI film formation
with experimental data. Degradation is attributed to multiple stress factors, including temperature, av-
erage state of charge (SoC), and DoD. The fundamental principles of this model are summarized in
the following equations:

L = 1− αsei · exp(−fsei)− (1− αsei) · exp(−fd) (2.1)

In Equation 2.1, L denotes the battery capacity fade, where L = 0 indicates a new battery. αsei is a
constant that represents the portion of the charge capacity irreversibly consumed during the SEI film
formation. The battery capacity can be divided two terms: the SEI portion αsei and the remaining
capacity that fades at a rate proportional to the battery life (1 − αsei). In these two terms, fsei and fd
are linearized SEI formation rate and linearized battery degradation rate, respectively. Since the usage
and temperature also contributes to the SEI formation, fsei is assumed to be proportional to fd as in
Equation 2.2. Substituting it back to Equation 2.1 yields Equation 2.3:

fsei = βseifd (2.2)

L = 1− αsei · exp(−βseifd)− (1− αsei) · exp(−fd) (2.3)

In practical cycle aging tests, the battery undergoes repeated charging and discharging over a specified
number of cycles, with its state of health (SoH) being recorded throughout the process. Given that test
conditions, such as DoD, charging/discharging power, and temperature, are typically kept constant,
Equation 2.3 can be reformulated to be applied to the cycling aging test data as follows:

Lcyc = 1− αsei · exp(−βseiNfd,1)− (1− αsei) · exp(−Nfd,1) (2.4)

In Equation 2.4, N denotes the number of cycles that battery undergoes and fd,1 is the linearized
degradation rate per cycle. A fitting algorithm can then be used to determine the value of αsei, βsei and
fd,1 as in Figure 2.1. As observed, a new lithium-ion battery experiences rapid degradation during the
first few hundred cycles. Subsequently, the degradation rate slows once the battery life decreases to
approximately 0.9, indicating the completion of SEI formation.

Figure 2.1: An example of degradation curve and the fitting of the SEI model from [42]
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2.3.2. Stress Factor Models
In practice, battery degradation is significantly influenced by operational patterns and ambient condi-
tions. Therefore, the linearized degradation rates discussed in subsection 2.3.1 are modeled as func-
tions of several factors, including depth of discharge (DoD), state of charge (SoC), cell temperature,
and elapsed time, among others. Assuming that these factors are independent, the linearized cyclic
degradation rate can be expressed as:

fc(δ, σ, Tc) = Sδ(δ)Sσ(σ)ST (Tc) (2.5)

In Equation 2.5, Sδ(δ), Sσ(σ) and ST (Tc) denote the stress factors of DoD, Soc and cell temperature,
respectively. By replacing Sδ(δ) with the time stress factor St(t), the calendar degradation rate can be
expressed by:

ft(t, σ, Tc) = St(t)Sσ(σ)ST (Tc) (2.6)

In this study, the linearized degradation rate per cycle is calculated using Equation Equation 2.7. The
focus is solely on the impact of Depth of Discharge (DoD), leading to a simplified expression for the
linearized degradation rate, as shown in [44].

fd,1 = [Sδ(δ) + Stc(t)]Sσ(σ)ST (Tc) (2.7)

According to the literature, the DoD stress factor can be categorized into two types: exponential models
[44] and quadratic models [45]. In this study, two different types of battery chemistries are compared:
lithium ferrophosphate (LFP) and lithium manganese oxide (LMO). For LFP battery this study adopts
the exponential stress factor model, as in Equation 2.8. And for LMO battery, one more coefficient is
introduced as in Equation 2.9.

fd,1,LFP = Sδ(δ) = kδ,1 · δekδ,2δ (2.8)

fd,1,LMO = Sδ(δ) = (kδ,1 · δkδ,2 + kδ,3)
−1 (2.9)

It is important to note that all calculations of battery degradation are based on full cycles; however, in
practice, the battery does not always operate at full cycle. This requires the conversion of irregular
cycles to equivalent full cycles. In this study, Miner’s rule [46] is applied for this conversion, as shown
in Equation 2.10:

Neq,i =
Nlife[δ=1]

Nlife[δ=δi]
(2.10)

WhereNeq,i is the equivalent 100%DoD cycle number of the ith counted cycle;Nlife[δ=1] andNlife[δ=δi]

refer to the battery lifetime number of cycles under 100% and δi DoD. The battery capacity fade under
irregular cycles can there for be expressed as in Equation 2.11:

Lcyc = 1− αsei · exp(−βsei · fd,1[δ=1]

n∑
i=1

Neq,i)− (1− αsei) · exp(−fd,1[δ=1]

n∑
i=1

Neq,i) (2.11)

The state of health (SoH) versus cycle number curves for the LFP and LMO batteries under different
DoD are shown in Figure 2.2. After converting the irregular cycles to equivalent full cycles using Miner’s
rule, the SoH versus equivalent full cycles is presented in Figure 2.3. As observed, when operating
under full cycles, the LMO battery exhibits a faster degradation rate and, consequently, a shorter cycle
life compared to the LFP battery.
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Figure 2.2: Battery state of health versus cycle number under different depth of discharge
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Figure 2.3: Battery state-of-health versus number of equivalent full cycles of LFP and LMO battery
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2.3.3. Semi-Empirical Calendar Aging Model
In the previous subsections, we introduced the semi-empirical cyclic degradation model and the stress
factor model, which enable the estimation of battery cyclic degradation. However, in practical applica-
tions, another significant contributor to battery capacity loss is calendar aging. Calendar aging occurs
even when the cell remains in idle state and arises from side reactions caused by the thermodynamic
instability of the materials [47].

In various lithium-ion battery applications, such as frequency containment reserve (FCR), electric ve-
hicles (EVs), and energy arbitrage, as will be discussed in this study, the operational period is often
significantly shorter than the idle period [48], [49]. This necessitates an investigation into the effects
of calendar aging. Studies such as [49], [50] and [51] have formulated the calendar aging process
of lithium ferrophosphate (LFP) batteries using semi-empirical models, with parameters that can be
curve-fitted based on accelerated laboratory calendar test data.

Typically, calendar aging can be categorized into two types: reversible and irreversible capacity loss
[33]. In this study, all capacity losses due to calendar aging are considered irreversible. Similar to the
stress factor model used in cyclic degradation estimation, the calendar aging rate can also be attributed
to several stress factors, such as storage temperature and state of charge (SoC). The semi-empirical
model presented in [52] is utilized to estimate the battery calendar life behaviour in this study, and the
two types of lithium ion batteries are assumed to share the same calendar degradation model. The
primary concept of this model can be summarized by Equation 2.12:

Lcal = αcal,1 · exp(αcal,2 · SoCsto) · exp((αcal,3 · SoCsto + αcal,4)/Tsto) · tp (2.12)

According to the calendar aging equation, the lithium-ion battery calendar degradation curves under
different storage SoC and temperature are depicted in Figure 2.4.
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Figure 2.4: The battery capacity loss due to calendar aging versus number of hours at different temperature and SoC



3
Problem Formulation

3.1. System Composition
The spatial temporal arbitrage system consists of the following components: a fully electric truck and
three Alfen TheBattery Mobile X modules. As Alfen’s 4th generation mobile battery energy storage
system (BESS), it reliably supplies the necessary power and energy for applications such as events,
construction sites, and EV charging hubs. Each module offers an energy capacity of up to 720 kWh
and a power capacity of 270 kW [53].

The proposed portable energy storage system (PESS) utilizes a 800-km E-mobility to travel between
different zones as shown in Figure 3.1, with an energy consumption rate of approximately 1.25 kWh
per kilometer. This configuration gives an energy capacity of about 1 MWh, with 840 kWh allocated for
arbitrage and the remaining capacity dedicated to transportation. Key technical and cost specifications
of the system are given in Table 3.1.

Table 3.1: Technical specification and cost estimation of the proposed spatial temporal arbitrage model

Parameter Unit Value Parameter Unit Value

Battery Price LFP €/kWh 140 System Power kW 1,125
Battery Price LMO €/kWh 110 Mobile X Capacity kWh 2,160
Connection Price €/MW 34,000 E-mobility Capacity kWh 840
E-mobility Price € 62,400 System Capacity kWh 3,000
Inverter Price € 75,600

Figure 3.1: Different bidding zones in Norway
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3.2. Model Input: Norwegian Zonal Day-ahead Market Price
The economic feasibility of the proposed PESS is evaluated in the Norwegian day-aheadmarket (DAM).
Norway is divided into five distinct bidding zones as illustrated in Figure 3.1. Due to its relative isolation
and similar electricity tariff to NO3 (as shown in Figure 3.2), bidding zone NO4 is excluded from the
scope of this study. Additionally, since the bidding prices of zones NO1 and NO5 are observed to be
nearly identical for most of the year (Figure 3.3), these two zones are treated as one with uniform price
in this study.
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Figure 3.2: Comparison of day ahead market hourly prices between NO3 and NO4 in 2023 [54]
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Figure 3.3: Comparison of day ahead market hourly prices between NO1 and NO5 in 2023 [54]
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The complete hourly tariff for the year 2023 across all bidding zones are given in Figure 3.4.
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Figure 3.4: Day ahead market hourly prices of all 5 Norwegian bidding zones

Since the travel and charging/discharging scheduling of the proposed system is carried out on a daily
basis, the system input would be the hourly DAM electricity in different bidding zones as in Figure 3.5.
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Figure 3.5: An example of hourly day-ahead electricity tariffs in different Norwegian bidding zones on day 158 [54]
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3.3. Objective Function
The operational schedule optimization of the proposed system is formulated as a mixed integer linear
programming (MILP) problem in this study. The optimal daily schedule is derived by maximizing the
daily profit, which is composed of three key components: arbitrage revenue R, transportation cost CT

and degradation cost CD as in Equation 3.1.

obj(xt) = R(xt)− CT (xt)− CD(xt)

where xt = [P dis
n (t), PChg

n (t), γnm(t), ωn(t), αn(t), βn(t), θn(t) ∀n,m ∈ Ω, t ∈ H] (3.1)

In the equation, Ω and H represent the bidding zone location domain and optimization horizon. The
decision variable xt includes the scheduling of the following elements: PDis

n (t) and PChg
n (t), which

represent the discharging/charging power in bidding zone n during time slot t, respectively. Additionally,
binary variable γnm(t) denotes travel from bidding zone n to m at time slot t; αn(t) and βn(t) indicate
arrival at and departure from bidding zone n at time slot t; and θn(t) serves as an auxiliary binary
variable to keep the variable αn(t) consistent with the arrival.

3.3.1. Objective Function: Arbitrage Revenue
The arbitrage revenue can be expressed as in Equation 3.2. In the equation, ∆t is the simulation time
step, which is set to 60 minutes and λn(t) is the electricity tariff in bidding zone n at time slot t.

R(xt) = ∆t
∑
t∈H

∑
n∈Ω

λn(t)[P
dis
n (t)− P chg

n (t)] (3.2)

3.3.2. Objective Function: Transportation Cost
The primary component of operational costs is transportation, which includes driver wages and fuel
expenses. As referenced in [55], the hourly wage for a heavy truck driver in Norway is approximately
€20 per hour. The fuel cost per hour is estimated based on an assumed truck speed of 50 km/h and
an hourly energy consumption of approximately 62.5 kWh. Since the PESS primarily charges during
low-price hours, the electricity tariff is assumed to be below €30 per MWh, resulting in a marginal fuel
cost of €1.8 per hour. Consequently, the hourly transportation cost cT is set at €22. The daily system
transportation cost can be calculated using Equation 3.3.

CT (xt) = cT∆t
∑
t∈H

∑
n∈Ω

∑
m∈Ω

γnm(t) (3.3)

3.3.3. Objective Function: Cyclic Degradation Cost
This thesis presents a comparative analysis of two distinct formulations for degradation cost. The first
formulation is based on energy throughput degradation model, and the second utilizes a semi-empirical
degradation model.

• Energy Throughput Model Formulation

The energy throughput model formulation is presented in Equation 3.4, where cD represents a
constant quantifying the degradation cost per MWh. In this model, battery degradation is indepen-
dent of the current state of health (SoH) and operational patterns, meaning that the degradation
cost is solely determined by the amount of energy processed by the battery.

CD = cD∆t
∑
t∈H

∑
n∈Ω

[P dis
n (t) + P chg

n (t)] (3.4)

• Semi-Empirical Model Formulation

As the semi-empirical model employed in this study is cycle-based, it requires a cycle counting
algorithm to extract relevant information for each cycle. An online cycle counting algorithm is uti-
lized to determine cycle characteristics, such as depth of discharge (DoD), from the daily energy
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profile. A more detailed explanation of the online cycle counting algorithm is given in subsec-
tion 3.4.3.

To formulate the degradation cost using the semi-empirical model, the non-linear relationship
between the DoD and battery life needs to be examined first. As discussed in subsection 2.3.1,
battery degradation follows a double exponential relationship with the cycle numberN and degra-
dation rate fd,1, which is dependent on the DoD. Equation 3.5 is presented again for reference.

Lcyc = 1− αsei · exp(−βsei ·NSδ(δ))− (1− αsei) · exp(−NSδ(δ)) (3.5)
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Figure 3.6: Two different types of battery life time cycle number and energy throughput versus DoD

By setting the left-hand side of Equation 3.5 to the end-of-life degradation Leol, which is normally
valued at 0.2, the end-of-life cycle number Neol and lifetime energy throughput Etotal at certain
DoD can be determined. The relationship between these two lifetime values and the DoD for two
different battery chemistries are illustrated in Figure 3.6.

Given the battery replacement cost Crep, the degradation cost per unit energy cD(DoD) at a
specific DoD can be calculated using Equation 3.6. The degradation cost for each cycle with a
certain depth, Ccyc(DoD), can then be determined by multiplying the cost per unit energy by the
amount of energy, as expressed in Equation 3.7.

ccycunit(DoD) =
Crep

Eeol(DoD)
(3.6)

Ccyc(DoD) = EPESS ·
∑
t∈H

ccycunit(DoD) ·DoD(t) (3.7)

The relationship between degradation cost per MWh and cost per cycle as a function of DoD is
illustrated in Figure 3.7a and Figure 3.8a. It can be observed that the optimal cycle depth lies
between 0.3 and 0.6 for LFP and between 0.2 and 0.5 for LMO, corresponding to the highest
lifetime energy throughput shown in Figure 3.6. To incorporate the non-linear semi-empirical
degradation cost model into themixed-integer linear programming (MILP) framework, a piecewise
linear approximation is utilized, as depicted in Figure 3.7b and Figure 3.8b.
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Figure 3.7: LFP battery cyclic cost per MWh and cost per cycle
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Figure 3.8: LMO battery cyclic cost per MWh and cost per cycle



3.3. Objective Function 17

In the preceding sections, the impact of the operational pattern, specifically DoD, on the degrada-
tion rate has been discussed. This discussion has so far assumed that the impact is independent
of the current battery state-of-health (SoH). However, as shown in Figure 2.3, identical cycles will
cause varying degrees of damage to the battery depending on its SoH. To formulate the degra-
dation cost using the complete semi-empirical model, the effect of SoH needs to be accounted
for and is represented as a scaling factor SSoH as in Equation 3.8.

SSoH(N) =
∂L

∂N
· Crep

Leol · CD
DoD=100%

(3.8)

The relationship between the scaling factor SSoH and the accumulated full cycles Ntotal is illustrated in
Figure 3.9. Notably, an upper bound of SSoH

max is incorporated into the model, corresponding to a max-
imum full-cycle degradation cost around €70. This adjustment is needed because, without the upper
limit, the degradation cost term in the objective function would be excessively high during the initial
few hundred cycles, which would discourage the battery from engaging in any charging or discharging
actions. The final formation of degradation cost is given in Equation 3.9.

Ccyc
deg = Ccyc(DoD) · SSoH (3.9)
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Figure 3.9: State-of-Health stress factor versus accumulated equivalent full cycle Ntotal
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3.3.4. Objective Function: Calendar Degradation Cost
The calendar degradation cost term is formulated based on the semi-empirical calendar degradation
model proposed in [52]. Similar to cyclic degradation term formulation, the calendar cost term is calcu-
lated based on Equation 2.12, which is given here again for reference.

Lcal = αcal,1 · exp(αcal,2 · SoCsto) · exp((αcal,3 · SoCsto + αcal,4)/Tsto) · tp (3.10)

In this study, the battery module storage temperature is considered to be fixed at Tsto = 25◦C. Conse-
quently, varying storage state-of-charge (SoC) will result in different calendar life time teol(SoC) for a
given end-of-life degradation Leol

cal = 0.2, and the corresponding calendar cost per hour ccalhour(SoC) can
be determined by Equation 3.11. The daily calendar degradation cost is calculated based on the daily
average SoC as in Equation 3.12.

ccalhour(SoC) =
Crep

teol(SoC)
(3.11)

Ccal
deg(SoC) = 24 · ccalhour[

∑
t∈H

SoC(t)/24] (3.12)

The battery calendar life and daily calendar cost of LFP and LMO battery are depicted in Figure 3.10.
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3.4. Constraints
For a complete formulation of the MILP model, constraints are needed in addition to the objective
function to define the feasible regions and solution space. In this study, constraints can be divided
into three categories: 1.battery operation constraints; 2.transportation constraints and 3.cycle counting
constraints.

3.4.1. Constraints: Battery Operation
The system is considered to have an energy conversion efficiency of η, the self discharge rate is as-
sumed to be 0 in this study. The energy balance and energy level constraints can be expressed in
Equation 3.13 and Equation 3.14. And the state of charge level at time t can be calculated as in
Equation 3.15.

E(t) = E(t− 1) + ∆t
∑
n∈Ω

[P chg
n (t)η − P dis

n (t)/η] ∀t ∈ H (3.13)

0 ≤ E(t) ≤ SoH · Emax ∀t ∈ H (3.14)

SoC(t) =
E(t)

SoH · Emax
∀t ∈ H (3.15)

Charging/discharging power constrains in Equation 3.16 and Equation 3.17 indicate that the battery
must be parked at a specific node and be in corresponding operation mode in order to charge/discharge.
Operation status constraint in Equation 3.18 ensures that the battery does not charge and discharge
at the same time:

0 ≤ P chg
n (t) ≤ ωn(t)Z

chg(t)Pmax ∀n ∈ Ω, t ∈ H (3.16)

0 ≤ P dis
n (t) ≤ ωn(t)Z

dis(t)Pmax ∀n ∈ Ω, t ∈ H (3.17)

Zchg(t) + Zdis(t) ≤ 1 ∀t ∈ H (3.18)

3.4.2. Constraints: Transportation
The transportation constraints follows the PESSmodel in [23], and it comprises the following equations:
Equation 3.19 ensures that the battery can only be either parked in one location or traveling from one
location to another at every time step. Equation 3.20 links the binary arrival and departure indicator
αn(t), βn(t) with the location indicator ωn(t) and Equation 3.21 makes sure the arrival and departure
at the same location do not occur simultaneously.

∑
n∈Ω

ωn(t) +
∑
n∈Ω

∑
m∈Ω

γnm(t) ≤ 1 ∀n,m ∈ Ω, t ∈ H (3.19)

αn(t)− βn(t) = ωn(t)− ωn(t− 1) ∀n ∈ Ω, t ∈ H (3.20)

∑
n∈Ω

αn(t) ≤ 1−
∑
n∈Ω

βn(t) ∀t ∈ H (3.21)

Equation 3.22 will set the binary travel indicator γnm(t) to 1 when a departure occurs and Equation 3.23
ensures that this travel indicator corresponds to the travel between the departure and arrival locations.
The value of the auxiliary binary variable θm(t) that appeared in Equation 3.23 is linked to the arrival
indicator by Equation 3.24 so that the value of αm(t) can be reset at the end of every transportation.
Equation 3.25 specifies the time for travel and loading/unloading the battery between every node.
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∑
m∈Ω

γnm(t) ≥ βn(t) ∀n ∈ Ω, t ∈ H (3.22)

αm(t)− θm(t) =
∑
n∈Ω

[γnm(t− 1)− γnm(t)] ∀m ∈ Ω, t ∈ H (3.23)

∑
n∈Ω

αn(t) ≤ 1−
∑
n∈Ω

θn(t) ∀t ∈ H (3.24)

γnm(t) ≥ γnm(t− 1)− γnm(t− dnm) ∀n,m ∈ Ω, t ∈ H (3.25)

A daily power profile of the relocatable energy storage system is given in Figure 3.11, serving as an
example to explain the operation of transportation constraints. Between hours 10 and 19, the system
undergoes two relocations: initially from NO3 to NO1 at t = 13, followed by a return from NO1 to NO3 t
= 17. The corresponding values of the transportation constraint binary variables during this period are
presented in Table 3.2.
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Figure 3.11: A daily power profile example to illustrate the working principle of transportation constraints

Table 3.2: Values of binary transportation variables between hour 10 and 19 in Figure 3.11

t 10 11 12 13 14 15 16 17 18 19

ω1(t) 0 0 0 0 1 1 1 0 0 0
ω3(t) 1 1 1 0 0 0 0 0 1 1
α1(t) 0 0 0 0 1 0 0 0 0 0
α3(t) 0 0 0 0 0 0 0 0 1 0
β1(t) 0 0 0 0 0 0 0 1 0 0
β3(t) 0 0 0 1 0 0 0 0 0 0
γ13(t) 0 0 0 0 0 0 0 1 0 0
γ31(t) 0 0 0 1 0 0 0 0 0 0
θ1(t) 0 0 0 1 0 0 0 0 0 0
θ3(t) 0 0 0 0 0 0 0 1 0 0
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3.4.3. Constraints: Real-time Cycle Counting Algorithm
As discussed in [42], the cycle-based semi-empirical model is employed together with the rainflow
counting algorithm (RCA). However, RCA necessitates the availability of the complete SoC profile to
derive the counting result; whereas in a mixed-integer linear programming (MILP) problem, the SoC
profile is unknown during the optimization process. Furthermore, the rainflow algorithm does not have
a closed-form, which poses challenges for its application in MILP formulation [56].

Shi et al. [57] integrated RCA into battery operation optimization by utilizing a subgradient algorithm
to minimize the non-differentiable degradation cost term. They transformed the constrained objective
function into an unconstrained form via a log-barrier function [58]. By appropriately adjusting the step
length in each iteration, the desired accuracy in the final result can be guaranteed.

However, the subgradient method is not applicable in thosemainstream optimizer like Gurobi and Cplex.
Additionally, it requires a more complicated objective function formulation, a user-defined update rule
in each iteration for charging and discharging power that involves the partial derivative calculation. For
simplicity, this thesis will use a real-time cycle counting method proposed in [59]. The main idea of this
algorithm can be concluded by the following equations.

Zchg(t)− Zchg(t− 1) = Zchg
st (t)− Zchg

end(t) ∀t ∈ H (3.26)

Zdis(t)− Zdis(t− 1) = Zdis
st (t)− Zdis

end(t) ∀t ∈ H (3.27)

ZCC(t) = Zchg
end(t) + Zdis

end(t) ∀t ∈ H (3.28)

Equation 3.26 and Equation 3.27 establish the relationship between the charging/discharging start and
end indicators and the variation of the charging/discharging states. Equation 3.28 ensures that the
end-of-cycle indicator ZCC(t) is set to 1 whenever a charging or discharging cycle ends.

Equation 3.29 describes how the auxiliary SoC variable is determined based on the end-of-cycle indi-
cator ZCC(t): when a cycle ends, the auxiliary SoC variable x(t) gets the SoC value from the previous
time step. Otherwise, it continues to inherit the value of x(t− 1) from the previous moment.

x(t) =


x(t− 1) if ZCC(t) = 0

∀t ∈ H

SoC(t− 1) if ZCC(t) = 1

(3.29)

DoD(t) = |SoC(t− 1)− x(t− 1)| ∀t ∈ H (3.30)

Since the if-else condition in Equation 3.29 and the absolute value in Equation 3.30 are not linear, these
two equations need to be linearized to be applied in the MILPmodel. Equation 3.29 can be linearized by
the big-M method as in Equation 3.31. And the absolute value can be expressed as in Equation 3.32.

−M · ZCC(t) ≤ x(t)− x(t− 1) ≤ M · ZCC(t) ∀t ∈ H (3.31a)
−M · [1− ZCC(t)] ≤ x(t)− SoC(t− 1) ≤ M · [1− ZCC(t)] ∀t ∈ H (3.31b)

DoD(t) ≥ SoC(t− 1)− x(t− 1) ∀t ∈ H (3.32a)
DoD(t) ≥ −SoC(t− 1) + x(t− 1) ∀t ∈ H (3.32b)
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For more details about the functionality of online cycle counting algorithm, an example SoC profile is
presented in Figure 3.12, with its corresponding continuous and binary variable values listed in Table 3.3.
The online counting algorithm counts a half-cycle one unit time step after its completion, resulting in
a ’delay’ between the actual and counted cycle ends. For instance, Figure 3.12 illustrates three half-
cycles of magnitudes 0.3, 0.5, and 0.2 occurring at t = 2, t = 7, and t = 9, respectively, yet only two
half-cycles are counted at t = 3 and t = 8. The original online counting algorithm described in [59] fails
to account for the last half-cycle ending at the final time step.
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Figure 3.12: An example of SoC profile to illustrate online cycle counting algorithm working principles

Table 3.3: The corresponding continuous and binary variable values of the given SoC example profile

t 0 1 2 3 4 5 6 7 8 9

Continuous
Variables

SoC(t) 0.5 0.7 0.8 0.8 0.8 0.6 0.4 0.3 0.3 0.5
x(t) 0.5 0.5 0.5 0.8 0.8 0.8 0.8 0.8 0.3 0.3
c(t) 0 0.2 0.1 0 0 0 0 0 0 0.2
d(t) 0 0 0 0 0 0.2 0.2 0.1 0 0

DoD(t) 0 0 0 0.3 0 0 0 0 0.5 0

Binary
Variables

Zchg(t) 0 1 1 0 0 0 0 0 0 1
Zdis(t) 0 0 0 0 0 1 1 1 0 0
Zchg
st (t) 0 1 0 0 0 0 0 0 0 1

Zchg
end(t) 0 0 0 1 0 0 0 0 0 0

Zdis
st (t) 0 0 0 0 0 1 0 0 0 0

Zdis
end(t) 0 0 0 0 0 0 0 0 1 0

ZCC(t) 0 0 0 1 0 0 0 0 1 0

To account for half-cycles that ends at the final time step, the following constraints are added to the
original online counting algorithm:

DoD(tend) ≥ SoC(tend)− x(tend − 1) (3.33a)
DoD(tend) ≥ −SoC(tend) + x(tend − 1) (3.33b)
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3.5. Simulation
3.5.1. Workflow
After formulating the objective function and incorporating constraints, the battery profitability can be
analyzed using the workflow depicted in Figure 3.13. Initially, the battery aging model parameters are
input into the model during the initialization phase. Subsequently, the daily optimization is executed
iteratively until the battery reaches its end-of-life.
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αsei, βsei, kδ1, kδ2, αcal,1, αcal,2, αcal,3, αcal,4, p 

Figure 3.13: Flowchart of the profitability assessment

In each iteration, the SoH stress factor SSoH is calculated using Equation 3.8, based on the current
battery SoH, to account for the varying damage that a same cycle will cause to the battery at different
SoH. The non-linear degradation process due to operational patterns (DoD) and storage conditions
(SoC and temperature) is then formulated within the MILP model as discussed in the subsection 3.3.4.
Once the optimal charging/discharging and transportation schedule for the day is determined, the cyclic
and calendar aging are estimated using semi-empirical degradation models based on the daily SoC
profile. Following the damage estimation, the battery SoH status is updated, and a new iteration begins.
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3.5.2. Parameters
The values of the semi-empirical degradation model parameters used in this simulation are provided
in Table 3.4 and Table 3.5. The parameters for calendar degradation are sourced from [52], and the
cyclic degradation parameters are obtained from [42]. The system operation parameters are listed in
Table 3.6.

Table 3.4: Calendar degradation parameters

Parameter αcal,1 αcal,2 αcal,3 αcal,4 p

Value 3.00× 10−4 0.53 −2.70 −1.02 0.52

Table 3.5: Cyclic degradation parameters

Battery Parameter Value Battery Parameter Value

LFP

αsei 3.14× 10−2

LMO

αsei 5.75× 10−2

βsei 9.51× 10 βsei 1.21× 102

kδ,1 2.02× 10−5 kδ,1 1.40× 105

kδ,2 5.73× 10−1 kδ,2 −5.01× 10−1

kδ,3 −1.23× 105

Table 3.6: System operation parameters

Symbol Definition Unit Value

cT Transportation Cost [€/h] 22
cD LFP Throughput Degradation Cost [€/MWh] 14
cD LMO Throughput Degradation Cost [€/MWh] 16
d12, d21 Transportation Time NO1,2 [h] 1
d13, d31 Transportation Time NO1,3 [h] 5
d23, d32 Transportation Time NO2,3 [h] 6
Leol End of Life Capacity Loss [-] 0.2
M Big M for if-else Condition [-] 3
r Yearly Discount Rate [-] 0.05
SoCsto Storage SoC [-] 0.5
Tsto Storage Temperature [◦C] 25

In Table 3.6, the throughput costs per MWh of energy for LFP and LMO batteries are set at €14 and
€16, respectively, generating the highest lifetime net present value (NPV). Simulation results using
alternative values are provided in Appendix A.
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3.5.3. Price Input Adjustment
One limitation of the portable energy storage system (PESS) model presented in this study is its inability
to capture long-term price trends, because the optimization horizon is 24 hours instead of a year. Con-
sequently, the model will demonstrate the following behavior: assuming that the PESS parking base is
located in bidding zone NO5, near the border of bidding zone NO3, the price difference between these
two zones during spring, summer and winter makes spatial-temporal arbitrage highly profitable. While
in autumn, the price difference between NO5 and NO2 surpasses that between NO5 and NO3 for most
of the season, indicating that the PESS should relocate its parking base within NO5 to a node closer to
the NO2 border. However, the daily optimization does not accommodate this parking base movement,
since it is not the most profitable schedule for any specific day.

Taking this limitation into account, the price input in this study is manually adjusted based on the original
data to enhance the profitability. The price data of bidding zoneNO3 from day 196 to day 282 is replaced
with the price in bidding zone NO2 for the corresponding days, indicating the parking base movement.
The original NO2, NO3 price data and adjusted price data NO2&3 are presented in Figure 3.14.
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Figure 3.14: The hourly day-ahead electricity tariff NO2&3 used in the simulation
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3.6. Chapter Summary
In this chapter, we present the input price signal of the model, the system composition, and the values of
rating and costs for each element in the system. The revenue and traveling cost terms in the objective
function are formulated, along with degradation cost terms using two distinct degradation models: the
energy throughput model and the semi-empirical model. The latter encourages the battery to operate
with a cycle depth between 0.3 and 0.4. Furthermore, model constraints for operation, transport, and
online cycle counting are introduced to determine the feasible domain and solution space of the mixed
integer linear programming (MILP) model.

After constructing the model, the profitability assessment workflow is presented, along with the pa-
rameters used in the simulation. Before running the simulation, it is essential to note the following
simplifications have been assumed, for the battery itself:

1. Self-discharge is neglected.
2. Battery SoH within a day is considered constant.
3. Charging and discharging actions are doing equal amount of damage to battery SoH.
4. Cyclic degradation rate is only related to its operation pattern and is independent of current SoH.
5. Only the energy capacity fade is considered, there is no power capacity fade.

For operational conditions:

1. Perfect electricity price foresight is assumed and the PESS is a price-taker.
2. The transportation cost is a constant value €22/h during the whole battery life span.
3. There is no traffic jam or maintenance, travel time between nodes are constant forth and back.
4. The battery temperature is considered constant at 25◦C.
5. The daily initial and final locations of the PESS are the same.
6. The daily initial and final SoC levels of the PESS are the same.



4
Results

After running the simulation iteratively until the end of battery life with two different degradation models,
the simulation results for stationary energy storage system (SESS) and portable energy storage system
(PESS) are presented in this chapter.

4.1. Stationary Energy Storage System: LFP Battery
This section aims at analyzing the profitability of the stationary energy storage system. To this end, we
will analyze the profitability of stationary energy storage systems (SESSs) in two distinct bidding zones,
NO1 and NO2. The power and energy capacity of SESSs will be the same as those of PESSs, which
are 1.2 MW and 3 MWh, respectively.

4.1.1. LFP: Degradation Comparison
To ensure consistency of units of measure, the calendar degradation is converted from percentage to
number of equivalent full cycles. The varying calendar degradation slope over battery life time in this
figure can attribute to the fact that same percentage of capacity loss corresponds to different number
of full cycles at different battery SoH.
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Figure 4.1: The damage measured in equivalent full cycle in bidding zone NO1 and NO2
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Figure 4.1 presents the degradation caused by cyclic aging and calendar aging at a daily initial SoC of
0.5. Due to significantly shorter simulation times, only the results using the energy throughput model
are given here. As can be seen, battery in bidding zone NO2 first reaches its end of life due to its more
frequent charging and discharging actions, indicating that bidding zone NO2 has a higher temporal
price volatility than that of bidding zone NO1.

4.1.2. LFP: Revenue and Net Present Value Comparison
Notably, calendar ageing played a dominant role in stationary battery system ageing. Which means
the battery lost most of its capacity without any income, resulting in low profitability. And the yearly
revenue and end-of-year SoH in bidding zone NO1 and NO2 are presented in Figure 4.2.
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Figure 4.2: The yearly revenue and state of health of the SESS in bidding zone NO1 and NO2
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Considering the time value of money, a yearly discount rate r = 5% is used to account for factors like
inflation. The discounted income and net present value results are presented in Figure 4.3.

4.2. Stationary Energy Storage System: LMO Battery
4.2.1. LMO: Degradation Comparison
Figure 4.4 presents the battery degradation results caused by cyclic aging and calendar aging.
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Figure 4.4: The damage measured in equivalent full cycle in bidding zone NO1 and NO2

4.2.2. LMO: Revenue and Net Present Value Comparison
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Figure 4.5: The yearly revenue and state of health of the SESS in bidding zone NO1 and NO2
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Figure 4.5 presents the yearly revenue and battery SoH over battery service life. After considering the
5% yearly discount rate, the discounted revenue and system net present value results are presented
in Figure 4.6.
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Figure 4.6: Comparison between the discounted revenue and net present value in bidding zone NO1 and NO2

Table 4.1 provides detailed simulation results for various stationary systems with different battery chem-
istry, across different bidding zones as presented in section 4.1 and section 4.2. The simulation results
of stationary battery systems in other bidding zones are provided in Table A.3 and Table A.4 in Ap-
pendix A.

Table 4.1: Comparison of the degradation and profitability in bidding zone NO2 and NO5

Bidding
Zone

Battery
Chemistry

Equivalent Full
Cycle Number

(Cyclic)

Equivalent Full
Cycle Number
(Calendar)

Battery
Service Life

[day]

Net Present
Value
[€]

Investment
Cost
[€]

NO1 LFP 1,936 3,397 5,394 263,475 534,000
LMO 988 1,800 4,424 255,307 444,000

NO2 LFP 1,532 3,802 4,755 305,883 534,000
LMO 1,173 1,614 3,897 279,450 444,000

The presented data indicate that none of the four examined stationary energy storage systems (SESSs)
achieve break-even. This outcome can be attributed to the low temporal tariff volatility within all bidding
zones, resulting in the battery remaining idle for much of its service life rather than engaging in arbitrage.
Consequently, calendar degradation occurs as majority without generating profit. Furthermore, all four
proposed systems have service lives that are longer than 10 years, leading to a significant diminishing
in actual value during the later years of the battery’s lifespan.
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4.3. Relocatable Energy Storage System: LFP Battery
4.3.1. LFP: Degradation Comparison
The degradation results with different LFP battery degradation models are given in Figure 4.7.
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Figure 4.7: The damage measured in equivalent full cycle with different degradation models

As illustrated in Figure 4.7, the system with semi-empirical degradation model exhibits relatively slower
growth rates in both cyclic and calendar aging compared to the system with energy-throughput model.
Consequently, the system with the energy-throughput model reaches its end of life sooner. Due to its
shorter service life, cyclic aging constitutes a higher percentage than in energy throughput model.

4.3.2. LFP: Revenue and Net Present Value Comparison
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Figure 4.8: The yearly revenue and state of health of the PESS with different degradation models
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The annual revenue and battery SoH at the end of each year are illustrated in Figure 4.8. Over the initial
six-year period, the energy throughput model yields higher revenues, depleting the battery capacity by
the seventh year. Conversely, although the semi-empirical model generates lower annual revenues
during these first six years, it continues to produce income until the ninth year.

Taking into account the time value of money, the discounted annual income and net present value
(NPV) of the PESS with two distinct degradation models are depicted in Figure 4.9. As illustrated, both
degradation models of PESSs demonstrate profitability.
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Figure 4.9: Comparison between the discounted revenue and net present value

The detailed simulation results of degradation and profitability are presented in Table 4.2.

Table 4.2: Comparison of the degradation and profitability with different models

Degradation
Model

Service
Life
[day]

Pay-Back
Period
[day]

Lifetime
Revenue

[€]

Ner Present
Value
[€]

Investment
Cost
[€]

Investment
Return Rate

Semi-Empirical 3,005 2,498 646,427 662,773 596,400 11.13%
Energy Throughput 2,329 1,954 600,584 660,658 596,400 10.77%

As shown in Table 4.2, the semi-empirical model extends battery service life and improves both system
lifetime revenue and net present value (NPV). The lifetime revenue has increased by over 6% compared
to the energy throughput model; however, the net present value and investment return rate see a
modest rise of only 0.36%, with a 544-day longer payback period.

This outcome can be attributed to the the optimization model’s focus on maximizing daily profit rather
than lifetime NPV, coupled with the time value of money. Although the semi-empirical model boosts
lifetime revenue by over 6%, the discounted value of revenues in years 8 and 9 diminishes significantly
over time. This suggests that, in this scenario, the advantages of extending battery service life with a
conservative strategy do not substantially outweigh those of a more aggressive approach.

For a more detailed analysis, the revenue, travel cost, degradation cost and profit of both systems are
presented in Figure 4.10. It is noteworthy that the relocatable energy storage system is actually losing
money during the first year due to the high cycle degradation cost, which can be explained by the rapid
cyclic aging caused by solid electrolyte interphase (SEI) formulation as shown in Figure 2.3.



4.3. Relocatable Energy Storage System: LFP Battery 33

1 2 3 4 5 6 7
Year

-2

-1

0

1

2

3

4

5

6

7

8

9

10
V

al
ue

 [€
]

#104

Revenue
Travel Cost
Cycle Cost
Calendar Cost
Profit

(a) Energy Throughput Model

1 2 3 4 5 6 7 8 9
Year

-2

-1

0

1

2

3

4

5

6

7

8

9

10

V
al

ue
 [€

]

#104

Revenue
Travel Cost
Cycle Cost
Calendar Cost
Profit

(b) Semi-Empirical Model

Figure 4.10: Comparison between discounted revenue, travel cost, degradation costs and profit

4.3.3. LFP: Operational Pattern Comparison
The operational patterns of LFP PESSs with different degradation models are compared in this subsec-
tion. The histograms of cycle depth value throughout battery lifetime are presented in Figure 4.11.
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Figure 4.11: Comparison between the cycles distribution histogram throughout battery lifetime

As illustrated in Figure 4.11, the PESS with energy throughput degradation model exhibits a majority
of its depth of discharge (DoD) cycles within the range of 0.9 to 1.0. The subsequent most common
DoD ranges are 0.4 to 0.6 and 0.8 to 0.9. In contrast, the PESS utilizing the semi-empirical model
predominantly cycles within the DoD range of 0.3 to 0.5. Notably, the semi-empirical model encourages
more cycles within the 0.3 to 0.5 DoD range, as this interval corresponds to the lowest degradation cost
per unit of energy, as depicted in Figure 3.7a.
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To compare the calendar degradation, the state of charge (SoC) level distribution histograms are pre-
sented in Figure 4.12. As shown, both models exhibit the highest number of hours in the SoC interval
from 0.5 to 0.6. However, the semi-empirical model has fewer hours with SoC between 0.9 and 1.0, re-
sulting in a 5% lower average SoC and slower calendar aging rate compared to the energy throughput
model as illustrated in Figure 4.7.
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Figure 4.12: Comparison between the SoC level distribution throughout battery life time
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4.4. Relocatable Energy Storage System: LMO Battery
4.4.1. LMO: Degradation Comparison
The degradation results with different LMO battery degradation models are given in Figure 4.13.
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Figure 4.13: The damage measured in equivalent full cycle with different degradation models

As can be seen, the semi-empirical degradation model has extended the system’s service life by over
600 days, which gives a over 40% life-time increase. In this case, both cyclic and calendar degradation
rate of semi-empirical model are slower compared to energy throughput model, demonstrating similarity
to the LFP batteries.

4.4.2. LMO: Revenue and Net Present Value Comparison
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Figure 4.14: The yearly revenue and state of health of the PESS with different degradation models
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The revenue and SoH plot in Figure 4.14 showed similarity to that of the LFP battery in Figure 4.8: the
system with semi-empirical model generates lower revenue during the initial four years but continues to
generate revenue until the seventh year. In contrast, the energy throughput model has already depleted
battery life by the end of the fifth year.

The discounted yearly revenue and net present value of both LMO battery systems are compared in
Figure 4.15. The detailed simulation results are given in Table 4.3.
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Figure 4.15: Comparison between the discounted revenue and net present value

Table 4.3: Comparison of the degradation and profitability with different models

Degradation
Model

Service
Life
[day]

Pay-Back
Period
[day]

Lifetime
Revenue

[€]

Ner Present
Value
[€]

Investment
Cost
[€]

Investment
Return Rate

Semi-Empirical 2,326 1,772 517,738 587,214 506,400 15.96%
Energy Throughput 1,610 1,605 393,839 507,569 506,400 0.23%

As shown, the system with energy throughput model barely achieves break-even, whereas the system
with semi-empirical model demonstrates higher profitability. Although the energy throughput model
has a comparatively shorter payback period, it reaches the end of service life right after breaking even.
In contrast, the semi-empirical model continues to generate revenue beyond the break-even point for
more than a year and a half.

In this case, the system profitability is substantially enhanced over a longer life span by employing
the semi-empirical degradation model, which is different from the conclusion of LFP battery drawn in
subsection 4.3.2. The main reasons are: 1) battery chemistry – compared to LFP battery, LMO battery
is significantly more sensitive to high DoD, as illustrated in Figure 3.6, meaning that the benefit of
operating the battery within a preferable DoD (0.2 - 0.5 for LMO) outweighs the extra income brought
by a larger DoD, and 2). the shorter life span of LMO battery, meaning that the value of revenues in
the final years of semi-empirical model is less diminished compared to LFP battery.

In Figure 4.16, the revenue, travel cost, degradation cost and profit of both systems are presented.
Similar to the LFP battery, the profit of both systems in the first year are negative. While in contrast
to LFP battery, the battery cyclic degradation cost of LMO battery even exceeded the system revenue,
which can be attributed to the faster capacity fade of a new LMO battery.
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Figure 4.16: Comparison between discounted revenue, travel cost, degradation costs and profit

4.4.3. LMO: Operational Pattern Comparison
The cycle range histograms for systems with both degradation models are presented in Figure 4.17. As
shown, the system with the energy throughput model has the majority of its cycle ranges concentrated
in the 0.9-1.0 interval, with the next most common ranges being 0.4-0.6 and 0.8-0.9. While the system
with the semi-empirical model primarily operates within cycle ranges of 0.3 to 0.5, which corresponds
to the high lifetime energy throughput interval depicted in Figure 3.6.
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Figure 4.17: Comparison between the cycle range distribution throughout battery life time



4.5. Chapter Summary 38

Figure 4.18 presents the SoC level distribution for both LMO systems. Both models exhibit the highest
number of hours in the 0.5-0.6 SoC interval. However, the system using the semi-empirical model
spends more hours in lower SoC intervals, such as 0-0.1 and 0.4-0.5, and fewer hours in the 0.9-1.0
SoC range, leading to a 4% lower lifetime average SoC compared to the energy throughput model.
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Figure 4.18: Comparison between the SoC level histogram throughout battery lifetime

4.5. Chapter Summary
In this chapter, we present and analyze the simulation results of portable energy storage systems
(PESSs) with different degradation models as well as stationary energy storage systems (SESSs) in
two different bidding zones.

Some key take-outs for stationary energy storage systems are as follows:

1. Bidding zone NO1 and NO2 have the highest temporal price volatility, and the temporal arbitrage
system in NO2 has the highest lifetime net present value (NPV) among all bidding zones.

2. The stationary energy storage systems are not capable of breaking even in any of the Norwegian
bidding zones if the portfolio solely consists of temporal energy arbitrage.

3. Calendar degradation plays the dominant role in the battery capacity fade of stationary energy
storage systems, which means the battery capacity is mainly depleted without any profit gener-
ated.

For portable energy storage systems:

1. All four portable energy storage systems (LFP and LMO battery with different degradation models)
are profitable and all four systems have negative profit in the first year.

2. The semi-empirical model improved the life-time total revenue of both LFP and LMO battery sys-
tems. However, it only improved the profitability of LMO system, the LFP system with semi-
empirical model is not as profitable as that with energy throughput model.

3. For both LFP and LMO battery systems, the semi-empirical model reduced the cyclic aging rate
by operating more cycles at the most favorable depth of discharge.

4. For both LFP and LMO systems, the semi-empirical model decreased the calendar aging rate by
maintaining the battery at a lower state of charge.



5
Discussion & Conclusion

As concluded in the previous chapter, although the semi-empirical model increases the life-time revenue
of both LFP and LMO systems, it ultimately fails to increase the profitability of the LFP system. This is
due to the relatively lower revenue generated during the initial years and the reduced value of revenues
in the later years.

5.1. Accelerated Cases
In this chapter, several accelerated scenarios are analyzed with the intent to improve system profitability.
For reference, the objective function utilized in this study is given by Equation 5.1:

obj(xt) = R(xt)− CT (xt)− SSoH · Ccyc(xt)− Ccal(xt)

where xt = [P dis
n (t), PChg

n (t), γnm(t), ωn(t), αn(t), βn(t), θn(t) ∀n,m ∈ Ω, t ∈ H] (5.1)

The concept behind these accelerated scenarios is to deplete the battery life over a shorter duration
through a more aggressive strategy, thereby avoiding the diminished value of revenue in the final years
of the battery’s lifespan. Two approaches are proposed to achieve this: 1).removing the calendar
degradation term, and 2).reducing the upper limit of the state-of-health (SoH) stress factor SSoH , as
introduced at the end of subsection 3.3.3.

This chapter presents and compares the following cases:

• Case 1: The base case, as outlined in the previous chapter.
• Case 2: The calendar degradation term Ccal(xt) removed.
• Case 3: The upper bond of SoH stress factor SSoH is set to 1.
• Case 4: The upper bond of SSoH set to 1, and calendar term is removed.

Table 5.1: Simulation results of base cases and accelerated LFP battery cases

Battery
Chemistry Scenario

Service
Life
[day]

Pay-Back
Period
[day]

Lifetime
Revenue

[€]

Net Present
Value
[€]

Investment
Cost
[€]

Investment
Return Rate

LFP

Case1 3,005 2,498 646,427 662,773 596,400 11.13%
Case2 2,957 2,480 635,843 656,126 596,400 10.01%
Case3 2,915 2,374 637,637 668,043 596,400 12.01%
Case4 2,852 2,358 630,359 663,368 596,400 11.22%

Throughput 2,329 1,954 600,584 660,658 596,400 10.77%

39
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Table 5.1 presents the detailed simulation results of the base case and accelerated cases for LFP
battery. As can be seen, even the base case has the highest lifetime revenue, case 3 has the highest
net present value and the throughput case has the shortest pay-back period.

Table 5.2: Simulation results of base cases and accelerated LMO battery cases

Battery
Chemistry Scenario

Service
Life
[day]

Pay-Back
Period
[day]

Lifetime
Revenue

[€]

Net Present
Value
[€]

Investment
Cost
[€]

Investment
Return Rate

LMO

Case1 2,326 1,772 517,738 587,214 506,400 15.96%
Case2 2,254 1,720 511,142 583,615 506,400 15.24%
Case3 2,289 1,733 515,145 586,370 506,400 15.79%
Case4 2,275 1,734 511,326 583,526 506,400 15.23%

Throughput 1,610 1,605 393,839 507,569 506,400 0.23%

Table 5.2 presents the detailed simulation results of the base case and accelerated cases for LMO
battery. In contrast to the LFP battery, even the accelerated cases can shorten the pay-back period,
they cannot improve the system net present value.
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5.2. Research Questions
Research Question 1: Is the proposed PESS model profitable in general?

As shown in Figure 4.9 and Figure 4.15, despite the LMO battery PESS with energy throughput model
can barely break even, all the PESSs presented in this study exhibit profitability under the assumptions
outlined in section 3.6.

Research Question 2: Is the proposed PESS model more profitable than SESS model?

As demonstrated in Figure 4.3 and Figure 4.6, none of the proposed stationary energy storage systems
(SESSs) in any Norwegian bidding zones are able to break even. In contrast, all four proposed portable
energy storage systems PESSs, utilizing different battery chemistries and degradation models, exhibit
profitability. Thus, it can be concluded that the proposed PESS is more profitable than the SESS.

Research Question 3: How will the battery chemistry and degradation model influence the spatial-
temporal arbitrage profitability?

In general, the energy throughput model aims at maximizing the daily energy arbitrage profit by employ-
ing a less accurate cyclic degradation model and disregarding calendar degradation. In contrast, the
semi-empirical model takes into account the effect of operational patterns, including depth of discharge
(DoD) and state of charge (SoC), and maximizes the overall daily profit by quantifying both cyclic and
calendar degradation.

For both LFP and LMO battery systems, integrating the semi-empirical model into the optimization
process results in an extended battery service life, increased lifetime total revenues and higher net
present value compared to energy throughput model.

The reason why semi-empirical model cannot guarantee a significant increase in lifetime net present
value regardless of battery chemistry is because of the optimization horizon of the model. Since the
system solely participates in the day-ahead electricity market, the optimization horizon is 24 hours in-
stead of the entire battery service life. This constraint arises from the availability of day-ahead electricity
prices, which are only accessible for the subsequent day.

For the LFP battery, characterized by a longer lifespan and lower sensitivity to DoD, the application of
the semi-empirical model can optimize the overall daily profit and extend battery life by primarily oper-
ating at a DoD of 0.3-0.5 while maintaining a lower SoC. However, the additional discounted revenues
generated in the later years of battery life do not substantially outweigh the higher revenues achieved
through a more aggressive approach (the energy throughput model) during the earlier stages of bat-
tery life. Additionally, due to its more aggressive charging/discharging strategy, the energy throughput
model provides a shorter payback period at the cost of an increased degradation rate. Consistent with
this observation, the accelerated case 3, where the upper bound of the SoH stress factor SSoH is set
to 1, yields the highest net present value.

For the LMO battery, characterized by a relatively shorter lifespan and higher sensitivity to DoD, signif-
icant benefits are observed when operating at a DoD of 0.3-0.5. By applying the semi-empirical model,
the investment return rate increases from less than 1% to 15.96%. As illustrated in Figure 4.15 and
Figure 4.16, although the semi-empirical model generates lower revenue than the energy throughput
model during the initial years, its overall yearly profit surpasses that of the energy throughput model
over the battery’s entire lifespan due to substantially lower cyclic degradation costs. Unlike the LFP
battery cases, accelerating the battery’s degradation by adjusting the calendar term or the SoH stress
factor SSoH does not improve the system’s net present value; the base case yields the highest NPV
and investment return rate among all scenarios.

In conclusion, the LMO battery portable energy storage system, when incorporating the semi-empirical
model, is a more favorable option for spatial-temporal arbitrage. This preference is attributed to its
lower investment cost, shorter payback period, and higher investment return rate.
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5.3. Further Discussion: Travel and Charging/Discharging Pattern
The previous sections of this study addressed the three research questions, with a focus on analyzing
the profitability of the Portable Energy Storage System (PESS). In addition, this section provides several
examples to look into the system’s transportation and charging/discharging patterns.

5.3.1. Long-term Operation Pattern
As illustrated in Figure 3.14, the PESS is assumed to change its base location from day 196 to day 282
once every year for a higher price volatility, with the corresponding price signal adjusted accordingly.
During this period, the PESS engages in spatial-temporal energy arbitrage between bidding zones NO5
and NO2. During the rest of the year, the system operates between NO2 and NO3.

Figure 5.1 and Figure 5.2 presents the charging, discharging, and energy transportation direction of
both LFP and LMO battery PESSs over their entire lifespan. Similar operational pattern is observed that:
during spatial-temporal arbitrage between NO5 and NO3, the PESS predominantly charges in NO3 and
discharges in NO5. While during arbitrage between NO5 and NO2, NO5 becomes the charging zone,
while NO2 serves as the discharging zone.

Figure 5.1: Charging, discharging, and energy transport direction of two PESSs between NO5 and NO3, base cases, entire
life span

Additionally, it can be seen that throughout its lifetime, the LFP battery has processed more energy than
the LMO battery in every bidding zone. This indicates that the LFP system has effectively transported
more energy between different zones by road.
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Figure 5.2: Charging, discharging, and energy transport direction of two PESSs between NO5 and NO2, base cases, entire
life span
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5.3.2. Daily Operation Pattern
Example days for the LFP battery are shown in Figure 5.3 and Figure 5.4. Both models effectively
capture tariff valleys and peaks, aligning charging and discharging accordingly. The key difference lies
in their operation strategies: the energy throughput model focuses solely on the price signal, leading to
constant high-power operation during tariff peak and valley as in Figure 5.3a; while the semi-empirical
model also considers DoD, resulting in a more conservative approach like shown in Figure 5.3b.
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Figure 5.3: The charging/discharging power and hourly tariff of Feb 21, year 1, LFP battery

When tariffs are sufficiently lucrative to offset degradation costs, the semi-empirical model also operates
at constant high power. As illustrated in Figure 5.4, the hourly tariffs in NO5, reaching around 250
€/MWh between 8-10 am and 4-6 pm, encourage both models to discharge at maximum power to
maximize the profit.

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

Hour of the Day

-1.2

-0.9

-0.6

-0.3

0.0

0.3

0.6

0.9

1.2

P
ow

er
 [M

W
]

0

50

100

150

200

250

T
ar

iff
 [€

/M
W

h]

PChg
NO3

PChg
NO5

PDis
NO5

Tariff
NO5

Tariff
NO3

(a) Energy Throughput Model

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

Hour of the Day

-1.2

-0.9

-0.6

-0.3

0.0

0.3

0.6

0.9

1.2

P
ow

er
 [M

W
]

0

50

100

150

200

250

T
ar

iff
 [€

/M
W

h]

PChg
NO3

PChg
NO5

PDis
NO5

Tariff
NO5

Tariff
NO3
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Figure 5.4: The charging/discharging power and hourly tariff of Jan 24, year 7, LFP battery
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Examples days of LMO battery are depicted in Figure 5.5 and Figure 5.6. As shown in Figure 5.5, both
models effectively capture the price valleys and peaks. However, in this instance, the energy throughput
model operates the battery more conservatively compared to semi-empirical model. This conservative
behavior arises because, although the €16/MWh throughput cost yields the highest lifetime NPV among
energy throughput models, it tends to overestimate the degradation cost.

As indicated in Figure 3.8a, a €16/MWh cost corresponds to approximately 0.9 DoD; however, when
the battery operates within a 0.2–0.5 DoD range, the degradation cost is below €9/MWh. Consequently,
the semi-empirical model encourages the battery to align its operations with price peaks and valleys
more frequently, while maintaining a preferable DoD to avoid excessive degradation due to high DoD.
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Figure 5.5: The charging/discharging power and hourly tariff of Feb 21, year 1, LMO battery

Similar to LFP battery, when the tariff is highly lucrative, the semi-empirical model also operates the
battery at high DoD. As in Figure 5.6, when the price reaches approximately €250/MWh between 8 and
10 am, the battery discharges continuously at maximum power for 2 hours due to the high incentive.
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Figure 5.6: The charging/discharging power and hourly tariff of Jan 24, year 5, LMO battery



6
Future Work

In the previous chapters, several accelerated cases are discussed and research question 1 to 3 have
been answered based on the simulation results.

While this study has provided insights into the profitability potential of portable energy storage systems
and the impact of battery degradation models on battery optimization, several areas remain open for
exploration in future research.

6.1. Multi-Layer Optimization
A potential direction for future research involves optimizing system profitability in conjunction with day-
ahead electricity price prediction using a multi-layer optimization framework. The new frame work will
be expected to enhance the system profitability over an extended time horizon, such as a year or even
the entire battery lifespan. This approach would require the incorporation of several objectives that
were simplified in the current study:

6.1.1. System Location Planning
As previously discussed, the proposed PESS model does not account for long-term variations in elec-
tricity tariffs. Therefore, a system base relocation planning should be developed based on predicted
price trends over an extended period to enhance system profitability.

6.1.2. State of Charge Level
The daily initial and final SoC level constraints will affect the system profitability by affecting daily charg-
ing/discharging opportunity and calendar aging. Thus, the proper selection of SoC levels is crucial.

6.1.3. SoH Stress Factor
In this study, the SOH stress factor SSoH has a fixed upper limit value for simplicity. For higher prof-
itability and to formulate the cyclic degradation term with higher precision, the upper limit of SOH stress
factor SSoH should be related to current battery health, too. The best SSoH versus Equivalent Full
Cycle Number Ntotal is yet to be derived.

6.1.4. Simulation Time Step
In this study, the simulation time step is one hour. A shorter time step offers higher flexibility for operation
and potentially a higher profitability .

6.2. Service Portfolios
In this study, the battery solely engages in energy arbitrage within the Norwegian day-ahead market.
Figure 6.1 illustrates the daily and monthly profits during the 3rd year of the semi-empirical LFP system.
The data indicates that the proposed PESS achieves its highest profits in January and February, while
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the lowest profits occur in June, July, October and April, showing negative values.

To enhance the profitability of the proposed system, integrating ancillary services such as contingency
reserves, black-start regulation, and frequency regulation into the PESS portfolio is recommended.
According to [60], combining revenues from various services is more profitable than relying solely on
energy arbitrage.
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Figure 6.1: Daily and monthly profit of year 3 LFP battery with semi-empirical model

6.3. Price Prediction Error
This study assumes that the battery owner has a perfect day-ahead market (DAM) price forecast and
successfully wins all bids throughout the battery’s lifespan. However, in practice, perfect price fore-
casting is impossible, and the battery owner may not consistently win bids. As a result, there may
be instances where the battery cannot be charged or discharged as scheduled, even when electric-
ity prices are lucrative. Future research should address the impact of imperfect price predictions on
system performance.

6.4. Grid Impact
While energy arbitrage offers potential financial benefits, it is essential to consider its impact on grid
operations, transmission constraints, and environmental implications to ensure that it supports broader
energy system goals. In this study, the portable energy storage system is essentially transporting
electricity through highway instead of cables. To see if the system can have a positive grid impact, for
example, help address congestion; a network energy flow simulation could be run and compared to the
energy transmission by the PESS in this study.

6.5. Degradation Model
6.5.1. Different Stress Factors
Battery degradation is influenced by various factors, including depth of discharge (DoD), average state
of charge (SoC), and temperature. Incorporating these multiple stress factors into the analysis en-
hances the precision of capturing battery degradation, thereby providing a more accurate predictive
model.
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6.5.2. Cycle Counting Algorithm
In this study, an online cycle counting algorithm is used to count the half charging/discharging cycles.
For improved accuracy, future studies could implement the rainflow cycle-counting algorithm, which
differentiates between half and full cycles, along with a revised objective function formulation as refer-
enced in [57]. The relative error between rainflow cycle-counting and online cycle-counting algorithm
is compared in [59].
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A
Supplemental Results

Table A.1: Energy throughput model simulation results with different degradation cost values, LFP battery

Degradation
Cost

[€/MWh]

Service
Life
[day]

Pay-Back
Period
[day]

Lifetime
Revenue

[€]

Ner Present
Value
[€]

Investment
Cost
[€]

Investment
Return Rate

12 2,215 1,871 588,726 654,799 596,400 9.79%
14 2,329 1,954 600,5584 660,658 596,400 10.77%
16 2,483 2,076 603,333 658,607 596,400 10.43%
18 2,668 2,267 610,226 651,806 596,400 9.29%
20 2,974 2,623 609,792 635,703 596,400 6.59%

Table A.2: Energy throughput model simulation results with different degradation cost values, LMO battery

Degradation
Cost

[€/MWh]

Service
Life
[day]

Pay-Back
Period
[day]

Lifetime
Revenue

[€]

Ner Present
Value
[€]

Investment
Cost
[€]

Investment
Return Rate

14 1,503 - 385,456 502,744 506,400 -
16 1,610 1,605 393,839 507,569 506,400 0.23%
18 1,750 1,742 396,052 507,048 506,400 0.13%
20 1,980 - 406,292 503,439 506,400 -
22 2,251 - 408,475 492,668 506,400 -

53



54

Table A.3: Energy throughput model simulation results of stationary battery system in different bidding zone, LFP battery

Battery
Chemistry

Degradation
Cost

[€/MWh]

Bidding
Zone

Service
Life
[day]

Lifetime
Revenue

[€]

Net Present
Value
[€]

Investment
Cost
[€]

Break
Even?

LFP 14

NO1 5,394 297,166 263,475 534,000 no
NO2 4,755 341,589 305,883 534,000 no
NO3 6,485 174,693 162,790 534,000 no
NO4 7,129 111,627 114,215 534,000 no
NO5 5,499 246,699 223,713 534,000 no

Table A.4: Energy throughput model simulation results of stationary battery system in different bidding zone, LMO battery

Battery
Chemistry

Degradation
Cost

[€/MWh]

Bidding
Zone

Service
Life
[day]

Lifetime
Revenue

[€]

Net Present
Value
[€]

Investment
Cost
[€]

Break
Even?

LMO 16

NO1 4,424 263,434 255,307 444,000 no
NO2 3,897 278,565 279,450 444,000 no
NO3 5,665 165,283 166,011 444,000 no
NO4 6,524 108,238 118,924 444,000 no
NO5 4,731 210,544 213,578 444,000 no
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