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Abstract
The pursuit of values drives human behavior and promotes cooperation. Existing research 
is focused on general values (e.g., Schwartz) that transcend contexts. However, context-spe-
cific values are necessary to (1) understand human decisions, and (2) engineer intelligent 
agents that can elicit and align with human values. We propose Axies, a hybrid (human 
and AI) methodology to identify context-specific values. Axies simplifies the abstract task 
of value identification as a guided value annotation process involving human annotators. 
Axies exploits the growing availability of value-laden text corpora and Natural Language 
Processing to assist the annotators in systematically identifying context-specific values. We 
evaluate Axies in a user study involving 80 human subjects. In our study, six annotators gen-
erate value lists for two timely and important contexts: Covid-19 measures and sustainable 
EnErgy. We employ two policy experts and 72 crowd workers to evaluate Axies value lists 
and compare them to a list of general (Schwartz) values. We find that Axies yields values 
that are (1) more context-specific than general values, (2) more suitable for value annotation 
than general values, and (3) independent of the people applying the methodology.

Keywords Values · Ethics · Schwartz · Context · Axies · NLP

1 Introduction

Values are abstract ideals and our preferences among relevant and competing values guide 
our actions and attitude [1]. As agents operate in sociotechnical systems [2] on behalf of 
and among humans [3], agents’ behavior must accord with human values.

There is growing recognition [4–6] that values are central to robust and beneficial AI. In 
a value-sensitive AI system, an agent must first elicit or learn the value preferences of the 
stakeholders [7, 8]. Then, the agent can reason about aligning its actions with the values of the 
stakeholders [9–12]. However, a crucial question that must be answered before these steps is:

What values should an agent elicit, learn, or align with?
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Several lists of general values have been proposed by ethicists [1, 13], political scien-
tists [14], designers [15], and, recently, computer scientists [16]. These value lists aim 
to be applicable, broadly, across cultures and contexts. However, researchers recognize 
that not all values are relevant to all contexts [1, 17, 18]. Further, an individual’s pref-
erences over general values may not be consistent across contexts [19]. That is, how 
we perceive and prioritize values is context dependent. For instance, one might value 
freedom over safety in general, but prioritize safety over freedom in the context of a 
global pandemic.

We define a context-specific value as a value that is applicable and defined specifically 
within a context. For example, in the context of information sharing on SoCial MEdia, 
privacy is an applicable value, but physical health is likely not (unless we are talking 
about the health effects of CoMputEr uSE, which is another context). Further, privacy can 
be interpreted as intruding one’s solitude, or control on information collection, process-
ing, and dissemination [20]. Thus, privacy defined as one’s ability to control the extent to 
which her information is collected, processed, and disseminated is a value specific to the 
context of SoCial MEdia.

General values give insight into the broad behavioral tendencies of humans, such as 
openness to immigration and political activism [21]. However, for concrete applications, 
values must be situated within a context. Consider, for example, the task of value elicita-
tion [17]—identifying individuals’ preferences over competing values—for the purpose of 
decision making on grEEn EnErgy tranSition. Given this concrete task, we can elicit con-
cerned users’ preferences between two context-specific values such as landscape pres-
ervation and energy independence or between two general values such as security and 
self-direction. We conjecture that the choice between the context-specific values is both 
easier for laypeople to express and more insightful for decision makers than the choice 
between the general values.

Other applications, where context-specific values can be beneficial, include:  (1) com-
municating values to stakeholders [22], (2) translating values into design requirements 
[18, 23], (3) reasoning about conflicting values [9, 24], (4) synthesizing normative systems 
based on values [25–27], (5) investigating how values influence trust in agents [28, 29], 
and (6) verifying value adherence of an AI system [30].

How can we identify values specific to a context? Since values are (high-level) cognitive 
abstractions, human intelligence is necessary to conceptualize a value and reason about its 
relevance to a context. However, thinking about values is challenging even for humans [17, 
18]. Thus, we need to systematically guide and assist humans in the process of identifying 
context-specific values.

We propose Axies (from the Greek word 𝛼𝜉𝜄𝜖𝜍 , meaning values), a hybrid (human and 
AI) methodology to engage humans in identifying context-specific values and support the 
process via Natural Language Processing (NLP) techniques. A key idea behind Axies is 
to simplify the abstract task of value identification to a concrete task of value annotation 
given a (textual) value-laden opinion. With this approach, Axies enables human annotators 
to (1) learn about a context by exploring opinions about the context, and (2) think about 
values one opinion at a time.

There is a growing availability of value-laden opinions for many contexts on the 
Web, e.g., on discussion forums, tweets, and blogs. For example, Fig. 1 shows exam-
ples of value-laden opinions on a Reddit discussion forum. By showing this opinion, 
Axies triggers a value annotator to think about the values of freedom and health in the 
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context of Covid-19 measures. Value-laden opinions can also be collected by explicitly 
consulting a target population, e.g., [31].

Annotating a large opinion corpus is a significant effort. Axies distributes this task 
among a small group of annotators. Inspired by traditional coding methods such as the 
grounded theory method [32], the annotators engage in both divergent and convergent 
thinking by individually exploring the opinion corpus and collaboratively consolidating 
a value list. Axies employs an active learning strategy [33] to control the order in which 
opinions are shown to the annotators to reduce the annotation effort.

We conduct three experiments, involving 80 human subjects, to answer five research 
questions. Our experiments evaluate the characteristics of Axies values (i.e., values gen-
erated via Axies) and compare those with general (Schwartz) values [1].

Specificity Are Axies values more context-specific than general values?
Comprehensibility Are Axies values easier to comprehend than general values?
Consistency Does Axies yield a consistent set of values, independent of the people 
applying the methodology?
Relationship How do Axies values relate to general values?
Application Are Axies values easier to apply than general values in the opinion 
annotation task?

In our first experiment, six annotators (in two groups of three) generate value lists spe-
cific to two contexts: Covid-19 relaxation measures, and sustainable EnErgy policies. In 
the second experiment, two policy experts evaluate the context-specificity of Axies and 
Schwartz value lists. Finally, in the third experiment, 72 crowd workers evaluate the com-
prehensibility of Axies and Schwartz value lists, and perform an annotation task with the 
value lists. From the crowd annotations, we (1) evaluate the consistency between Axies 
value lists generated by different annotator groups for the same context, (2) empirically 
study the relationship between Axies and Schwartz value lists, and (3) assess the appli-
cation of the value lists by comparing the frequency and inter-rater reliability of value 
annotations.

Contributions (1) We propose Axies, a hybrid methodology to guide a group of 
human annotators in identifying context-specific values. Axies employs NLP techniques 
and active learning to engage the annotators in inducing values from an opinion corpus. 

Fig. 1  Example value-laden opinions on a Reddit forum
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(2) We conduct an experiment in which Axies is applied to generate four value lists in 
two contexts. (3) We perform two additional experiments to compare the Axies value 
lists and the Schwartz value list, quantitatively and qualitatively. These experiments pro-
vide valuable insights on what values (general vs. context-specific) to choose for engi-
neering a concrete application and the associated trade-offs.

Extension This paper extends the conference paper from [34]. The two papers differ 
significantly in the evaluation. The conference paper does not include a comparative evalu-
ation. In contrast, in this extension, we conduct additional experiments to compare Axies 
values with a baseline of general (Schwartz) values. In particular, we compare the context-
specificity, comprehensibility and application of Schwartz and Axies value lists, finding 
significant differences as well as relationships between the two types of value lists. The 
comparative evaluation is a significant extension as it required new experiments (involving 
additional human subjects) and new quantitative and qualitative analyses, and it provides 
new insights. To the best of our knowledge, we conduct the first empirical study to system-
atically compare context-specific and general values. In addition, we expand the Related 
Works with recently published work, and reflect on the potential threats to the validity of 
our findings.

Organization Section  2 reviews related works. Section  3 describes Axies. Section  4 
describes the experiments. Section 5 discusses our results. Section 6 concludes the paper. 
We include the study protocols and extended results in the appendix. We make the data 
publicly available [35]. The Axies web platform is separately described [36].

2  Related works

We review works that attempt to estimate and identify values (Sects. 2.1 and 2.2). These 
works are closely related to our contribution. However, there is a large body of work on 
values in different computing subfields, including value-sensitive design, multiagent sys-
tems, and software engineering. We identify key works from these subfields to demonstrate 
the applications of our work (Sects. 2.3, 2.4, and 2.5).

2.1  Value estimation

Values may not be explicitly referred to in day-to-day interactions. Often, they are 
expressed through language, behavior, and customs, and can vary significantly across peo-
ple, socio-cultural environments, and contexts [11]. Thus, ascertaining values requires 
extensive personal communication and analysis. The burst of online communication and 
social media provides an unprecedented opportunity to study several social phenomena 
[37], including value understanding and estimation from language.

NLP techniques allow the (semi-)automatic estimation of values from text. Liu et  al. 
[38] present a psychographic analysis of values based on users’ word use from e-com-
merce reviews. However, since moral values are often only implicit in language, automated 
extraction of values from text is challenging. Lin et al. [39] estimate moral values in tweets 
by combining textual features and background knowledge (context) from Wikipedia. Hoo-
ver et al. [40] use a Distributed Dictionary Representation [41] to study the expression of 
moral values in tweets about charitable donations posted during and after Hurricane Sandy. 
Several works [42–44] employ semi-automatic techniques to build value lexicons for facili-
tating the estimation of values in text.
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The works above start from a general value list: Liu et al. [38] and Ponizovskiy et al. 
[44] use values from the Schwartz Value Survey [1]. Lin et  al. [39], Hoover et  al. [40], 
Araque et al. [42], and Hopp et al. [43] use the Moral Foundations Dictionary [14]. In con-
trast, our objective is to identify a value list specific to a context.

2.2  Value identification

Boyd et al. [45] demonstrate that values learned from free-response language (e.g., Face-
book status messages) yield better predictive coverage of real-world behavior than values 
extracted from self-report questionnaires such as Schwartz Value Survey. Building on [45], 
Wilson et al. [16] describe a crowd-powered algorithm to generate a hierarchy of general 
values. Teernstra et al. [46] demonstrate that a text classifier (of Twitter discussions) pre-
dicts values from Moral Foundations Theory more accurately than a hand-crafted diction-
ary of general value-related keywords.

Similar to the works above, we employ a data-driven approach towards values. Unlike 
these approaches (which consider general values), we focus on context-specific values 
essential for concrete use and analysis of values as argued by an increasing body of litera-
ture, e.g., [9, 17, 18, 22–27, 30, 47].

2.3  Value Sensitive Design

Value identification is central to Value Sensitive Design (VSD) [15], a broad set of methods 
to design technology that accounts for human values. VSD includes methods for identify-
ing value sources, representing values, and resolving value tensions. The VSD framework 
includes a general set of values relevant to all design tasks [15]. Then, stakeholders’ value 
preferences are elicited through techniques such as Value Scenarios [48], Value Dams and 
Flows [49], and Envisioning Cards [50].

Pommeranz et al. [18] recognize the instantiation of abstract values in specific contexts 
as an essential step in the effective realization of VSD. They acknowledge the need for 
self-reflection triggers since reflecting on values is not natural to most people. Axies fills 
the gaps in VSD Pommeranz et al. [18] recognize. First, Axies targets the identification of 
context-specific values. Second, Axies provides concrete triggers to humans (who need not 
be design experts) for reflecting on values.

2.4  Values in engineering multiagent systems

Values are garnering increasing attention in engineering intelligent agents [5] and multia-
gent systems [2]. For instance, Mosca and Such [47] propose an agent that supports the 
value of privacy and identifies the optimal data sharing policy by considering the value 
preferences of users. Mehrotra et al. [29] investigate how human and agent value similarity 
influences a human’s trust in that agent. Chhogyal et al. [28] propose a method to assess 
trust between agents based on values. Serramia et al. [26, 51] employ value preferences to 
select the most value-aligned norm system. Montes and Sierra [25] automate the synthesis 
of normative systems based on value promotion. Tubella et al. [30] propose the Glass-Box 
approach to evaluate the moral bounds of an AI system by mapping values to norms that 
constrain inputs and outputs. Axies is intended to provide the input for such works, by 
identifying the values that are to be operationalized in the application context.
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2.5  Values in software engineering

Several researchers recognize that human values ought to be considered when engineer-
ing software [52–54]. Perera et al. [55] offer an overview of the prevalence of human 
values in recent Software Engineering (SE) publications. Values of stakeholders can 
often be elicited in the Requirement Engineering (RE) phase. Detweiler and Harbers 
[56] provide tools to elicit values and embed them in the RE process by collecting 
value-based user stories. Thew and Sutcliffe [57] elicit stakeholders’ values by linking 
them to their motivations and emotions. van de Poel [23] proposes a strategy for trans-
lating the elicited values into norms and design requirements.

Other works attempt to include values throughout the SE process. For example, 
Winter et al. [58] propose Values Q-Sort, a systematic approach for the elicitation and 
representation of values across the SE process. Perera et  al. [59] introduce Continual 
Value(s) Assessment, a framework that elicits and tracks values throughout the SE pro-
cess by modelling them as goals. However, such works typically employ existing value 
taxonomies (e.g., Schwartz’s [1] or Rescher’s [60]) to elicit stakeholders’ values. In our 
work, we aim to identify a value list relevant to a context. Then, the SE process for 
applications in a context can use the value list systematically identified for that context 
instead of general values.

3  Axies methodology

Figure 2 shows an overview of the Axies methodology. Given a context-specific opinion 
corpus, Axies yields a context-specific value list applicable to the users producing the 
opinion corpus. To do so, Axies (1) exploits NLP techniques and active learning, and 
(2) engages a group of value annotators in the systematic steps of exploration (indi-
vidual) and consolidation (collaborative).

3.1  Opinion corpus

The input to Axies is a corpus of users’ opinions within a context. Axies requires the 
corpus to include value-laden opinions. A value-laden opinion indicates a user’s value, 

Axies Value ListOpinion Corpus

Exploration Consolidation

Context

Value-Laden 
Opinion

Users

Value: Name, 
Keywords,

Individual Collaborative

Value Annotators

NLP

Supports Supports

Provide

Users

apply to

Fig. 2  Overview of the Axies methodology
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explicitly or implicitly. For example, in Fig. 1 the value of freedom is explicitly men-
tioned but health is an implicit value.

3.1.1  Participatory Value Evaluation (PVE)

We construct the opinion corpora for Axies evaluation (Sect. 4) using data from PVE. A 
PVE elicits citizens’ preferences about government policy options [31]. Specifically, par-
ticipants are offered a predetermined set of policy options, and informed about impacts. 
Then, participants are to advise their preferred portfolio of options while respecting the 
constraints of the government, and (optionally) provide motivations for their choices.

A PVE participant’s motivation is included as an opinion in our corpus. Often, these 
opinions offer valuable insights into the values of PVE participants. Table 1 shows exam-
ples of value-laden opinions of participants in a recent PVE on Covid-19 relaxation meas-
ures in the Netherlands [31].

3.2  Value list

The output of Axies is a value list specific to the context in which an opinion corpus is 
produced, and applicable to the users producing the corpus. We represent each value in the 
list by a name, a set of keywords that characterize the value in the context, and a defining 
goal [1] that specifies what “holding a value" means in that context. For instance, Table 2 
shows examples of Covid-19 specific values, applicable to Dutch citizens, produced in the 
Axies evaluation.

3.3  Value annotators

Axies is intended to be executed by a small group of annotators, who (1) produce individ-
ual value lists during exploration, and (2) collaboratively merge the individual lists during 
consolidation.

Table 1  Examples of value-laden opinions in a Covid-19 PVE [31]

Preference Motivation

Nursing homes allow visitors again Loneliness and isolation are a bigger 
killer than Corona

All restrictions are lifted for persons who are immune Someone’s got to keep the economy going

Table 2  Examples of Dutch citizens’ Covid-19 values

Name Keywords Defining goal

Mental health Loneliness, quality of life, stress The strive towards protecting and improv-
ing one’s emotional and psychological 
well-being

Economic prosperity Economy, stability, bankruptcy Being able to pay and afford what you need
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Axies facilitates inductive reasoning in that the annotators infer values held by users 
(theory) based on the opinions users express (evidence). A key advantage of this inductive 
approach is that Axies yields values grounded in data. In addition, the inductive process 
provides an opportunity to systematically guide the annotators.

3.4  Axies: value exploration

In the exploration phase, each annotator independently develops a value list (with name 
and keywords for each value) by analyzing users’ opinions. Depending on the context, 
opinion corpora can be quite large. For example, the Covid-19 opinion corpus [31] we 
evaluate contains about 60,000 opinions. Thus, it is not feasible for an annotator to analyze 
each opinion in a corpus.

Axies seeks to (1) reduce the number of opinions each annotator analyzes to produce a 
stable value list, and (2) increase the coverage of opinions (with respect to the corpus) the 
group of annotators analyze. To achieve these objectives, Axies employs NLP and active 
learning techniques to control the order in which the opinions in the corpus are exposed to 
the annotators. Thus, each annotator analyzes only a subset of the opinions in the corpus.

3.4.1  Opinion and value embeddings

Axies represents opinions and values as vectors computed from the Sentence-BERT [61] 
sentence embedding model M, which takes a word or a sentence as input and returns its 
vector representation in an n-dimensional space ( n = 768 , in our case). In our experiments, 
we use the pre-trained bert-base-nli-mean-tokens model.

Let M(o) be the vector representation of an opinion o. Let nv be the name and 
Kv = {k1

v
,… , kn

v
 } be the set of keywords of a value v. Then, Axies computes the value vec-

tor M(v) using the Distributed Dictionary Representation [41] as:

With the vector representations, we can compute cosine similarity between values and 
opinions during opinion selection.

3.4.2  Exploration procedure

Let A be a set of value annotators for a context. Then, each annotator a ∈ A follows the 
exploration steps below.

Opinion selection Axies employs an active learning technique known as Farthest First 
Traversal (FFT) [33, 62]. Using FFT, Axies selects opinions such that an opinion shown to 
an annotator a is the farthest from the opinions already shown to the annotators in group 
A and the values already annotated by the annotator a. Algorithm 1 shows the pseudocode 
for selecting an opinion to show an annotator a. We run one instance of this algorithm to 
select opinions for all annotators in A to reduce the overlap in opinions shown to different 
annotators in A (thereby, increasing the coverage of opinions shown to the annotators in A). 
However, for each annotator a ∈ A , we employ the individual value list, Va . 

(1)M(v) =
M(nv) +

∑
k∈Kv

M(k)

��M(nv) +
∑

k∈Kv
M(k)��

.
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Annotation Algorithm 1 shows opinions to an annotator, sequentially. After seeing an 
opinion, an annotator can add a value (with a name and keywords) or update the name or 
keywords of an existing value in their value list. The annotators are asked to reason about 
the values underlying a user’s opinion. However, the value name or keywords need not 
explicitly appear in the opinion. When an annotator adds a value name, we show as key-
word suggestions to the annotator the five most similar words to the value name based on a 
counter-fitted word embedding model [63], trained to push synonyms closer and antonyms 
farther.

Termination An annotator must judge when to stop annotating. We suggest the annota-
tors to reach inductive thematic saturation [64], i.e., to continue annotation until the value 
list incurs no new changes for several new opinions shown to the annotator. We show a 
progress plot (similar to the example in Fig. 3) to assist the annotators in deciding on ter-
mination. The progress plot shows a bar for each opinion seen by an annotator; the length 
of the bar is the FFT distance ( do ) at which the opinion was fetched; and the bar color indi-
cates the annotator’s action after seeing the opinion. A long sequence of opinions without 
addition of value names or keywords is an indicator of a stable value list.

Fig. 3  Example progress plot of exploration
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Refinement Finally, Axies can fetch opinions similar to a value by computing cosine 
similarity between a value and the opinions not yet shown to an annotator. An annotator 
can fetch opinions similar to a value to refine the value, especially if it is not well formu-
lated. Such a phase is visible in the final gray bars in Fig. 3.

3.5  Axies: value consolidation

During consolidation, the annotators in a group collaborate to merge their individual value 
lists. Exploration and consolidation are complementary in that exploration facilitates diver-
gent thinking whereas consolidation facilitates convergent thinking.

3.5.1  Consolidation procedure

To facilitate consolidation, Axies creates a combined value list, VA =
⋃

a∈A Va (the union 
of individual value lists of annotators in group A), and guides the annotators in systemati-
cally refining VA.

Value pairs To simplify the consolidation process, Axies requires the annotators to 
consolidate only a pair of values at a time. Yet, consolidation is cognitively challenging. 
If performed naively, the annotators must compare all possible pairs of values in VA , and 
repeat that process several times, to arrive at a refined VA . To reduce the cognitive load, 
Axies controls the order in which value pairs are presented to the annotators—the most 
similar value pair from VA is shown first. This approach is beneficial because similar values 
are likely to be merged, reducing the size of VA , which in turn, reduces the number of value 
pairs to consolidate.

Consolidation actions Given a pair of values, the original annotator of each value in the 
pair describes the value to the other annotators in the group. Axies can fetch the opinions 
that led to the annotation of a value to assist an annotator in recalling the reasoning behind 
the annotation. The annotators in the group discuss whether the two values are conceptu-
ally the same or distinct. Accordingly, the annotators can take one of the following actions.

– Merge the two values, if they are conceptually identical. The annotators may choose 
one of the two names or a new name for the merged value, and retain or update the key-
words.

– Update one or both values, if the values are conceptually distinct, but changes in name 
or keywords make the distinction clearer.

– Take no action, if the two values are conceptually distinct, and the distinction is clear 
as is. If the annotators take no action for a pair of values, that pair is not shown to the 
annotators again even if that is the most similar value pair in VA.

Termination Terminating consolidation is subject to annotators’ judgment as to 
whether the value list requires further refinement or not. Axies shows a plot (similar to 
Fig.  4) for the annotators to keep track of progress. As shown in the plot, the pairs of 
similar values shown early in the consolidation process lead to several value updates and 
merges. However, annotators may also manually choose values to merge or update; the 
intermittent spikes in Fig. 4 are due to such manual choices.

Reflection As the final step, the annotators critically reflect on the consolidated value 
list. In particular, Axies suggests the annotators to analyze each value in the list with 
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respect to the main features of values. Schwartz [1] describes six main features of values; 
we include five of those, excluding the feature that (basic) values “transcend contexts” 
since Axies aims for context-specific values. During reflection, Axies also asks the anno-
tators to add a defining goal for each value in the list. The defining goal characterizes 
what “holding a value" means. That is, a person holding a value in a context is likely to 
have the corresponding goal in that context. We defer the task of adding defining goals 
till the end of consolidation so that the task can be performed once for the final list of 
values.

4  Experiments

We conducted three experiments, involving a total of 80 human subjects, to evaluate Axies 
as shown in Fig. 5. These experiments were approved by the Human Research Ethics Com-
mittee of the Delft University of Technology, and we received an informed consent from 
each subject.

In Experiment 1, two groups, G1 and G2, of three annotators each, employ Axies to 
generate value lists for two contexts (Covid and EnErgy) using a web application we devel-
oped [36]. Let the generated value lists be Covid-G1, EnErgy-G1, Covid-G2, and EnErgy-
G2. We employ these lists and the full Schwartz list (ten values) [1] in the other two exper-
iments to answer our research questions:

Specificity In Experiment 2, we analyze the context-specificity of Covid (G1 and G2), 
EnErgy (G1 and G2), and SChwartz values.
Comprehensibility In Experiment 3, we analyze the clarity of each value and the dis-
tinguishability between value pairs.
Consistency In Experiment 3, we analyze the consistency between Covid-G1 and 
Covid-G2, and EnErgy-G1 and EnErgy-G2 using crowdsourced annotations.
Relationship In Experiment 3, we use the annotations on a set of opinions to study 
the relationship between Axies and SChwartz values.

Fig. 4  Example progress plot of consolidation
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Application In Experiment 3, we analyze the frequency of annotations and the 
annotator agreement to study the suitability of a value list for opinion annotation.

Through these experiments, we intend to evaluate the output of the Axies method-
ology. Thus, we compare the Axies (context-specific) values to the Schwartz list of 
(general) values due to its high contemporary influence [65]. We do not compare Axies 
to another value identification methodology since none of the existing methods (to the 
best of our knowledge) has the same purpose as Axies. Thus, the outputs of existing 
methods and Axies are not comparable. Most of the existing methods, e.g., [18, 48–50, 
56–58], perform value elicitation, i.e., given an existing list of values, they identify an 
individual’s preferences over those values. In contrast, Axies performs context-specific 
value identification, i.e., given a context, Axies identifies the values relevant to that 
context. Among the related works, Wilson et  al. [16] and Pommeranz et  al. [18] are 
most similar to Axies. However, Wilson et al. [16] specifically pursue the creation of 
a general list of values. [18] work with context-specific values, but ultimately aim at 
eliciting individuals’ value preferences.

Fig. 5  Overview of our experimental setup
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4.1  Experiment 1: value lists

Four graduate students and two postdoctoral researchers, each working on a values-
related research topic, participated as value annotators in Experiment 1. Two of these 
participants had a technology and policy making background, and four had a computer 
science background. The two groups, G1 and G2, were constructed to have one member 
with technology and policy making background and two members with a computer sci-
ence background in each group.

4.1.1  Opinion corpora

We constructed two opinion corpora consisting of Dutch citizens’ opinions in two dif-
ferent contexts using data collected via PVE surveys.

Covid corpus contains opinions on lifting Covid-19 measures in the Netherlands. 
A PVE [31] for understanding participants’ preferences on lifting Covid-19 measures 
was conducted in the Netherlands during 29 April–6 May, 2020, when partial lockdown 
measures were in place in the Netherlands to limit the spread of Covid-19. The govern-
ment had multiple plans for lifting such measures in the following weeks and months 
and wanted to gauge Dutch citizens’ opinions on the subject via PVE.

EnErgy corpus contains opinions on future energy policies for the Súdwest Fryslân 
municipality in the Netherlands. The municipality’s goal is to transition to renewable 
energy use, and there are multiple energy policies to achieve that goal. A PVE [66] was 
conducted during 10 April–3 May 2020, to understand Súdwest Fryslân residents’ opin-
ions about the different energy policies.

The opinions in both Covid and EnErgy corpora were originally in Dutch. Since not 
all value annotators were fluent in Dutch, the opinions were translated to English using 
the MarianMT translator [67]. Further, opinions that contained only stop words or punc-
tuation were removed. Then, the Covid corpus contained 59,461 and the EnErgy corpus 
contained 3,221 opinions.

4.2  Experiment 2: context‑specificity

Two graduate students with technology and policy making background participated in 
this experiment to evaluate the context-specificity of values. The two participants had 
performed the analogous experiment in the conference paper [34]. They were famil-
iar with the Covid and EnErgy contexts in which the PVEs were conducted. However, 
these two participants were not involved in Experiment 1; thus, they did not know which 
value belonged to which list.

We created a value list VCES as the union of Covid-G1, EnErgy-G1, Covid-G2, 
Energy-G2, and SChwartz value lists. Then, for each value v ∈ VCES , we asked each par-
ticipant the extent to which they agree with the following statement (once for Covid and 
once for Energy context) on a Likert scale of 1 (strongly disagree) to 5 (strongly agree):
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If I am a policy maker in the Covid (EnErgy) context, knowing citizens’ prefer-
ences about value v would help me in making a policy decision in that context.

We shuffled the combined value list VCES before asking the questions above so that each 
participant saw the values in a random order. For each value, we showed its name, key-
words, and defining goal.

The two participants worked independently. After an initial round of ratings, the Intra-
Class Correlation (ICC) between the two raters, an inter-rater reliability (IRR) metric for 
ordinal data [68], was 0.68. To ensure that the two participants had the same understanding 
of the task, they discussed their conceptual disagreements. Then, they performed another 
round of individual ratings, independently. The ICC after the second round was 0.74, which 
is considered just shy of excellent [68].

4.3  Experiment 3: comprehensibility, consistency, relationship, and application

To evaluate the comprehensibility of values in a list, the consistency between Axies value 
lists for the same context, the relationship between Axies and Schwartz values, and the 
application of the value lists, we employed 72 Prolific1 crowd workers (including the 52 
employed in the conference paper experiment [34]). The crowd workers were directed to 
the Axies web application to participate in the experiment.

Each crowd worker was assigned one value list and the corresponding context (in the 
case of the workers assigned the SChwartz list, half were assigned the Covid and half the 
EnErgy context). First, each worker was asked to read the information provided on the con-
cept of values and on the corresponding context. Then, each worker performed three tasks.

4.3.1  Clarity

For each value in the list assigned to a worker, given the value name, keywords, and defin-
ing goal, the worker was asked the extent to which they agree with the following statement 
on a Likert scale of 1 (strongly disagree) to 5 (strongly agree):

The concept described by the value is clear.

4.3.2  Distinguishability

First, for a value list V, we computed the set PV of all value pairs: 
∀vi, vj ∈ V ∶ vi ≠ vj, {vi, vj} ∈ PV . Then, we showed a subset of value pairs from PV (along 
with the respective keywords and defining goals) to each worker assigned to the list V. For 
each value pair shown, the worker was asked the extent to which they agree with the fol-
lowing statement on a Likert scale of 1 (strongly disagree) to 5 (strongly agree):

The two value concepts are distinguishable.

1 www. proli fic. co.

http://www.prolific.co
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4.3.3  Opinion annotation

The final task for the crowd workers was to annotate opinions with values. First, we ran-
domly selected 100 opinions from each opinion corpus. Then, we asked each worker 
assigned to a value list V to annotate a subset of the opinions selected for V’s context. For 
each opinion, a worker could select one or more values from V or mark the opinion as not 
value-laden.

We use the annotated opinions to measure the consistency of Axies value lists, the rela-
tionship between Axies and Schwartz values, and their application.

Consistency We use the opinion annotations for evaluating the consistency of Axies 
value lists. Since the same 100 opinions were annotated for both Axies value lists for a 
context, we can measure the association between values in the two lists based on the opin-
ions annotated with those values. For example, if the same set of opinions are annotated 
with v1 ∈ Covid-G1 and v2 ∈ Covid-G2, then we consider v1 and v2 as closely associated. 
Then, we (qualitatively) assess the consistency between Covid-G1 and Covid-G2 (simi-
larly, EnErgy-G1 and EnErgy-G2) based on the extent to which each value in one list (e.g., 
Covid-G1) is associated with one or more values in another list (e.g., Covid-G2).

Relationship We use the opinion annotations to study the relationship between Axies 
and SChwartz values. Analogous to the procedure described in the previous paragraph, 
we measure the association between Axies and Schwartz value lists based on the opinions 
annotated with those value lists.

Application We compute the frequency of annotations (the number of value annota-
tions per opinion) and the inter-rater reliability (IRR) to measure the suitability of a value 
list for opinion annotation. We measure IRR via Fleiss’ Kappa [68] since the annotations 
were categorical and all opinions were rated by more than two workers.

4.3.4  Task distribution

Table 3 shows the number (#) of workers assigned to each value list, and the numbers of 
values, value pairs, and opinions assigned to each worker. The value list and the sets of 
value pairs and opinions were randomly assigned. The number of workers for each list was 
sufficient to obtain three annotations per opinion and three distinguishability ratings per 
value pair (one worker in each list annotated fewer than the shown number of pairs since 
that was sufficient to get three ratings per pair). Each worker rated the clarity of all values 
in the assigned list.

Table 3  Overview of the crowd task

Value list #Workers #Values #Value pairs #Opinions

Covid-G1 12 11 14 25
Covid-G2 10 9 11 30
EnErgy-G1 15 14 19 20
EnErgy-G2 15 13 16 20
Covid-SChwartz 10 10 7 30
EnErgy-SChwartz 10 10 7 30
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4.3.5  Quality control

The crowd workers were required to be fluent in English and have submitted at least 100 
tasks with at least 95% acceptance rate. We included four attention check questions: two in 
distinguishability rating and two in opinion annotation task.

A total of 115 workers completed the task. We included a worker’s task in our analysis 
only if the worker (1) passed both attention checks during distinguishability rating; and (2) at 
least one attention check during opinion annotation (we used one instead of two as the cut-off 
because there was some room for subjectivity in answering the two attention check questions 
asked during opinion annotation). These criteria were set before any analysis of crowd work 
was done. Of the 115 workers, 72 satisfied the criteria above.

We suggested the time required for task completion (liberal estimate) as 45 min. The mean 
time spent by a crowd worker on our task was 32 min (with 17 min standard deviation). Each 
worker was paid £5.6 (at the rate of £7.5 per hour).

4.4  Statistical analyses

We perform the following statistical analyses on the data we collect. 

(1) To compare two ordinal samples, we employ Wilcoxon’s ranksum test (nonparametric) 
[69] at 5% significance level.

(2) To compare two continuous samples, which meet the normality assumption, we employ 
Welch’s t test [70] at 5% significance level. If one of the samples does not meet the 
normality assumption, we employ the Wilcoxon’s ranksum test.

(3) To compare more than two ordinal samples, we employ Kruskal-Wallis test (nonpara-
metric extension of ANOVA) [69] at 5% significance level. When the Kruskal–Wallis 
test rejects the null hypothesis, we employ Dunn’s multiple comparison test [71] with 
the Holm–Bonferroni correction to compare pairs of samples.

(4) To measure the effect sizes (the amount of difference) between pairs of ordinal or 
continuous samples, we employ Cliff’s Delta [72]. The Cliff’s Delta is positive when 
the values in the first sample are greater than the values in the second sample more 
often, and negative when the values in the first sample are less than the values in the 
second sample more often. The magnitude of the delta is estimated according to the 
suggested thresholds: 𝛿 < 0.147 is negligible (N); 𝛿 < 0.33 is small (S); 𝛿 < 0.474 is 
medium (M); and large (L), otherwise.

Other types of comparisons (e.g., comparisons of more than two continuous samples) are not 
applicable to the data we collect.

5  Results and discussion

We discuss the main results from our three experiments in this section. Section 5.1 shows 
the value lists produced in Experiment 1. Sections 5.2, 5.3, 5.4, and 5.5 discuss results from 
Experiments 2 and 3, answering our five research questions.
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5.1  Value lists

5.1.1  Exploration

A total of 12 explorations (six per context) were performed. In the Covid context, the 
mean time for exploration was 69.17 min (SD  12.01 min), and the mean number of values 
annotated was 11.17 (SD  2.64). In the EnErgy context, the mean time for exploration was 
67.5 min (SD  10.84 min), and the mean number of values annotated was 12.83 (SD  5.23).

5.1.2  Consolidation

A total of four consolidations were performed (two groups of three annotators each; two 
consolidations, one per context, for each group), producing four value lists. Table 4 pre-
sents an overview of the four value lists and the SChwartz value list [1] for comparison. 
The complete lists (including keywords and defining goals) are in the Appendix B.1.2. The 
times spent in consolidating Covid-G1, EnErgy-G1, Covid-G2, and EnErgy-G2 were 105, 
110, 115, and 120 min, respectively.

5.2  Context‑specificity

To evaluate the context-specificity of a value list, we measure the extent to which the val-
ues in a list can influence policy decisions in the context for which the list was produced 
compared to a value list produced for a different context and the SChwartz value list. We 
compute the specificity of a value v for a context c, as the mean of the ratings the two pol-
icy experts gave to value v for the context c. Recall that the policy experts were not aware 
of the context for which a value was annotated, a priori. The policy experts spent three 
hours each to rate the specificity of value lists.

Figure  6 (left) compares the specificity of Covid (including G1 and G2), EnErgy 
(including G1 and G2), and SChwartz values for the Covid context. Figure 6 (right) com-
pares the specificity of Covid (including G1 and G2), EnErgy (including G1 and G2), and 
SChwartz values for the EnErgy context.

Table 4  The value lists generated through Axies, and the SChwartz [1] value list

Context List Value names

Covid

G1 Well-being, Safety, Economic prosperity, Enjoyment, Fairness, Feasibility, Nuclear 
family, Autonomy, Care, Control

G2 Mental health, Safety and health, Economic security, Acceptance of misbehavior, 
Pleasure, Conformity, Equality, Belonging to a group, Autonomy

EnErgy

G1 Community, Distributional justice, Innovation, Support, Guidance,Landscape preser-
vation, Energy independence, Effectiveness,Sustainability, Planning for rainy days, 
Equal opportunities, Distrust, Regional benefits, Representation

G2 Community, Initiative, Freedom, Organizational leadership,Involvement, Nature 
and landscape, Technical reliability,Technological innovation, Local benefit, 
Support,Free market economy, Inevitability, Fairness

General SChwartz Tradition, Conformity, Security, Power, Achievement, Hedonism,Stimulation, Self-
Direction, Universalism, Benevolence
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Since the Kruskal–Wallis test indicated ( p < 0.05) that one of the three samples is sig-
nificantly different from the others in both (left and right) comparisons in Fig. 6, we per-
form Dunn’s test to compare multiple pairs of samples. The table at the bottom of Fig. 6 
shows the Holm–Bonferroni (H–B) corrected p-values as well as the effect sizes, measured 
via Cliff’s Delta, for each pairwise comparison. For each cell in the table, the first sample 
in the comparison is indicated in the column header and the second sample in the compari-
son is indicated in the row header.

First, we observe that, in the Covid context, Covid values have significantly higher spec-
ificity ratings than the EnErgy and SChwartz values with a large effect size. Similarly, in 
the EnErgy context, EnErgy values have significantly higher specificity ratings than the 
Covid and SChwartz values with a large effect size. This suggests that Axies values are 
more context-specific than SChwartz values. This is an important result since it demon-
strates that the Axies methodology serves its purpose of producing context-specific value 
lists.

Second, the context-specificity varies among the values within the Axies lists. On the 
one hand, the specificity of a few Axies values is low. Specifically, Control (Covid), Rep-
resentation, Technological Innovation, and Equal Opportunities (EnErgy) received 
average ratings lower than 3 for their respective context. We observe that these values are 
phrased broadly, and they may need refinement. On the other hand, the specificity of some 
Axies values was high for both contexts. Specifically, the Covid values of Control, Fair-
ness, and Equality were rated higher than 3 for the EnErgy context. Similarly, the EnErgy 
values of Inevitability, Fairness, and Distrust were rated higher than 3 for the Covid con-
text. Thus, some Axies values can be applicable to more than one context.

Finally, the specificity of SChwartz values can vary from one context to another. Spe-
cifically, the SChwartz values have higher specificity ratings in the Covid context than the 
EnErgy context. The nature of the two contexts can explain this difference—whereas the 
Covid context encompasses many aspects of life (at the moment of writing), the EnErgy 

Fig. 6  The context-specificity of Axies and SChwartz value lists
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context is narrower. Hence, in the latter case, the (general) Schwartz values are likely to be 
less informative.

5.3  Comprehensibility

We employ crowdsourced data to evaluate the clarity of values and the distinguishability 
between value pairs in a list.

5.3.1  Clarity evaluation

Recall that the clarity of a value in a list was rated by each crowd worker assigned to that 
list, yielding at least ten clarity ratings (Table 3) per value. Figure 7 shows the distribution 
of mean clarity ratings of Covid, EnErgy, and SChwartz values.

First, the mean clarity rating of all but one Axies value (among values in all four lists) 
was at least 3. The EnErgy value of Distrust received the clarity rating of less than 3. The 
Distrust value has the defining goal “Big players (government, large companies) should 
not be in charge of solving problems on citizens’ behalf.” We conjecture that the connec-
tion between the Distrust value’s name and its defining goal is not obvious, and that is the 
reason for the value’s low clarity rating. However, a large majority (80.9%) of the Axies 
values received a mean clarity rating of at least 4. This suggests that Axies value lists are 
clear to end users.

Second, from the comparative evaluation, we observe no significant difference in the 
clarity of Covid and SChwartz values. However, the Covid and SChwartz values have 
significantly better clarity than the EnErgy values with a medium and a large effect size, 

Fig. 7  Clarity ratings of Axies and SChwartz values
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respectively. A potential reason for the better clarity of Covid values compared to the 
EnErgy values is the timeliness of the Covid context. Since people are currently experi-
encing the pandemic, they can easily understand the values in this context. In contrast, the 
EnErgy context yields highly specialized values (e.g., Energy Independence) which may 
appear unclearer to a layperson. A potential reason for the better clarity of SChwartz values 
compared to EnErgy values (and Covid values although the difference is not statistically 
significant) is that the SChwartz values, being the result of years of refinement, are pol-
ished and easier to understand.

5.3.2  Distinguishability evaluation

For each value pair in a value list, three crowd workers indicated how distinguishable the 
values in the pair were. Figure 8 shows the mean distinguishability ratings for pairs of val-
ues in the Covid, EnErgy, and SChwartz value lists.

We notice that the distinguishability of value pairs in Axies and SChwartz lists is not 
significantly different. Further, none of the value pairs have the mean distinguishability rat-
ing of 1. That is, no two values in any of the value lists are rated as indistinguishable. How-
ever, a good number of Axies value pairs—14.3% Covid value pairs and 22.5% EnErgy 
value pairs—have a mean distinguishability rating in (1, 3). Thus, although distinguish-
able, the Axies values within a context have similarities among them. This observation 
aligns with Schwartz’s [1] postulate that values form a continuum of related motivations. 
In fact, the mean distinguishability rating of a good number (11.1%) of SChwartz value 
pairs is also in (1, 3). As expected, values that are adjacent in the Schwartz circumplex 
received low distinguishability scores (such as Conformity and Tradition, rated 1.67), and 

Fig. 8  Distinguishability ratings of Axies and SChwartz values
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values at opposite ends of the circumplex received high scores (such as Self-Direction and 
Conformity, rated 5).

5.4  Consistency

To evaluate the consistency between the two value lists for the same context, we employ 
the crowdsourced opinion annotations. Recall (from Sect. 4.3.3) that each of the 100 opin-
ions selected for each context was annotated by three crowd workers with the Axies value 
lists generated for that context. We consider an opinion o as annotated with a value v if at 
least two of the three annotations for o include v.

Let v1 ∈ Covid-G1 and v2 ∈ Covid-G2, and O1 and O2 be the set of opinions annotated 
with v1 and v2 , respectively. Then, we measure the association between the two values as 
the Jaccard similarity between their opinion annotations:

For each value in one value list for a context, Fig. 9 shows the closest value in the other list 
for the context, to emphasize the associations between the two lists.

Although value lists for the same context are not identical, we observe that each value 
in one list for a context is associated (has a non-zero Jaccard similarity) with at least 
one value in the other list for that context. In some cases, the association is apparent 
from the value names, e.g., Economic prosperity ∈ Covid-G1 and Economic secu-
rity ∈ Covid-G2. In some cases, despite differences in the names, the values capture 
similar motivations, e.g., Planning for rainy days ∈ EnErgy-G1 and Technical reli-
ability ∈ EnErgy-G2, capture the same motivational goal of planning for unforeseen cir-
cumstances. In some cases, the motivation behind a value in a list was distributed over 
more than one value in the other list. For example, Fairness ∈ EnErgy-G2 is captured 
by Equal opportunities and Regional benefits ∈ EnErgy-G1. In essence, no value is 
conceptually exclusive to one value list within a context.

5.5  Relationship

Recall that, similar to Axies value annotations, each of the 100 opinions selected for each 
context was also annotated by three annotators with the SChwartz value list, resulting in 
the Covid-SChwartz and EnErgy-SChwartz annotations. To investigate the relationship 
between Axies and SChwartz value lists, we employ an approach similar to the consist-
ency evaluation (Sect. 5.4). That is, based on the annotations on the same set of opinions, 
we compute the Jaccard similarity between two values in different value lists as depicted in 
Figs. 10 and 11.

First, we observe that, each SChwartz value has an association (non-zero Jaccard 
similarity) with at least one Axies value in each of the four Axies value lists, except 
for the SChwartz value of Conformity which has no association in the EnErgy-G2 list. 
However, the intensity of association is low, overall. For instance, the SChwartz values 
of Achievement and Conformity in the Covid context, and Stimulation and Tradition 
in the EnErgy context have negligible association with values in both Axies lists gener-
ated for those respective contexts.

(2)J(v1, v2) =
|O1 ∩ O2|
|O1 ∪ O2|
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Second, we notice that some SChwartz values have one-to-many relationships with 
Axies values. This can be clearly observed in the EnErgy context, where SChwartz val-
ues such as Self-Direction and Universalism have multiple matches with both Axies 
lists. The expected behavior can be also partly observed in the relationship between 
Covid-G1 and Schwartz value lists (e.g., Security and Benevolence). However, it is 
less evident in the comparison between Covid-G2 and SChwartz values, where it can 
only be partially noticed (e.g., Benevolence).

Fig. 9  Association between G1 and G2 value lists
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The results above suggest that the relationship between Schwartz and Axies values 
depends on the context for which the Axies values are generated. In our case, since 
EnErgy is a specialized context, only a few general SChwartz values have clear and 
multiple associations with the context-specific Axies values. In contrast, since the Covid 
context covers many aspects of life, the Axies values generated for this context have 
more association with the general Schwartz values.

5.6  Application

To assess the application of the value lists, we analyze the opinion annotations. Figure 12 
shows the number of annotations per opinion with Axies and SChwartz value lists. In both 
contexts, the Axies values were annotated significantly more often than the SChwartz 

Fig. 10  Association between Axies and SChwartz values in the Covid context
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values. This suggests that the Axies values are easier to recognize than the SChwartz val-
ues in the opinions collected in a context.

Subsequently, we compare the Inter-Rater Reliability (IRR), measured via Fleiss’ 
Kappa, of the annotations with the value lists. Figure 13 presents the aggregated IRR [68] 
for Axies and SChwartz values (Appendix B.2.3 includes IRR for each value).

The IRR is significantly higher for Axies values compared to SChwartz values in both 
contexts. The average agreement with the SChwartz values is poor, with only two values 
reaching a fair agreement. In contrast, a large number Axies values is annotated with a 
fair agreement and some Axies values reach substantial agreement. This suggests that the 
annotators interpret Axies values more consistently than the (general) Schwartz values, 
which is desirable in concrete applications of values.

Fig. 11  Association between Axies and SChwartz values in the EnErgy context
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The IRR is low for all value lists, which can be attributed to the inherent difficulty of 
annotating values [73], especially for untrained crowd workers. Further, some values were 
annotated only a few times, rendering the agreement difficult to evaluate.

5.7  Threats to validity

We identify three main types of threats to the validity of our findings according to the clas-
sification by Cook and Campbell [74].

Conclusion validity concerns the ability to draw correct conclusions from the outcome 
of an experiment. To answer the RQs on the specificity, comprehensibility, and application 
of value list, we employ rigorous statistical methods, validating the underlying assump-
tions (e.g., normality assumption for t-test) and performing necessary post-hoc analyses 
(e.g., correcting p-values during multiple comparisons). Thus, the findings on these RQs 
are robust. However, we could not perform statistical analyses in answering the RQs on 
the consistency and relationship between the value lists. Although our qualitative analyses 

Fig. 12  Number of annotations with values belonging to a value list

Fig. 13  Inter-Rater Reliability of annotations with Axies and SChwartz values
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yield valuable insights on these RQs, we recognize that these findings must be validated 
again via better experiment designs.

Internal validity concerns the influences that may affect the independent variables 
under study with respect to causality. The subjective interpretation of values is a natural 
threat to validity in all our experiments. For example, the differences we observe among 
value lists may be influenced by the differences in the value conceptions of the annotators. 
The Axies methodology seeks to mitigate this threat by including the consolidation phase, 
where the annotators discuss their differences in interpretation. Further, in our experiments, 
we employ two groups of annotators and two contexts to reduce the effect of subjectivity.

External validity concerns the limits to generalize the results of our experiment. The 
small number of annotators who performed the Axies methodology and the limited number 
of contexts under analysis may reduce the generalizability of our conclusions. First, we 
required the annotators who performed the Axies methodology (as in Experiment 1) and 
the policy experts who evaluated context-specificity (as in Experiment 2) to be familiar 
with the concept of values. Our subjects in these experiments met this requirement but they 
were all highly educated, living in the Netherlands, and aged between 20 and 35. Thus, the 
effects of a larger difference in the value annotators’ and policy experts’ education, resi-
dence, and age on findings on Experiments 1 and 2 remains to be studied. In Experiment 3, 
we evaluated the features of the values with the help of laypeople, employing a sample of 
72 annotators. Although these annotators are from diverse backgrounds (Appendix A.3.1 
provides an overview of the annotators’ demographics), the sample of annotators is not 
representative of the real population, e.g., the majority of the annotators in the sample are 
from Europe. Thus, additional experiments with a more representative set of annotators 
are necessary to generalize the results to a larger population. Third, the experiments have 
shown slight variations of outcomes across different contexts (Sects. 5.2, 5.3, and 5.5). 
Further experiments on a varied array of contexts would help in determining the generaliz-
ability of our findings. Finally, we compare the Axies value lists with only one list of gen-
eral values, the Schwartz value list. However, there are other lists of general values, such as 
Gouveia et al. [75], Hofstede [76], and Inglehart [77]. Although there are similarities and 
differences among these value lists, empirical data on comparisons of general value lists is 
sparse [65]. Thus, the generalizability of our findings to general value lists other than the 
Schwartz value list remains to be studied.

6  Conclusions and future directions

Axies combines human and artificial intelligence to yield context-specific values. In a spe-
cific context, e.g., driving, context-specific values can be more effective in explaining and 
predicting human behavior than general values [78]. An autonomous driving agent can 
concretely elicit its passengers’ preferences over driving-specific values (e.g., safety and 
efficiency) to tailor the driving experience.

Our experiments highlight important properties of Axies and the trade-offs between con-
text-specific and general values. First, Axies yields values that are comprehensible (clear 
and distinct) to the end users. Comprehensibility is important for an agent to (1) elicit 
value preferences from users, e.g., by asking whether mental health is more important to 
a user than conformity in a context, and (2) explain that the agent made a certain deci-
sion because the agent inferred, e.g., fairness as more important to the user than regional 
benefits in the decision context. However, based on value annotators’ feedback and crowd 
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distinguishability results, we observe that values in a context have similarities since they 
form a motivational continuum. An interesting research direction is to identify and visualize 
a value continuum (e.g., as a circumplex [1]) from a list of context-specific values. We con-
jecture that such a visualization would support the process of building a cohesive value list.

Second, as a methodology, we expect Axies to yield reproducible results. Following 
Axies to annotate an opinion corpus should yield consistent value lists independent of the 
annotators. However, considering the subjective judgements involved, we do not expect 
a value list produced for a context by one group to be identical to the value list produced 
by another group. As expected, the value lists generated for the same context by different 
groups of annotators are not identical but consistent in that each value in one list is associ-
ated with one or more values in the other list.

Third, a key result from our experiments is that Axies yields context-specific values as 
it set out to. Specifically, we observe that the values identified for a context are more use-
ful for decision making in that context than in another context. However, some context-
specific values are more broadly applicable than others.

Fourth, we perform an empirical comparison between the context-specific (Axies) val-
ues and general (Schwartz) values. Our results indicate that Axies values are indeed more 
context-specific, but slightly less clear to laypeople than Schwartz values. However, when 
put to the concrete application of value annotation, the same laypeople annotate Axies val-
ues more often and with higher agreement. This illustrates the suitability of context-spe-
cific values for practical applications.

Finally, we explore the relationship between Axies and Schwartz values. Our results 
show that only a few Schwartz values have a clear correspondence to Axies values (i.e., 
only the Schwartz values that are relevant to the context), and that values with a clear cor-
respondence are often related to multiple Axies values that describe them in a more fine-
grained manner in the context. However, we suggest performing more extensive experi-
ments to validate these findings on a varied set of contexts.

Identifying context-specific values is a significant effort. Axies simplifies this process 
and systematically guides the annotators, who need not be design experts. An interesting 
future direction is to analyze the benefits of NLP and active learning on the overall process 
(e.g., by comparing Axies to a baseline without the AI components). Further, in our experi-
ments, the annotators followed the Axies steps one time. In practice, Axies can be used in 
an agile manner with multiple exploration-consolidation sprints with feedback from evalu-
ations in between the sprints.

Axies starts with the assumption that the context for which values are to be identified 
is already defined. However, defining a context, in itself, is a significant challenge and an 
essential step in engineering ethical agents [79]. A context may incorporate a variety of 
spatio-temporal and social elements that influence the interactions among users and agents 
[80]. Thus, it is important that the opinion corpus Axies employs is representative of the 
intended context. For example, in our experiments, the Covid corpus contains the opin-
ions of the residents of a country. Thus, the resulting values are applicable to the residents, 
but they may not be adequate to capture the values of the healthcare providers (another 
stakeholder group; thus, a different context). An interesting direction is to employ Axies 
to compare and contrast contexts. That is, given the Axies value lists for two contexts, the 
differences between the values in the two lists may indicate the differences between the two 
contexts.

Value alignment is a long-term research priority for beneficial and robust AI [5]. Our 
research supports a crucial step in the creation of value-aligned artificial agents—the 
identification of the values that an agent ought to align with. The values identified via our 
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method can serve as the vocabulary for addressing additional challenges of value align-
ment such as the translation of values into norms and behaviors [51] and the verification 
of value adherence to norms [30]. To this end, a repository of values where values are 
linked with contexts and opinions would be valuable. Given such a repository, designers 
and developers can reuse values suitable for their contexts and an agent can automatically 
pick relevant values for a decision context.
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