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Abstract
The increasing use of algorithms in cities has come under
scrutiny. Transparency is widely seen as a way to ensure
their fairness and accountability. We investigate how al-
gorithmic transparency helps citizens understand smart
electric vehicle charge points and how its conception differs
between experts and citizens. Using a research-through-
design approach we collaborated over a 10-month period
with companies and Amsterdam municipality to prototype
and evaluate a transparent smart electric vehicle charge
point. We find that experts believe transparency is pro-
duced by truthful information about inputs, processes and
outcomes, that this information aids understanding and is
actionable. We also find that citizens are indifferent to al-
gorithmic decision-making when it serves common inter-
ests. Furthermore, transparency invites gaming, creates
expectations of control, and adds to the cognitive burden of
an already stressful task. Our findings suggest algorithmic
transparency benefits professional stakeholders more than
the citizens it is claimed to serve.
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Introduction
Cities across the globe are increasingly using digital tech-
nologies such as big data, sensor networks and artificial
intelligence to address key urban challenges. However, it is
now widely recognized that data-driven systems and ma-
chine learning can have serious shortcomings and may
lead to unintended and unfair outcomes, even if such sys-
tems have been designed with the best intentions [8, 5].

These concerns have prompted researchers, governments
and civil society groups to formulate ethical principles for
the deployment and use of AI, highlighting issues such
as transparency, fairness and accountability [6]. Likewise,
some cities have started to embrace a digital rights agenda
and are formulating principles and policies to influence and
govern the use of digital urban technologies [1]. Many ethi-
cal principles and policy agendas see data and algorithmic
transparency as an important prerequisite for effective ac-
countability and public acceptability [4, 10]. At the same
time, researchers have started to point out the theoretical
and practical limitations of the transparency ideal [2].

We have investigated the diverging conception of algorith-
mic transparency between experts on the one hand and cit-
izens on the other hand. Using a research-through-design
approach we collaborated with commercial companies and
the municipality of Amsterdam to prototype and evaluate a
transparent smart electric vehicle (EV) charge point which
provides EV drivers with explanations of charging algorithm
decisions.

Figure 1: The Transparent
Charging Station. Designed by The
Incredible Machine.

Designing for Algorithmic Transparency
The digital agenda of the city of Amsterdam entitled ’A Dig-
ital City for and by Everyone’ lays out values and ambi-
tions for a “free and inclusive digital city” in which the digital
rights of all residents are protected [7]. Prompted by this

initiative and responding to the rising public concern about
the risks of the internet of things and artificial intelligence,
a group of energy companies and EV charging providers
in 2016 commissioned a design study to develop ideas
for how smart charging can be made transparent for EV
drivers. The outcome was the ’Transparent Charging Sta-
tion’ (Figure 1), a conceptual prototype of a smart charge
point that used a video game metaphor for visualising algo-
rithmic charging decisions [11]. A key aspect of the Trans-
parent Charging Station was the use of priority schemes:
shared EVs would get priority access and thus be able to
charge faster, sooner and more than non-shared private
vehicles.

The design study received significant public interest but
also raised questions about the meaning, viability and utility
of algorithmic transparency in the context of a street-level
public service. Prompted by these observations, our aim
is threefold: understand (1) how experts from smart charg-
ing companies and the city of Amsterdam conceptualise
algorithmic transparency; (2) how ordinary citizens, i.e. EV
drivers, experience algorithmic transparency; and (3) the
degree of alignment or misalignment of the views on algo-
rithmic transparency between experts and citizens.

Study Setup
In order to investigate these questions we conducted a
research-through-design study [9]. We collaborated in the
design, prototyping and evaluation of a transparent smart
EV charge point in close collaboration with the city of Am-
sterdam, ElaadNL (a smart charging consultancy) and de-
sign agency The Incredible Machine. The study was part of
a commercial trial which aimed to develop and test a func-
tional transparent smart EV charging system in a neighbor-
hood in Amsterdam. Our research was conducted along-
side the commercial project yet investigated independent



research questions. Our study resulted in a non-functional
prototype that took inspirations from the original transpar-
ent charge point mentioned above, but used a different user
interface approach to address obvious usability flaws. The
ultimate responsibility of the design lay with the commercial
design agency, we helped inform and evaluate the design.

Prototype
The resulting prototype consists of a 1:1 scale cardboard
replica of the charge points in use in Amsterdam. The sig-
nage on the stations is reproduced and ports have been
added for actual charge connectors to fit into. An 12.9-inch
iPad Pro is attached to the top of the charge point for the
transparency interface to run on.

Figure 2: The design prototype
was evaluated with EV drivers
recruited on the spot at a fast
charging facility

Figure 3 shows a selection of screens from the prototype.
The basic structure consists of: (1) an idle screen, (2) a
screen that is shown once charging has started, and (3)
a screen that is shown after charging has concluded. We
used two types of screen elements: elements that support
the task of charging (e.g. a prompt to swipe a card to begin)
and elements that aim to make the smart charging algo-
rithm transparent.

We created two version of the user interface design, v1
and v2. V2 addresses some usability issues that were de-
tected during initial evaluations, yet otherwise v1 and v2
were identical.

Method
Our overall research method is qualitative-interpretive and
informed by research-through-design [9]. Data collected
consisted of project documents, field observations, and in-
terviews. Analysis was performed using reflective thematic
analysis [3]. The first author was present at all meetings of
the design team to observe and participate in the discus-

sions. A reflective field journal was kept and documents
produced during this phase – such as the design agency’s
project proposal and slide decks used during presentations
– were stored for future analysis.

Results & Discussion
Using a reflective thematic analysis of documents from a
design process and transcripts of prototype evaluations we
have captured the ways in which a group of experts under-
stand algorithmic transparency, and how the transparent
algorithmic system resulting from their efforts – a transpar-
ent smart EV charge point – is experienced by citizens.

We have found that according to experts, transparency is
created by providing truthful information about algorithmic
decisions. Our experts believe that, because algorithmic
decisions might benefit some more than others, and be-
cause algorithms are by their nature hidden, they need to
be made visible. Our experts do not pursue transparency
because it is the right thing to do, but because if trans-
parency is not created, citizens may reject the application
of algorithmic decision-making in public infrastructure. Our
experts believe transparency information is actionable by
citizens. Experts expect this information makes it possible
for citizens to assess the fairness of decisions – by evaluat-
ing the inputs, processes and outcomes of “the algorithm”,
by having access to a justification for the algorithm’s design,
and by knowing who “owns” the algorithm.

The experience of citizens is characterised first of all by
an overall acceptance of, or even indifference to, the pres-
ence of algorithmic decision-making. Algorithms are seen
as a convenient way of optimising towards broadly shared
collective interests such as electric grid stability and sus-
tainability. It is only when goals are introduced that are
more contentious – illustrated in our study by the shared



car priority feature – that citizens start to question the algo-
rithm. Furthermore, the information provided in the interest
of transparency is frequently experienced by citizens as
burdensome – it is not perceived to be supportive of the
task at hand (charging an EV) a task which is rather error-
prone and stress-inducing to boot. Moreover, citizens intend
to use transparency information as a resource for adapt-
ing their own behaviour towards egoistic or altruistic ends.
Also, transparency information created expectations of user
control – the ability to override algorithmic decisions. The
absence of control lead to some participants questioning
the relevance of the explanations provided. Lastly, in the
case of disagreements with algorithmic decisions, most cit-
izens opted to “exit” from the system altogether rather than
exercise “voice” to try and influence the policies shaping
system behaviour.

(a) Idle state

(b) Charge session started

(c) Charge session completed

Figure 3: Prototype v2 screens

To summarize our comparison of expert understanding and
citizen experience, we see that algorithmic transparency
is not straightforward to achieve, and produces a range of
unintended side-effects. Most importantly though, in an en-
vironment where citizen attention is already scarce, adding
more information in the interest of transparency puts addi-
tional demands on citizens. Experts are concerned about
user rejection of algorithmic decision-making, and think that
by giving citizens tools to assess the fairness of algorithms,
they will increase the odds of acceptance. Citizens, on the
other hand, are largely welcoming of automation, and are
annoyed and confused by the additional responsibility put
on them to determine if each and every single interaction
with a system is fair.

Provisional Design Guidelines
Our findings should help interaction design researchers
working on smart urban systems and algorithmic systems
in other contexts to navigate issues related to transparency,

fairness and accountability.

To aid in this act of navigation, we propose three provisional
guidelines for designing algorithmic transparency in the
context of smart urban infrastructure: (1) assume algorith-
mic indifference & provide calm explanations; (2) account
for limited user attention & shift the locus of fairness as-
sessment; and (3) provide channels for voice & build in dis-
cretion.

Conclusion
In our study, experts believe algorithmic transparency is
achieved by providing truthful information about automated
decisions. They imagine that citizens are able to assess
system fairness using this information, and that they can
act on this information. Meanwhile, our citizens are largely
indifferent to automation, they primarily experience trans-
parency information as burdensome, and question its rel-
evance if it is not accompanied with the ability to override
system decisions.

Algorithmic transparency is a growing topic of interest in
interaction design research, and in public discourse it is
commonly invoked as a solution to the negative effects of
algorithmic opacity. Our findings illustrate that it is neces-
sary to remain critical of the assumptions driving the pursuit
of algorithmic transparency in user interfaces of algorithmic
systems. Transparency puts additional cognitive demands
on people, and shifts the responsibility of ensuring fairness
onto them. It is our belief that alternative strategies for mak-
ing algorithmic systems fair and accountable should be in-
vestigated.
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