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Preface

PREFACE

“It can scarcely be denied that the supreme goal of all theory is to make the
irreducible basic elements as simple and as few as possible without having to

surrender the adequate representation of a single datum of experience.”

Albert Einstein
(14 March 1879 - 18 April 1955)
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Abstract

ABSTRACT

A method has been developed with which the rigid-body motions, stress and fatigue damage
response of a TLP-type FOWT are determined in time domain, with the aim of assessing the
influence of non-linear hydrodynamic response on the fatigue damage. The dynamics are
described by means of a system of coupled 6DOF-EoMs and solved in Matlab, after which the
validity of the method is confirmed by means of validation and verification using OrcaFlex
models.

Subsequently, a method has been proposed to linearize the dynamics of the developed model.
For linearization of quadratic damping, three different methods have been proposed, after which
the best performing method is determined by means of a comparative study. Subsequently, using
the fully linearized model, the difference in long-term damage w.r.t. the nonlinear model is
calculated and the influence of multiaxiality is investigated.

The results have shown that the linear approach is suitable for approximation of long-term
fatigue damage in hotspots that are located in the connections between the central column and
the pontoons of the TLP. However, in hotspots with relatively low stress response, the long-term
damage is underestimated by 48% due to the high sensitivity of the damage to differences in the
stress response. Finally, the presence of multiaxiality and non-proportionality has been

demonstrated for a number of hotspots and during both operational and extreme conditions.
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1

INTRODUCTION

1.1 Background

1.1.1 Renewable Energy

Unsurprisingly, the main resources of world energy supply are currently still non-renewable
resources such as oil, gas and coal. Over the past few decades, politics, science and society are
increasingly concerned with the question: "What if the non-renewable sources run out?". As
concluded in Fnergy Policy, an international journal dealing with implications regarding energy
supply, if the world continues to consume petroleum products at the rates of 2006, the oil, gas
and coal reserves will last another 40, 70 and 200 years, respectively [1]. The global economy has
become aware that the trend towards renewable sources is inevitable, which has resulted in a
71% growth of EU’s green energy production between 2005 and 2015 [2]. Related to these
developments are the Paris Agreements at the end of 2016, where 195 countries agreed on many
policies for limiting global warming, as a result further strengthening the political drive towards

renewable resources.

1.1.2 Offshore Wind Energy

Compared to other renewable resources, the offshore wind energy sector has showed a remarkable
growth in the past decade (Figure 1-1). With roughly 13 gigawatts worth of offshore wind
turbines installed in the region surrounding the North Sea, the transition from fossil fuels to

renewable energy resources seems to be accelerating. The market is slowly blooming and more
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Figure 1-1: Renewable Energy Recourses [2]
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and more investors and offshore companies are eager to capitalize on the opportunities of offshore

wind turbines.

1.1.3 Floating Offshore Wind Turbines

Although bottom founded offshore structures have become a well-known concept after decades
of experience and numerous bottom fixed offshore wind turbines have been installed, Floating
Offshore Wind Turbines (FOWTSs) are still relatively new and unevolved. Areas close to shore
are often shallow and therefore more suitable for wind turbines supported by bottom founded
structures, whereas deeper waters usually require floating platforms to keep the concept
profitable. Compared to bottom fixed turbines, FOWTs are often designed larger, more complex
and therefore require more Capital Expenditures (CAPEX). However, at larger water depths
with harsher environments, higher wind speeds are available and a larger power supply can be
achieved. This is well illustrated in Figure 1-2, where today’s FOWTs are usually applicable to
water depths from around 60m, with the expectation that future systems will be scaled up to
more than 8MW. These prospects imply that the transition into deeper waters will make bottom
fixed applications increasingly unattractive.

The cost-effectiveness of a floating solution depends on the type of support structure, which
is chosen based on local external conditions and technical and practical requirements. As shown
in Figure 1-3, floating support structures applied to FOWTs are generally subdivided into three
main categories: TLPs, Spar Buoys and Barges. The distinction between the support types is
primarily based on their stabilization technique. The Tension Leg Platform (TLP) is fully
stabilized by excessive buoyancy, counteracted by tensioned tendons. Spar buoys achieve
rotational stability by applying ballast to shift the Centre of Gravity (CoG) at a point below the
Centre of Buoyancy (CoB), a concept that normally requires water depths of 100m or more. The
barge type platform owes its stability to a combination of buoyancy, catenary (slack) mooring
lines and large water piercing area to obtain rotational stability. Although this type is applicable

to shallower waters (50m+), it requires a relatively large mooring footprint.
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Figure 1-2: Trend in FOWTs [92] Figure 1-3: Support Structures for FOWTs [91]
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1.2 Motivation

1.2.1 WindFlo Project

As an extension to its leading experience in developing and delivering FPSOs, FSOs and SPM
systems, Bluewater is currently exploring the possibilities of offshore wind energy. While
prominent offshore wind development companies have already established a strong position in
the bottom fixed wind industry, now the focus tends to shift more towards FOWTs and deeper
waters. Bottom-fixed specialists are generally pre-occupied with bottom founded projects at
shallow-water sites and have no intention to get involved in floating wind. This provides a good
opportunity for Bluewater's project development team to utilize its experience in the floating
offshore technology and gain a significant position in the wind energy industry.

In this context, project “WindFlo” was initiated by Bluewater with the aim to acquire the
permits of the Dounreay demonstration project, which is set to take place at the Dounreay
Floating Offshore Wind Deployment Centre (DFOWDC), in the remainder referred to as the
“Dounreay site”. The area is exposed to extremely harsh environments, making it suitable for
developers to demonstrate their innovative and cost-effective solutions. The permits will be
granted by the Scottish Government to the lowest bidder who meets all the technical and
economical requirements: a 5SMW FOWT-design with an operational life span of at least 25 years
and minimal overall costs.

The floating offshore wind test facility, depicted in Figure 1-4, is located at roughly 9km from
the North Coast of Scotland and is between 69 to 103m deep. The local environment is
characterised by its high waves and currents, with a 50-year significant wave height of 11.35m
and l-year current speed of 1.28ms™ (at MSL). This and other site specific meteorological and
oceanographic data, as provided by Renewable Energy Systems Ltd [3], will be used in the

remainder of this research.
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Figure 1-4: Location Dounreay-Site
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1.2.2 The Tension Leg Platform

Since the structural design of wind turbines is often based on vibration requirements, in order to
minimize adjustments and reinforcements to the turbine, the support system needs to match
bottom-fixed support structures as much as possible. This is well achieved with the application
of a taut mooring system, which is only possible for tension leg platform wind turbines
(TLPWTs). Another defining TLP characteristic is its relatively low material weight and light
tendons, resulting in relatively low CAPEX of the platform and mooring lines [4]. In view of

these benefits, the floater type that has been chosen is the TLP.

General Overview of TLPWTs
This offshore platform type is a well-known concept that that has been widely applied for oil and
gas exploration during the past three decades. The overall configuration of the TLP is identical
for both applications in the oil and gas industry and FOWTs: a buoyant, submerged body
stabilized by pre-tensioned mooring lines that are attached to the seabed. Pretension in the
mooring lines arises from excessive buoyancy, which restricts the vertical and rotational motions
considerably and can be designed to control the TLP’s dynamic properties.

Conventional TLPs designed for FOWTs can be subdivided into two categories, depending
on the distribution of buoyancy along the platform. In both cases, the turbine tower is supported
by the transition piece, a cylindrical shaped central column. The most common TLPWT is the
mono-column (or sea star) type, which consists of multiple buoyant pontoons attached to the
central column. Truss type TLPs apply the principle of braced units to transfer the forces from
the central column to the mooring lines. The truss and mono-column type TLPs are shown in
Figure 1-5. Different configurations of the mono-column type can be obtained by varying the

pontoon- and central column characteristics, as shown Figure 1-6.

g M e Bl e Ml sy M g B o M

Figure 1-5: Truss (left) and mono- Figure 1-6: Mono-column designs [90]
column (right) TLP
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Hybrid forms of TLPs have also been developed, using principles of other platforms types
combined with taut mooring lines. Tension leg semi-submersible variants are obtained when the
water-plane area of the TLP substructure is large compared to conventional TLPWTs, where
the water surface is only penetrated by the central column. An example of this concept is Gicon’s
Windfloat design, shown in Figure 1-7. Another hybrid variant is the tension leg spar, where the
spar-buoy platform is stabilized by taut lines, as depicted in Figure 1-8. For further reading on
TLPWTs and a complete overview of all concepts currently under development, it is referred to

Carbon Trust’s publication on the state of the floating wind industry and technology [4].

1.2.3 Characteristics of the TLP

Fatigue Sensitivity

Generally, the main feature of the TLP is associated with are its relatively high vertical and
rotational stiffness, which is both its main strength and drawback. Although highly beneficial
from turbine cost point of view, restricting the vertical and rotational vibrations will cause
relatively large mooring induced internal stresses. In order to obtain small motion amplitudes,
either the mooring stiffness must be large, or the hydrodynamic damping must be large.
Hydrodynamic damping in TLP structures is almost entirely due to viscous friction, which
depends, among other parameters, on the relative velocity with respect to the water. Since most
DOFs are limited, significant velocity amplitudes cannot occur. As a result, damping in TLPs is
often small, especially for the vertical translations and rotations in the vertical plane. Therefore,
increasing the mooring stiffness is the only way to obtain small motions.

This means that small elongations of the tendons, caused by excitation in any of the DOFs,
will induce large mooring forces. Since the turbine tower and TLP arms are unsupported for the
most part, external forces and mooring loads can locally cause large bending moments. Internal
stresses that arise from this, combined with often highly dynamic and multidirectional

environmental loading, make the TLP structure particularly sensitive to fatigue damage.

Figure 1-7: Tension Leg Semi-Sub [93] Figure 1-8: Tension Leg Spar [94]
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Risk of Resonating Motions

It is expected that in harsh environments such as the Dounreay-site, the FOWT will be exposed
to considerable cyclic loading as a result of wind and waves. Interaction between environmental
forces and various parts of the structure creates a complex interplay of dynamic influences, in
which vibrations of different sections caused by external forces can amplify or diminish each
other. Engineering practice has shown that in order to mitigate cyclic loading and therefore
fatigue damage of TLPs, the risk of resonance phenomena must be minimized. This is achieved
by minimizing the overlap between natural frequencies and excitation frequencies, or by
incorporating sufficient damping in the system.

To illustrate the importance of damping, consider the Dynamic Amplification Factor (DAF)
of a 1-DOF mass-spring-dashpot system, as shown in Figure 1-9. The DAF, which is simply the
ratio between the dynamic and quasi-static response, shows that the magnitude of damping has
a significant effect on the response in the resonance region. As mentioned before, typical TLPs
experience weak damping in the roll, pitch and heave motions. As a result, if one of these DOF's
resonate, the motion and stress response amplitudes can amplify to extremely large values.

On the other hand, minimizing the overlap between natural frequencies and excitation
frequencies is a rather cumbersome task for the designer. Figure 1-10 illustrates the typical yearly
extreme wind and wave spectrum at the Dounreay-site, along with a number of typical natural
frequencies that are important for dynamic analyses of TLPWTs!. From this figure, typical peak
wave frequencies are roughly 3 times the surge/sway natural frequencies. Based on the graph in
Figure 1-9, it follows that the surge and sway natural frequencies are in the inertia dominated

region, which is typically achieved through application of relatively heavy and large structural

composition.
Quasi-
leauc Resonance Inertia Dominated
s \
1 L« { =0. No Damping
451 | _ 1
- ¢=01
4
35
=02
3
Ry // A\ 03
g . ! =03
L /780 Yairey
Y I S ._7§ = 1.0, Critical Damping
1
05 ¥
o ]
0 05 1 1.5 2 25
wex/wn
Figure 1-9: Dynamic Amplification Factor
! First rotor frequencies (1P), blade passing frequencies (3P) and tower height (for determining reference wind speed) are based on NREL reference
turbine. Typical TLP natural frequencies are adopted from the design specification report of the WindStar TLP, a mono-column type concept that
has been developed for supporting the NREL turbine [73].
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Figure 1-10: Typical Frequency Spectrum

Nonetheless, the 5SMW WindFlo design is only considered economically feasible if the total
structural weight of the platform is limited to 1000 tonnes, which has proven a major challenge
as weight reduction results in a shift of the surge, sway and yaw natural frequencies towards the
wave resonance region. In conclusion, weight reduction could amplify motions and shorten the

structural lifespan significantly if the associated fatigue loads are not predicted properly.

1.2.4 The WindFlo Solution

The WindFlo concept is an all-steel mono-column type TLP with three rectangular shaped
pontoons, as illustrated in Figure 1-11. The central column, also called the transition piece, is a
hollow, cylindrical shaped unit, connecting the TLP arms (pontoons) with the turbine tower.
Detailed two-dimensional representation of the structure is given in Appendix A, along with a

description of relevant design parameters.

(a) (b)
Figure 1-11: 3D View of WindFlo TLP Including (a) and Excluding (b) Turbine
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1.3 Problem Statement

1.3.1 Research Problem 1 - Adequacy of Frequency Domain
Due to uncertainties and stochastic nature in loading and resistance parameters, fatigue damage
analyses require a long-term damage extrapolation technique. For linear systems with stationary
loading conditions, the long-term fatigue damage calculation is usually carried out using
Frequency Domain (FD) stochastic analyses such as the energy spectrum approach. This
approach assumes that any stationary Gaussian process (external loads and internal stress
response) can be represented by an infinite number of harmonic components. To make use of this
approach, all nonlinear effects must either be linearized or completely disregarded.
Consequently, if nonlinear effects govern the dynamic response, the linear FD approach could
fail to provide sufficient accuracy in determining the fatigue lifetime. An important feature of
fatigue damage in welded steel joints is that, by approximation, the number of stress cycles until
fatigue failure is characterized by the stress range to the power 3. In such case, if stresses are
underestimated with, for example, 10%, the fatigue lifetime is overestimated with at least 33%.
Depending on the exact structural characteristics and loading conditions, the following

nonlinear effects may play a significant role in TLPWTs:

e Nonlinear hydrodynamic forces;

o Nonlinear turbine loads;

e Nonlinear mooring effects;

e Structural (elastic) resonance and hydro-elasticity;

e Multiaxial Fatigue.

If the FD approach proves to be inadequate, the only alternative to long-term damage analysis
is the Time Domain (TD) approach, which involves time integration of the Equations of Motion
(EoMs) and evaluation of the internal stress state at each time step. To obtain reliable statistics,
TD simulations require sufficient length and need to be carried out for all relevant sea states and
loading conditions. This is a highly time consuming and costly procedure and is avoided when
possible. Since it is not possible to judge in advance to what extent nonlinear influences will play

a role, it is desirable to investigate to what extent the TD approach is necessary.

1.3.2 Research Problem 2 - Absence of Simple and Transparent Models

Determining the accuracy of the FD fatigue approach requires a concept-specific stress prediction
method that makes it possible to compare the results of a nonlinear model with results from a
linear model. The non-linear model must incorporate all relevant phenomena with an adequate
level of accuracy. And the linear model must be obtained from the nonlinear model, by linearizing
the nonlinear effects in a mathematically and physically correct manner. This implies that the

nonlinear model must provide the possibility to adjust the mathematical description of the

23/05/18 8 R.S. Salih
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system’s dynamics and associated external forces. The usefulness of the nonlinear model is

assessed on the basis of two requirements [5], being:

1. Level of detail
Level of detail is defined as the amount of phenomena and interdependencies that is
incorporated within the model. A model with lower level of detail tends to be less complex
and has a smaller chance for errors, but it is also less suitable for solving more complex
problems. The exact opposite is true for models with higher detail level. Finding the
appropriate level of detail includes determining what physical phenomena need to be

incorporated and what can be disregarded, i.e. correct conceptualisation of the problem.

1. Level of accuracy
Level of accuracy is the extent to which the framework of mathematical formulae and
underlying theory predict the real system behaviour, i.e. how the modelled phenomena
resemble the actual physics. Higher level of accuracy improves the validity of results but often
undermines the ease with which the results can be interpreted. An appropriate level of
accuracy is obtained when, for each individual phenomenon, the proper amount of

computational and modelling effort is made to embody the physics behind the phenomena.

1.4 Research Objectives and Questions

1.4.1 Research Objective
The main research objective is to identify and assess the influence of nonlinearities on the
adequacy of linear methods for calculation of fatigue damage of the WindFlo TLP.

In order to do this, a methodology must be developed that is capable of addressing the
influence of nonlinearities on the dynamic response of the floater and the corresponding fatigue
loads, using computational models specifically designed for the WindFlo TLP. In order to capture
the influence of nonlinearities, the complete nonlinear model must be linearized, after which
results from both models are compared in time domain. This implies that the nonlinear model
must be adjustable and easy to interpret, yet without disregarding any important aspects that

may influence the fatigue damage prediction.

1.4.2 Research Questions

The main research question can be formulated as:

“Given a TLPWT, what is the simplest approach of combining wind and wave loads to determine
the influence of nonlinear hydrodynamic response on the governing fatigue damage, taking into

account the platform-turbine coupling effects?”
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The main research question is subdivided in a number of sub-questions in accordance to the
research problems specified in section 1.3. Sub-questions 1 and 2 are meant to assess, respectively,
the level of detail and level of accuracy of the developed, analytical model. Sub-questions 3 and

4 deal with aspects that examine the adequacy of linear approach for fatigue damage calculations.

1. What physical phenomena play a key role in the determination of the dynamics and
associated fatigue forces of the WindFlo TLP?

2. What is the minimum level of accuracy needed to embody the physics of the WindFlo

TLP and how can these effects be implemented in a dynamic motion analysis?

3. What is the influence of system linearization on the stress and fatigue damage response

at the governing hotspots?

4. What is the extent to which multi-axial fatigue loading occurs at the governing hotspots?

1.5 Research Plan

1.5.1 Scope of Work

The focus in the present work will primarily be placed on nonlinearities related to the behaviour
of the floater and its interaction with the turbine and mooring lines, as illustrated in Figure 1-12.
This entails providing clear mathematical descriptions of all forces acting on these structural
components, consisting of hydrostatics, hydrodynamics, mooring interaction and turbine loads.
The system’s motion and stress response are calculated by means of a computational model,
specifically developed to evaluate the influence of nonlinearities. This model, in the remainder

referred to as “the analytical model”, is developed in Matlab and solved in time domain.

Figure 1-12: Structural Scope
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The current study does not tackle any design considerations, nor does it consider any advanced
rotor dynamics or effects of the turbine control system. The influence of ringing, springing, snap
loads and VIVs will be discussed briefly, but these effects classify as design constraints and are
therefore outside the scope of this thesis. Moreover, the problem of flexibility could not
incorporated in the model within the time frame of this project. A direct consequence is that the
influence of possible nonlinearities due to turbine or TLP deformations could not be captured
within the linearization methodology. The influence of flexibility on the fatigue load response is
addressed in a separate analysis, using existing coupled hydrodynamic and structural analysis
software. Although advanced rotor dynamics is omitted, the model will account for coupled
platform-turbine aerodynamics based on one-dimensional momentum theory including a closed-
form approximation of the control system, with the possibility to incorporate more advanced

turbine dynamics in follow-up studies.

1.5.2 Approach

Although this thesis involves several iterative processes that do not allow for a strictly phased
approach, for the sake of clarity, the activities are grouped into a number of main phases. These
consist of (1) a preparatory literature review, (2) development and validation of simulation
models and (3) investigation of the influence of linearized dynamics. A summary of activities in

each phase is listed below and a schematic overview of phase 2 and 3 is presented in Figure 1-13.

Phase 1: Literature Review
Prior to the development and analysis of the TLP’s motion and stress response, a comprehensive
literature study is carried out to gain clear understanding of relevant theory in the dynamics of

TLPWTs and corresponding fatigue loads. The following topics are further explored:

* Underlying principle theories in hydromechanics, structural dynamics, structural
mechanics and fatigue damage calculation;

*  Theory and research on nonlinearities in TLPWTs;

* State of the art motion and stress computation tools for TLPWTs;

* Validated data regarding the dynamics of a reference TLPWTs.

Phase 2: Development and Validation of Simulation Model
During this phase, the dynamic model is developed in Matlab [6] by means of an iterative, step-

by-step, development-validation process. This process is characterised by the following steps:

1. The first step is to establish an appropriate numerical model in Matlab for predicting the
three-dimensional motions of a reference TLPW'T with predetermined, validated data.
The analytical model is built up in a step-wise manner and successively validated using

motion analyses in OrcaFlex [7]. Geometrical and dynamic properties of the reference
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TLPWT are based on publicly accessible conference reports and possible shortcomings in

data are determined by means of a reverse engineering approach;

2. The analytical model is applied to the WindFlo TLP and extended to incorporate

automated meshing, stochastic wind and wave generation and postprocessing of the stress

and fatigue damage response at the governing structural hotspots.

3. Using an OrcaFlex model of the WindFlo TLP, the motion and stress response of the

analytical model are verified and the influence of flexibility is investigated.

Phase 3: Influence of Linearized Dynamics

During the third and finally phase, the analytical model of the WindFlo TLP is linearized and

the influence of nonlinearities are investigated by comparing the long-term fatigue damage and

motion- and stress response with results of the nonlinear analytical model. The optimal

linearization method is found by investigating multiple methods and determining their accuracy

of each predicting the fatigue damage. Additionally, the importance of multi-axiality is

investigated by establishing the principal stress directions and investigating degree of non-

proportionality between normal and shear stress response.
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Figure 1-13: Schematic Overview of Research Approach
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1.5.3 Thesis Outline

Chapter 1: Introduction
The research motivation, problem definition and composition of research goals and research

questions are discussed in this chapter.

Chapter 2: Literature Review
Relevant theoretical background, current studies, available experimental data and computational
simulation methods regarding TLPWT's are treated in this chapter. The chapter is finalized with

conclusions and identification of the knowledge gap.

Chapter 3: Model Development
In this chapter, the application of theories to establish the mathematical description of the
dynamics and structural analysis of the WindFlo TLP is described, including assumptions and
ranges of applicability. The numerical application of the mathematical model and the detailed
set-up of the numerical model is also discussed, including an evaluation of the numerical aspects
of the solver. The final part of this chapter discusses the verification with OrcaFlex and a

quantification of the influence of flexibility.

Chapter 4: Model Validation
The methodologies and results regarding the validation of the analytical model is discussed, which
is conducted based on a reference TLPW'T with predetermined properties and experimental data.

This chapter also includes the reverse engineering approach and validation of the OrcaFlex model.

Chapter 5: Linearization
This chapter describes the theoretical and computational approach of linearizing the nonlinear
dynamic system of the WindFlo TLP. The chapter concludes with the long-term fatigue damage

difference between the nonlinear and linearized model.

Chapter 6: Conclusions and Recommendations
Based on results from earlier chapters, conclusions will be drawn on the performance of the
developed model, the influence of nonlinearities and importance of multi-axiality, followed by a

number of recommendations for further investigations.
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2

LITERATURE REVIEW

2.1 Hydromechanics

2.1.1 Wave Theories

One of the most important aspects in determining the fatigue lifetime of floating structures is
the wave environment. In the most general case, ocean waves propagate as disturbances of water
with non-uniform density in non-stationary directions while interacting with itself, the seabed,
the wind and currents. This problem is mathematically too complex to solve and therefore,
various linear and nonlinear approximation theories are derived based on specific assumptions
and range of validity. Elaborate descriptions of these wave theories and the corresponding water
particle kinematics are provided by Holthuijsen [8], with further elaboration on the higher order

Stokes waves, Dean's Stream Function theory and Fenton's cnoidal theory in [9].

2.1.2 Hydrostatic and Hydrodynamic Forces
According to theory on offshore hydromechanics, as described by Journée [10], the general form
of the total hydrostatic and -dynamic forces acting on a floating structure can be split into four

parts, consisting of:

* Incident wave forces, caused by surface pressures on a fixed body subjected to
approaching waves;

*  Diffracting wave forces, due to the deflection of incoming waves caused by the presence
of a fixed body;

*  Radiation forces, due to radiated waves caused by oscillations of the body in still water;

*  Hydrostatic forces, due to buoyancy of a submerged body in still water.

Although hydrostatic and incident wave forces may contain nonlinearities, such as quadratic
drag, these forces can often be approximated without sophisticated solution techniques. For

example, the empirically derived Morison equation is commonly used to determine wave loading
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on slender structures. On the other hand, diffraction and radiation forces can only be determined
by solving the diffraction and radiation potential, respectively. The solution to these force
components contain nonlinear terms and require numerical diffraction software to solve them in

TD.

2.1.3 Importance of Radiation and Diffraction Forces

The importance of implementing potential forces for TLPWTs has been studied extensively by
Bachynski and Moan [11], where Morison-based motion response was compared with results using
first and second order potential flow. Up to 10% higher tendon forces were found using the
potential flow model in extreme conditions, while in operational conditions the results were
almost identical. This was believed to be a consequence of high frequency wave forces, which led
to increased pitch/bending resonance. It was also observed that for large diameter pontoons in
wave frequencies near the natural frequency, the Morison equation gave unrealistic pitch/bending
predictions, leading to a maximum mooring stress overprediction of 30% compared to the
potential flow model. In a different study, Wehmeyer et al. [12] proved that when the TLPWT
is exposed to irregular waves, depending on the geometry, second order diffraction forces could
become important. The hydrodynamic damping was in all cases dominated by the nonlinear

viscous contribution.

2.1.4 Second Order Wave Response

First and second order wave harmonics induce wave forces proportional to the wave amplitude
and wave amplitude squared, respectively. First order wave forces are characterized by response
frequencies that correspond with those of the first order harmonics, i.e. a linear relationship
between wave- and response frequencies. Second order wave forces involve energy transfer from
waves to structure motions at frequencies that do not correspond with those of the first order
harmonics, i.e. there is no linear relationship between wave- and response frequencies [13].

Response to these forces may arise in the form of:

*  Mean drift forces, constant force components that are proportional to the wave
amplitude squared, causing a constant off-set of the structure;

*  Low frequency drift forces, secondary wave forces caused by wave components at
frequencies equal to the difference of two harmonic wave components with frequencies
close to one another. The result is slow varying oscillations at frequencies much lower
than the governing wave frequencies;

*  Sum-frequency wave forces, secondary wave forces caused by wave components at
frequencies equal to the sum of two harmonic wave components. The result is

oscillations at frequencies much higher than the governing wave frequencies.
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Nonlinear low frequency drift forces are implicitly incorporated by accounting for the
instantaneous position of the platform when solving the structure’s response to irregular waves,
as determined by Kamirinad et al. [14]. The same technique is applied by Chandrasekaran &
Jain [15] to account for mean (static) drift forces, for both regular and irregular waves. It was
also observed that the method to extrapolate wave kinematics above Mean Sea Level (MSL)

influenced the mean drift forces, which is a secondary nonlinear effect.

2.1.5 Sub- and Super-Harmonic Response

When waves remain (nearly) harmonic for a certain minimum duration, a steady state resonant
response can build up at frequencies above or below the excitation frequency w,,. If resonance
occurs at integer n multiples of the excitation frequency (fsypern = Wexn), the response is called
a super-harmonic response. Sub-harmonic resonance occurs at fracture multiples of the excitation
frequency (fsupn = Wex/n). Yang et al. [16] showed that, for certain dynamic systems, super-
harmonic resonance may even occur at non-integer multiples of the wave frequency.

This effect can only emerge for nonlinear dynamic systems with small damping and natural
frequencies near the sub- or super-harmonic frequencies. Moreover, in irregular waves, harmonic
wave propagation almost never lasts long enough to cause such effects [10]. It is nevertheless
recommended by the DNV [17] to consider the super-harmonic excitations for TLPs, as they may

cause resonance the heave, roll and pitch response.

2.2 Turbine Dynamics

2.2.1 Wind Forces

The wind environment exerts forces on the turbine primarily in the form of thrust loads and
aerodynamic drag. According to one-dimensional momentum theory, thrust and aerodynamic
drag forces have similar mathematical approximations as hydrodynamic drag, i.e. quadratic
dependence on the flow velocity [18]. Wind turbulence, however, is highly stochastic and chaotic
of nature and can therefore induce nonlinear forces and moments on the turbine. Time series of
stochastic wind turbulence is often predicated using approximation methods such as the von
Karman [19], Kaimal [20] and Frgya [21] model.

2.2.2 Nonlinear Turbine-Platform Interaction
During operating conditions, wind turbines can transmit several secondary nonlinear vibrations

onto the platform. For example:

1. The active blade pitch control system, which induces secondary vibrations that are
implicitly dependent on the aerodynamic forces acting on the blades [22], [23];
2. Gyroscopic moments, generated by interactions between the rotating blades with coupled

nacelle-platform motions [24];
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3. Tower flexibility;

4. Misaligned wind and wave excitation.

FOWTs compensate for variations in thrust-induced moments by actively pitching the blades
and de-powering the turbine. This control system algorithm is used to maintain constant power
but produces highly dynamic vibrations. Lupton [25] investigated the accuracy of linearized
control system dynamics of FOWTs and found that the results were inaccurate near rated wind
speeds, conditions in which fatigue damage is usually governing. Near rated wind speed, both the
pitch and variable speed controllers are active, causing highly nonlinear interactions between
both control systems. The mismatch was believed to be caused by this effect.

The importance of gyroscopic moments was investigated by Jensen [26], concluding that its
main effects, being torsional shear stresses at tower base, are usually negligible for the tower
stress response. Matha et al. [27] developed a comprehensive tool for TLPWTs that accounts for
hydrodynamic loads, nonlinear aerodynamics, gyroscopic effects and tower flexibility. A study
case was investigated based on the NREL 5MW turbine, comparing the flexible-tower nonlinear
results with a fully rigid nonlinear model and a fully rigid linear model. The most noticeable
difference was found between the flexible model and rigid models, where in the flexible model,
the tower-bending flexibility caused a shift of the pitch RAO peaks towards lower frequencies.

Influence of misaligned wind and waves on the motions and fatigue damage in FOWTs was
investigated by Bachynski et al. [28]. They concluded that in operational conditions, the low-
frequency horizontal motions increase for increasing misalignment while the axial stress induced
fatigue damage at tower base was reduced. The major contribution to the fatigue loads at tower

base were due to blade passing vibrations.

2.3 Mooring System

2.3.1 Quasi-Static Mooring Forces

The relationship between the quasi-static mooring forces and platform displacements becomes
nonlinear after a certain offset from its equilibrium position. An effect that is typically caused
by large horizontal platform displacements is the set-down effect, causing coupling between the
horizontal and vertical displacement [29]. Asymmetric mooring line configurations or mooring
lines under a static angle often cause nonlinear response, even for small displacements. These
phenomena are visualized in Figure 2-1 and Figure 2-2.

Realistic mathematical representation of TLP restoring forces was derived by Senjanovic et
al. [30] and Tabeshpour & Shoghi [31], incorporating the nonlinear set-down effects. It was
observed that in case of large mean offset due to, for example, currents or mean drift forces, the
TLP’s motions experience a hardening effect. Nonlinearity in mooring forces may also lead to

changes in the eigenfrequencies of the system. Bapat & Sprinivasan [32] demonstrated that, for
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Figure 2-1: Set-Down Effect Figure 2-2: Inclined Mooring Lines (Top View)

a TLP with given harmonic excitation, the natural period of the horizontal motion decreases if

the static deflection is not negligible compared to the oscillation amplitudes.

2.3.2 Snap Loads and Mooring Dynamics

Snap loads are high-peaked impact forces caused by sudden reactivation of line tension after
slacking momentarily. Mooring dynamics (vibrations), caused by inertial effects of the mooring
lines, are included in FLS analyses when resonance with waves or currents are expected. A study
by Hall et al. [33], focussing on the differences in dynamic and quasi-static based modelling on
of TLPWT mooring lines, showed that the quasi-static model started to exhibit small errors in
the tower-base load predictions in the case of extreme conditions and minimal aerodynamic
damping. Mooring load discrepancies remained under 1% as long as snap loads did not occur.
Hsu et al. [34] showed that, indeed, impact forces caused by snap loads can cause mooring stress
peaks up to 68% larger than the cyclic non-snap maxima.

Mooring dynamics of TLPs mostly involve Vortex Induced Vibrations (VIVs), which may
influence the tendons’ fatigue sensitivity if the mooring natural frequency is close to the vortex
shedding frequency [17]. Surprisingly few studies have been performed on the sensitivity of
TLPWTs to these effects. An interesting example, though not specifically applicable to TLPWTs,
is Stabile’s [35] linearized method for calculation of VIVs in offshore structures. Based on
experimental validation, it was observed that the model was accurate in predicting the amplitude

and oscillations for at least a number of flow velocities.
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2.4 Flexibility Induced Nonlinearities

2.4.1 Ringing and Springing
Various nonlinear resonance phenomena arise when the natural frequency of a structural
vibration mode is in the vicinity a first- or second order excitation frequency. For TLPs, the

most important ones are:

*  Ringing, a transient elastic response in the vertical (heave) and/or pitch-bending mode
at frequencies much higher than the governing wave frequencies;
*  Springing, a steady-state resonant response (in the same modes as ringing) to high

frequency wave loads;

Bachynski & Moan [36] investigated the sensitivity of a TLPWT to ringing response. This
study showed the fatigue sensitivity due to ringing response to be particularly important for
structures with coupled pitch/tower-bending natural period of 3 to 4s. Aerodynamic damping
from the turbine showed to be important whereas the hydrodynamic drag was insignificant. Shen
et al. [37] and Matsui et al. [38] performed a similar study on springing response, which showed
a highly nonlinear dependency on the wave height and was also influenced by quadratic drag

forces. Again, aerodynamic loads had a damping effect on the structural vibrations.

2.4.2 Hydroelasticity
The motion response is directly influenced by the instantaneous position, velocity and
acceleration of the structure with respect to the surrounding water and air flow. At the same
time, the hydro- and aerodynamic loads causing the structure to deform are also dependent on
the instantaneous position, velocity and acceleration. This implicit relationship, illustrated in
Figure 2-3, is called hydroelasticity and causes a nonlinear coupling between external and internal
loads [39]. When global deformations in the support structure or turbine become large and
external forces are purely based on rigid body motions, hydro-elastic response could affect the
accuracy of the solutions.

Hydroelasticity has not been investigated extensively for FOWTs, with only two studies that
are considered to be relevant. A study by Kamirinad et al. [14] determined that, for a tension leg

spar, the hydro-elastic response caused structural damping in the surge and pitch motions while

Concentrated Load Concentrated Load
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Figure 2-3: Conventional Fluid-Structure Interaction (Left) and Hydroelasticity (Right)
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tendon forces were only influenced in case of heave resonance. And Finn’s [40] Morison-based
Finite Element Analysis showed that if the first elastic natural frequency of the FOWT, which
is often the pitch/tower-bending mode, is below 5 times the wave peak frequency, hydroelasticity
should be included.

2.5 Fatigue Damage

2.5.1 Calculation Methods

Fundamentals of fatigue damage calculations and damage mechanisms in marine and steel
structures are explained by Schijve [41], Radaj [42], Lassen [43] and den Besten [44]. The three-
part series by Hartsuijker [45] gives an extensive overview of all theories in the field of applied
mechanics and structural analysis, which can be used for stress analyses. Depending on the
required accuracy of the fatigue loads, one can make use of three stress calculation techniques,
being the nominal, hotspot and notch stress concept. The most straightforward method is the
nominal stress concept, which is based on elasticity theory and ignores all local stress
concentrations. In other words, it uses the initial cross-sectional area without accounting for any
geometrical discontinuities, local stiffness variations or plastic deformations. The hotspot stress
method includes local stiffness induced stress concentrations and the notch stress method also
accounts for the presence of the weld. In any case, the maximum principal stress is generally
chosen for calculation of fatigue damage.

Stress-based fatigue damage methodologies are either based on stress cycle counting in TD or
spectral analysis in FD. Using the stress cycle counting method, one can apply the Palmgren-
Miner rule to determine the fatigue damage accumulation during the period of the time series.
In the case of spectral analysis, the stress response is formulated in terms of frequency dependent,
harmonic stress amplitudes. As a result, the complete sea-state characterisation is directly
converted from wave- and wind spectra into stress energy spectra by means of Response
Amplitude Operators (RAOs). From the stress energy spectra, the long-term fatigue damage

accumulation is calculated directly.

2.5.2 Multiaxial Fatigue

A fairly new concept in the field of fatigue damage is the principle of multiaxial fatigue damage
estimation, which is fatigue damage due to combined normal and shear stress components. In
case of non-proportional loading, which is the occurrence of out-of-phase normal and shear
stresses, the principal stress direction varies in time. This makes it impossible to characterize the
fatigue damage by a single stress state [46]. Since conventional damage accumulation
methodologies are based on a constant stress direction, non-proportional loading poses additional

difficulties.
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There are several enhanced methods and codes that are developed to account for multiaxial
fatigue damage calculations, of which the vast majority have not been experimentally validated
(see for example [47] - [53]). The most commonly applied multiaxial fatigue damage methods
are summarized by Marin [54] and Lieshout et al. [55], with the most notable method being the
Path Dependent Maximum Range Method (PDMR). This approach was formulated by Dong et
al. [56] and verified based on existing multiaxial fatigue data. Lieshout et al. observed large
discrepancies in results between different methods and proposed experimental testing under non-
proportional multiaxial load for validation, refinement or the development of existing and new
methods. Contrary to assumptions in DNV standards, in which disregarding multiaxiality is
considered as conservatism [17], Lieshout et al. concluded that, in case of non-proportional
multiaxiality, application of uniaxial-based approach can lead to non-conservative results. Non-

proportional loading is represented by out-of-phase normal and shear stresses.

2.6 Computational Modelling

2.6.1 State of the Art Modelling Software

Dynamic and fatigue analyses of a TLPWT can be performed using pre-established techniques
and software tools. The highest possible accuracy and detail level is obtained when modelling the
full range of hydro- and aeromechanics by application of the Navier-Stokes equations,
implemented in a CFD-based software. However, when long simulations are required and complex
problems need to be solved, this is computationally too expensive. For this reason, various
simplified motion and stress simulation methods have been developed, each with a specific
application area and solved with different software.

An overview of 19 different FOWT motion and stress analysis methods and their capabilities
are listed and reviewed in a comparison study performed by Robertson et al. [57]. Although the
assessments of the methods were based on application to a semi-sub FOWT, it nevertheless
provides a good representation of the methods currently applied. The considered methods can
evaluate the linear and nonlinear hydro- and aerodynamics of FOWTs including mooring line
dynamics and structural deformations. The latter are analysed dynamically or quasi-statically
using modal analysis, multibody approach (rigid or flexible body discretisation), in FEA or a
combination of multiple techniques. Turbine aerodynamics are usually modelled using Blade
Element Momentum (BEM)-theory, with an external function to simulate the turbine control
system in parallel [58].

For the specific application on TLPWTs, motion and stress analyses are performed using
similar techniques as described above. Examples of these methodologies are presented by [59],
[60] and [61], all incorporating nonlinear wave and wind loading including flexibility and control

system vibrations.
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2.6.2 Linear vs Nonlinear Modelling Methods

A dynamic system is called nonlinear when the system’s dependent variables (positions, velocities,
accelerations) consist of mathematically nonlinear functions or when the mass, damping or
stiffness matrix is non-symmetric [62]. Linearization of nonlinear dynamic systems is often
performed using the small perturbation method, which approximates the nonlinear solution
around an equilibrium point under the assumption of small disturbances [63]. General theories
on structural dynamics, including formulation of equations of motion (EoMs) and solution
methods of linear and nonlinear dynamic systems is described by Metrikine et al. [64].

Jonkman [65] developed a TD simulation model based on Airy wave theory to calculate the
linear wave radiation and diffraction combined with nonlinear turbine aerodynamics, after which
the results were compared to fully linear FD simulations. Even after linearization of the mooring
forces, the pitch motion RAOs were incomparable, which was believed to be caused by the pitch
motions being dominated by nonlinear aerodynamics. The adequacy of FD methods for TLPWTs
was also investigated by Bachynski & Moan [66], by comparing fully nonlinear TD simulations
with FD results. They found that the FD approach was merely usable for predicting trends in
motions and mooring forces but failed to accurately assess the designs’ motion performance. In a
similar study, Kvittem & Moan [67] developed a rigid-body FD method to assess the fatigue
damage of a semi-sub FOWT, using superposition of decoupled wind and wave response.
Compared to results from a fully flexible, nonlinear TD model with coupled wind and wave
excitation, the short-term tower base fatigue damage was underestimated by 0-60%. This was
due to (1) disregarding tower flexibility, (2) lost nonlinear aerodynamic loads and (3) decoupling

of the wind and wave excitations.

2.6.3 OrcaFlex Software

A pre-established and validated modelling tool that has been used in this thesis for validation,
verification and assessment of flexibility influences is OrcaFlex, a hydrodynamic software capable
of performing coupled nonlinear, three-dimensional TD and linear FD analyses of rigid and
flexible multi-bodies in (non)linear waves. The most important properties regarding modelling,
analyses and numerical properties of solution techniques are summarized below. For detailed

information, it is referred to the OrcaFlex Manual [7].

Object Types
Models are composed of 8 types of objects, all with distinct dynamic, structural and
computational properties. The two types of objects used in this thesis are:

* 0D Buoys — Rigid bodies with motions in 6 DOFs around its local CoG/CoB, calculated
based on hydromechanical loads (Morison’s equation), aerodynamic loads (friction),
applied user-defined loads and contact loads. This object type is further subdivided in
lumped buoys (abstract geometry), spar buoys (cylinder with local zaxis along

longitudinal axis) and towed fish (cylinder with local zaxis along lateral axis).
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* Lines — Flexible linear elements, modelled as lumped masses connected with massless
springs. Geometrical, sectional and structural properties are all defined by the user. Pre-

defined properties of a number of flexible materials are provided in the Line Type Wizard.

Computation Methods
Prior to motion analyses, the system’s static equilibrium is determined, including the mooring
line static positions and the system’s natural modes. Dynamic analyses in FD are based on a
linearized system, performed using the small perturbation technique combined with an iterative
algorithm to linearize quadratic drag forces. The TD approach is limited to fully nonlinear

dynamics, based on numerical integration of the EoMs.

Numerical Aspects
Analyses in TD are performed with an explicit or implicit integration scheme, both using a
constant, user-defined time step size. The explicit solver is based on the semi-implicit Euler
method, which is a more accurate and robust version of the forward FEuler method. The implicit
solver (Generalized Alpha method) also includes pre-programmed numerical damping to

minimize non-physical high frequency response.

2.7 Experimental Validation

2.7.1 Available Scale Test Data

Once the computational model is developed in Matlab, the validity of the model needs to be
confirmed based on experimentally derived data. Since such data was not yet available for the
WindFlo TLP, an investigation is conducted to assemble relevant scale test data with which the
model can be validated. Three different scale test results of TLPWTs have been made public,
being the SBM TLP [68], Gicon’s hybrid semi-sub TLP [69] and the Iberdrola TLP [70].

Based on the provided data, it has become clear that SBM’s TLP is the only reliable option
to validate the model. The dynamic properties of Gicon’s hybrid TLP (Figure 1-7) are expected
to differ too much from the WindFlo mono-column TLP to serve as a reliable validation basis,
as the physics behind the dynamic model is based on the behaviour of the WindFlo TLP.
Although the Iberdrola TLP-geometry seems to match the WindFlo TLP more, insufficient data
was provided to be able to apply the analytical model to this TLPWT.

2.7.2 SBM TLP

SBM’s truss type TLPWT consists of three outer buoys and a middle buoy, connected with a
braced system in an equilateral-shaped arrangement (Figure 2-4). The support structure is
designed to support the NRELSMW turbine at 80m water depth [71], validated with 1:40 scale
experimental testing (Figure 2-5). Technical properties and scale test results are obtained from
the OMAE2016 [68] and OTC2016 [72] conference paper, made public by SBM.
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Figure 2-4: SBM 3D TLP Geometry [68] Figure 2-5: SBM TLP Scale Model [68]

Technical Properties

The bracing system are subdivided in primary elements, with the purpose of transferring global

loads, and secondary elements, to minimize the buckling length of primary parts. Mooring lines

are connected to each side buoy and consist of standard offshore grade mooring chain. Great

emphasis is placed on the vertical configuration of the mooring lines, which is characterized by

the fact that the extension of the lines intersect at an imaginary point just above nacelle height.

This arrangement causes a compliant mechanism in roll and pitch, resulting in negligible

horizontal nacelle velocities and the subsequent application of a turbine control system that is

almost identical to those of land-based turbines. Technical properties of the platform are listed

in Table 2-1. A number of notable design related statements are summarized below:

23/05/18

The bracing assembly is designed similar to jacket structure designs;

The bracing system is designed to participate in the overall buoyancy of the platform;
The transition piece in the platform is derived from swivel stacks employed in taut-
moored FPSOs, which weight up to 300t;

The middle buoy is fully buoyant during all conditions and the side buoys may be
partially filled with ballast water during operational conditions;

During operational conditions, platform elements penetrating the water surface are
limited to the bracing and transition piece;

Hydrostatic stability during towing operation, which is conducted after integration of
the turbine, is ensured without the use of stabilization auxiliary;

The tower wall thickness of the NREL5MW turbine is adjusted to meet specific design

requirements.
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Table 2-1: Technical Properties SBM TLP

Parameter Unit Value

Floater radius (from centre to chain connector) m 45
Floater height (from keel to tower flange) m 35
Displacement (operating) t 2200
Bundle pretension kN 1560
Draft at {operating, towing, load-out} conditions m 25, 6.4, 4.3
GM (towing) m 41.2
Hub height w.r.t. MSL m 85
Tower length m 74
Tower connection height w.r.t. MSL m 10
Rotor plane diameter m 132
Tower mass t 222
RNA mass t 300
Max. thrust force kN 720
Natural period sway /roll (rigid) S 46.8
Natural period surge/pitch (rigid) s 45.0
Natural period yaw (rigid) s 25.1
Natural period heave (structural) s 2.5

2.8 Conclusions and Knowledge Gap

2.8.1 Studies and Experiments on Dynamics and Fatigue of TLPWTs

Existing studies on nonlinearities of FOWTs are strongly focused on a specific design or with
emphasis on a particular phenomenon, using solution methods that often offer little transparency.
Quantitative results and observations regarding the effects of nonlinearities should, therefore, not
be seen as a guideline to draw conclusions for the WindFlo TLP but serve only as a preliminary

assessment of the importance of such influences. With this in mind, the following hypotheses can

be formulated with regard to the calculation of fatigue damage of TLPWTs:
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The accuracy of wave theories is mostly governed by local met-ocean characteristics,
and even with application of the linear wave theory, hydrodynamic radiation and
potential forces may still arise, making the hydrodynamic problem too complex to
solve with closed-form expressions such as the Morison equation. It is not possible to

state in advance whether such inaccuracies will overestimate or underestimate results;
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* In the case of narrow banded wave distribution, the irregular wave regime will
approximate a harmonic wave field, with the result that super-harmonic frequencies
can resonate with the weakly damped heave, roll and pitch motions;

*  Structural vibrations of the turbine are especially important when there is a risk of
resonance of the pitch and roll motions of the platform, as these are strongly coupled
to the bending vibrations of the tower;

*  The combination of stochastic wind regime and highly nonlinear blade control systems
makes it difficult to obtain accurate linearized aerodynamic response of the turbine;

*  Gyroscopic moments and wind-wave misalignments have proven to be of secondary
importance for the fatigue damage of TLPWTs;

*  Mooring loads are well approximated using quasi-static approach, provided that snap

loads do not occur.

The extent to which fatigue life of TLPWTs is influenced by control system vibrations,
mooring line VIVs, hydroelasticity and multi-axial fatigue have not been sufficiently investigated
to form any hypotheses. Moreover, studies on differences between linear and non-linear modelling
methods provided insufficient insight into the exact physics behind the observations. It is,
therefore, not possible to confirm to what extent these aspects affect the reliability of linear
approximation methods for fatigue damage of TLPWTs. Experimental data concerning the
dynamics and fatigue damage of TLPWTs is scarce, where most of the available data is either
incomplete or unsuitable for validation purposes. Although the available data is limited and
incomplete, SBM's TLP has been considered as the best option to validate the dynamic model.

As a result, shortcomings in information have to be estimated on the basis of the available data.

2.8.2 Computational Solution Methods
Several existing methods and simulation tools are available to model the WindFlo TLP, in which
all relevant nonlinearities are included and the most sophisticated dynamics and fatigue modelling
is applied. The problem is that the complexity level of such elaborate models has a certain lower
limit, so that it is often not possible to model a simple representation of the FOWT dynamics.
There are also a number of hydrodynamic software tools that offer the possibility to simulate
the internal stress response in TD or FD. However, these tools are either not applicable to
TLPWTs or designed as black-box tools. Such tools do not offer the possibility to make
conceptual changes and adjust the mathematical descriptions behind the solver. This makes it
impossible to isolate the influence of nonlinear phenomena and adjust or linearize terms. This
statement has proved equally valid for OrcaFlex. The main characteristics of the modelling and
solution methods of OrcaFlex have been investigated, which has led to the conviction that the
tool is versatile in solution and postprocessing techniques but is very limited in adjustments of

underlying mathematical descriptions.
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MODEL DEVELOPMENT

3.1 Rigid Body Dynamics

3.1.1 Definition of Degrees of Freedom

The platform’s three dimensional rigid-body motions are computed in time domain by
numerically solving the coupled 6DOF-EoMs. The six degrees of freedom are defined as Surge
(n1), Sway (n,), Heave (n3), Roll (n4), Pitch (n5) and Yaw (n). It is assumed that the kinematics
of the structure are independent of the location of the reference point at which the EoMs are
solved; in this case, the reference point is chosen at the Centre of Gravity (CoG) of the structure.

The positive directions of these motions w.r.t. the CoG is visualized in Figure 3-1.

3.1.2 Axis Conventions
To describe the platform’s motions and position in space, it is made use of three types of cartesian
coordinate systems. Each axis convention is described below, with a visual representation in

Figure 3-2.

2
Pontoop, ,

Figure 3-1: Definition of Degrees of Freedom
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Oc

Figure 3-2: Axis Conventions

Earth-bound Global Coordinate System
The earth-bound global coordinate frame O¢XYZ has its origin O¢ at the static position of
the CoG. All motions and positions within this axis convention are defined in an inertial

frame of reference, relative to the static origin Oc.

Translational Local Coordinate System
The translational local coordinate frame Orxyz has its origin Or at the non-rotating, displaced
position of the CoG, resulting from only the translational displacements s = [11 7z 13]7.
Since all motions and positions within this axis convention are relative to an origin that is

accelerated in the translational DOF's, objects experience no translational motions.

Body-Bound Local Coordinate Systems
The local body-bound coordinate frame Opx’y’z’ has its origin O at the instantaneous
position of the CoG. All motions and positions within this axis convention are defined in a
non-inertial frame of reference, relative to an origin O, that is accelerated in all DOFs. Since
the origin is accelerated together with the platform, motions seem absent when viewed from
O.. Note that any other non-inertial coordinate frame can be created by positioning the origin

of this coordinate frame at an arbitrary point on the structure.

3.1.3 Rotation Matrix

In linear algebra, a rotation matrix is defined as a matrix whose multiplication with any vector
rotates the vector while preserving its length. Under the condition that only rigid bodies and
non-rotating reference frames are considered, the rotated position of a point can be described by
the product of a rotation matrix R with the cartesian coordinates of that point. By using this
property, the shifted coordinates of a point due to rotational displacements can be described in

the Orxyz frame according to Equation [3-1].

p= [xp ¥Yp 2p]T =R -B' [3-1]

where p’ = [xp yp zp]T is the coordinate vector of a point in the Orx’y’z’ frame.
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The total rotation matrix R is, according to Fuler’s rotation theorem, the matrix
multiplication of the three elemental rotation matrices that describe rotations around the axes
of the coordinate system. The total rotation matrix is different for different sequences in which
the elemental rotation matrices are multiplied. The yaw-pitch-roll sequence is utilized in this
thesis, as illustrated in Figure 3-3.

The elemental rotation matrices for roll, pitch and yaw w.r.t. the translational local coordinate
frame Orxyz are given in Equation [3-2], [3-3] and [3-4], respectively. The total rotation matrix

is shown in Equation [3-5].

1 0 0
0 c(my) —s(na) 3-2]
10 s(y)  c(ny) |
[ c(ms) 0 s(7s)
0 1 0 [3-3]
[—s(ms) 0 c(ns).
[c(ne) —s(e) 0]
R, =|s(ng) c(ne) O [3-4]
L0 0 11

R=R, R, R,

c(me)c(ns)  cme)s(ms)s(ma) —s(me)c(na)  s(ne)s(na) + c(me)ss)c(ng) (3-5]

= [s(me)c(ms) s(Me)s(s)s(Ma) + c(Me)c(Ms) s(Me)s(Ms)c(na) — c(me)s(na)
—s(ms) c(ms)s(n4) c(ms)c(ns)

where ¢ and s are shortened notations for cosine and sine, respectively.

Similar to the translation of coordinates due to rotations about Orxyz, angular motions also

induce translational motions. The translational velocities p and accelerations p due to angular

velocities and accelerations about Orxyz can be determined by resp. multiplying the first and

second time-derivative of R with p’, as shown in Equation [3-6] and [3-7]. Here, the single and

double dot above the variables symbolize the first and second time derivative, respectively.

p=I[xp yp zp]" =R p' [3-6]
p=0Gr Vp Z]"=R-p’ [3-7]
2 Z y'
N M5 N
y' y y'
Or Or Or
y ug

!
X

T

!

Figure 3-3: Elemental Rotation in Yaw, Pitch and Roll (From Left to Right)
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The first and second time derivatives of R, depicted in resp. Equations [3-8] and [3-9], are

determined according to the chain rule.

OR_OR R oR

=t~ om 1 T a5t agg e 13-8]
62R aR aR aR aR aR aR ) 2.9

3.1.4 Coordinate Transformations
To obtain positions and motions in the earth-bound global coordinate frame O¢XYZ, one must
transform the positions and motions from Orxyz back to O¢XYZ. This is done according to the

expressions in Equation [3-10], [3-11] and [3-12].

P=p+s=R-p'+[m 2 ns]" [3-10]
P=p+3=R-p' +[ 72 1] [3-11]
P=p+3=R-p +I[i Tz fjs]" [3-12]

In the remainder of this report, coordinates or motion vectors denoted with a capital letter
imply that it is defined w.r.t. the global coordinate frame, whereas small letters and letters with
a single quotation mark are coordinates or motions in the translational and local coordinate
frame, respectively. It is also worth mentioning that transformations from global to local axes is

performed in a similar manner as described above, but by multiplication with the inverse of R.

3.1.5 Formulation of EoMs

The complete nonlinear EoMs for the coupled platform and wind turbine are derived according
to Newton’s second law. Translational DOFs (1 to 3) are solved in the earth-bound global
coordinate system whereas the rotational DOFs (4 to 6) are computed around the instantaneous
CoG, i.e. the translational local coordinate system (illustrated in Figure 3-4). The general form

of the EoM is shown in Equation [3-13].

Mﬂ = £ext + fmoor [3-13]
where M is the mass matrix, f,,; is the total external force vector and fp,0r is the

mooring force vector.

The total external force vector is a summation of the hydrostatic force vector fsqe, the
hydrodynamic force vector fp,q and the turbine induced force vector fiyrp, as shown in Equation

[3-14]. Each of these terms will be discussed in the following sections.

fext fstat + fhyd + fturb [3—14]
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(a) (b)

Figure 3-4: Definition of Loads in the Global (a) and Translational (b) Axis Frame

3.1.6 Structural Mass Matrix

Since the reference point of the EoMs (Oc) is chosen at the CoG, inertial forces are considered
fully decoupled and therefore the structural mass matrix is a 6x6 diagonal matrix, as shown in
Equation [3-15]. Note that the mass of all structural components (thus the position of CoG) is
considered time independent and mass density is assumed constant throughout the whole

structure. The complete calculations of mass moments of inertia are shown in Appendix B.

m 0 0 0 0 0
0m 0 0 0 0
0 0m 0 0 0

M=o 0 0 Ixx 0 0 [3-15]
0 0 0 0 Ly O
000 0 0 0 Iy

where m is the total structural mass including wind turbine and mooring lines and I;; is

the mass moments of inertia about the #-axis of the earth-bound global coordinate system.

3.2 Hydromechanical Loads

3.2.1 Selecting the Appropriate Wave Theory

As mentioned in Chapter 2, there are several wave theories for describing the wave kinematics.
The regions of applicability for each of these wave theories is depicted in Figure 3-5, depending
on the wave height H, water depth h, wave period T and wave length A. Nonlinearities in waves
primarily occur during extreme wave conditions in which the wave steepness becomes increasingly
large. Hence, linear wave theory is only accurate for small ratios of wave height to wave length

and intermediate or deep-water waves.
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Figure 3-5: Ranges of Applicability of Wave Theories [96]

Using Figure 3-5 and site specific met-ocean data [3], it can be reasoned whether nonlinear
wave theories are important. Based on long term and short-term wave data, consisting of wave
heights and wave periods, it is determined in what region of the graph in Figure 3-5 each data

point is located (see Appendix E). From these analyses, the following conclusions were drawn:

1. The water depth to wave length ratio is always large enough (d/A > 1/20) so that
the water depth is classified as either “deep” or “intermediate”;
2. Based on significant wave heights and wave periods, approximately 66% of all sea

states lie within the region of applicability for linear wave theory.

Although these conclusions seem to suggest that application of higher order Stokes waves are
more appropriate, based on the TLP geometry and loading conditions considered in this thesis,
it is nevertheless deemed acceptable to approximate the wave kinematics using linear wave
theory. The reasoning is as follows.

The precise wave form and orbital motions, as described by higher order wave theories, are
mostly important for predicting extreme events such as green water effects and wave impact
loads on large surfaces [73]. Green water effects do not apply to the WindFlo TLP and the
possibility of wave slamming is considered a design issue and is therefore not treated in this
thesis. In addition, the nonlinear description of wave kinematics is most influential where the
wave kinematics are at maximum, namely around the mean sea level (MSL). However, the
structural area that is exposed to surface waves is relatively small (only the central column). On
the other hand, the draft is designed such, that platform elements with significant dimensions
(the pontoons) are located at a water depth where differences between linear and nonlinear wave

kinematics are, due to its exponential decrease with water depth, likely to be minimal.
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Finally, it should be borne in mind that, in this section, the applicability of linear wave theory
was based on the significant wave height of each sea state. This parameter is defined as the
average wave height corresponding to the highest 1/, of the waves, which means that within sea
states marked as “not applicable”, still 2/; of the waves could be accurately described with linear
wave theory. From a fatigue damage point of view, mainly the moderate wave conditions are
important, in which (significant) wave heights are relatively small. In that regard, the 66%

applicability of linear wave theory can be considered as a relatively conservative estimate.

3.2.2 Wave Kinematics
Based on linear wave theory, the irregular wave field, generated by winds blowing over the (fully
developed) sea surface, is approximated as a linear summation of an infinite number of harmonic
wave components, each with a random wave height, wave period and phase. Under the
assumption that the flow is two-dimensional and wave and current directions are constant in
time, the surface elevation can be described as in Equation [3-16].

See Figure 3-6 for an illustration of the terms. The horizontal and vertical water particle
velocities are described in Equation [3-17] and [3-18], respectively. The horizontal and vertical

water particle accelerations are shown in Equation [3-19] and [3-20], respectively.

EX, Y, t) = Nfe a;-c;i(X,Y,t) [3-16]
i=1
éh (X, Y,Z, t) = Nwzave w;a; o (i(llnh((cll( '-;)Zhyd)) "G (X' Y, t) {3_17]
i=1 :
XY, Z,0) = Nfe wia; - o (I:llnh((cjc-lc_i)Zhyd)) 5;(X, Y, 1) [3-18]
i=1 t
(XY, Z,t) = Nfe w7a; - o (sl,{iin.h(((fcti)Zhyd)) “5i(X,Y,0) [3-19]
i=1 t
E,(X,Y,Z,t) = Nfe —wia; - o (:nh((cch)Zhyd)) XY, 0) [3-20]
L

i=1
where:
© XY, t) = cos(k; - (cos(Uwave) - X + sin(fhwave) - Y) — wit + &);
© si(XY,t) = sin(k; - (cos(Uwave) - X + sin(tyave) - Y) — wit + &);
* a; is the wave amplitude of wave component 7 [m];

*  w; =2m/T is the wave frequency of wave component 7 [rads™|;

k; = 2m/A is the wave number of wave component ¢ [m;

* ¢ is the random phase of wave component i, uniformly distributed within [—, 7];
Uwave is the wave direction w.r.t. the X-axis [rad];

* d is the water depth [m];

*  Nyave is the total number of wave components [-];
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Figure 3-6: Definitions of Wave Characteristics

It is worth mentioning that the wave kinematic formulations require a fixed coordinate frame
with an origin at MSL, which is not the case since the fixed global coordinate system has its
origin at the CoG. Therefore, the input zcoordinate is adjusted to mimic an origin at MSL, as

shown in Equation [3-21].

Zhyd = Z — Tnean — §X,Y,t) +KG [3—21]

where Tpeqn is the average draft and KG is the distance from keel to CoG.

For description of the site-specific wave spectrum S(w), including calculations of wave

component frequencies w;, amplitudes a; and random phases &;, it is referred to Appendix .

3.2.3 Wave Surface Extrapolation

An important drawback of the linear wave theory is its limitation to predict water particle
kinematics at the instantaneous water level (above the MSL). This is a direct consequence of the
hyperbolic tangents in the definitions of the wave kinematics, leading to unrealistically large
values when the vertical coordinate zp,4 becomes positive. A technique that is often applied to
overcome this limitation is the Wheeler stretching method, which is essentially a linear shift of
Zpyq such that its range is from —d to 0. To apply this method, the variable zy,4 in Equations

[3-17] to [3-20] must be replaced by the expression in Equation [3-22].

d+ Zhyd

woo_ . _
Zhya =4 TR Y, O

[3-22]
3.2.4 Hydrodynamic Loads

As mentioned before, the hydrodynamic forces consist of incident wave forces, diffraction and
radiation forces. As a rule, diffraction and radiation forces are disregarded if the characteristic
length scale D of the structural is smaller than 1/, of the shortest wavelength. By taking the
diameter of the centre column D,,;4 as the characteristic length scale (characteristic length scale
of the pontoons is smaller) and considering the shortest individual waves (H = 0.25m and
T =1.5s, see Appendix D.2), it has been found that diffraction forces are negligible (D/A <
0.136). The complete region of expected wave force types is depicted in Figure 3-7.
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Figure 3-7: Regions of Wave Forces (Red Area is Applicable to the WindFlo TLP)

Incident wave forces are a result of dynamic pressure variation between both ends of the

structure, which is directly derived from water particle kinematics and do not require the velocity

potential. In two-dimensional flows, the net hydrodynamic pressure can be represented by a force

per unit length dFy,q (Figure 3-8). According to Morison’s equation, the total hydrodynamic

force vector acting on a cylinder with diameter D can be calculated by integrating dFy,,q over a

length unit s representing its submerged portion.

Since the dimensions of the structure are small compared to the wave length and water depth,

the integration can be approximated by an average hydrodynamic pressure across the body

surface. The resulting hydrodynamic forces in the direction of the global axes are then calculated

using Equation [3-23]. An illustration for this two-dimensional case is shown in Figure 3-9.

Frya=pu-V - (U+Cao (U=B))+52 Cpodpo(U—P)o|u-P]

/ dFyya
/"_T_ ' X .
= —— =1 [ —— e — —— — MSL
Dynamic — | I B — Dynamic
Static —= \ l Static
Total ' w— Total

H

E Pressure \ Pressure
7 7 - N7 A S RN ; 7 7

Figure 3-8: Wave Forces in 2D Flow
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where

U=

pw = 1025kgm™ is the water density;

V is the instantaneous submerged volume;

P, P and P are the structure’s coordinates, velocities and accelerations in the global
axis frame, respectively;

Cp and C, are resp. the hydrodynamic drag and added mass coefficients for motions
in the direction of the global axes. Their values are assumed equal for horizontal
motions (along X and Y axes) and independent of wave frequencies and water depth;
Ap are the body surface areas in the planes perpendicular to the global axes;

U are the water particle velocities, defined as the summation of the power law-based
current velocity [74] and wave particle velocities, as shown in Equations [3-24];

U are the water particle accelerations, obtained using [3-25];

The symbol o stands for element-wise multiplication.

éh (B' t) : Cos(/"wave)

oS ttcur) o [
Sin(ﬂcur) ' <UCuT.Sb + (Ucur,MSL - Ucur'_sb) : (Zr?Tyd + 1) ) + 5’1(2' t) . sin(,uwa,,e) [3—24]
0 & (P ¢)
é‘h(g; t) ) Cos(ﬂwave)
Q = é;h (B: t) ' Sin(”wave) [3—25]

&,(P.t)

where Uy, sp and Ugyrms, are the current velocities at resp. seabed and water plane, g, and

: 1.
Uwave are resp. the current and wave flow angle w.r.t. the X-axis and a = o ls the power exponent.

3.2.5 Hydrostatic Loads

At non-zero roll and pitch angles, freely floating structures experience static restoring moments

due to unbalanced hydrostatic buoyancy forces. According to the Scribanti formula [10], for roll

and pitch angles up to 15°, the hydrostatic roll and pitch restoring moments can be calculated

using Equations [3-26] and [3-27], respectively. Vertical buoyancy forces Fp are calculated using

Equation [3-28]. Figure 3-10 illustrates the variables for pitch restoring moments. The same

mechanics are applicable to hydrostatic roll restoring moments.

where

23/05/18

Iy 1 .
Mg = —p,g(Vo + AV) - (KBvar + VO-I-—AV<1 + Etan(m)z) - KG) - sin(n,) [3-26]

Iy 1 .
MIJ; = _ng(Vo + AV) . (KBvar + m (1 + Etan(n5)2> — KG) . Sln(T]5) [3—27]

Fg = pywg(Vo + AV) [3-28

g is the gravitational acceleration (9.81ms?);
V, is the submerged volume at equilibrium state and;

I, = —

= aD:;u'd,wp is the second moment of area at water plane, as a function of the

centre column diameter at water plane Dpiq wp-
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Figure 3-10: Definition of Hydrostatic Loads

The time-varying submerged volume AV and the instantaneous distance from keel level K to
the CoB of the structure KB, are determined using the expressions in Equation [3-29] and [3-

30], respectively.

AV = Ay - (EM1,12,8) —13) 3-29]
2

KByqr = <V0 KBy + T) ’ (VO + AV)_1 [3-30]
wp

where KB is distance from keel level K to the CoB of the structure at equilibrium.

3.3 Mooring Loads

3.3.1 Quasi-static Displacements
Mooring loads are essentially axial stresses caused by elongation of the mooring lines as a result
of the platform’s motions. As shown in Figure 3-11, the elongation of a mooring line (denoted

with subscript ) is based on the earth-bound coordinates of:

+  The static position of its anchor point at seabed SB; = [Xsgi Yspi Zspil”;
+  The static position of the line connector® Po; = [Xoi Yoi Zoi]";

+  The instantaneous position of the line connector Prew; = [Xnew,i Ynew,i Znew,i]”.

The latter vector is the summation of the translational motions s and the rotation-induced

displacements p ey i, as shown in Equation [3-31].

Bnew,i =s+ D new,i [3—31]

where p new,; is determined according to Equation [3-32].

2 A . - .
“ Connections between the mooring lines and platform.
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Figure 3-11: Definition of Coordinate and Displacement Vectors for Calculation of Mooring Loads

P new,i = [Xnew,i Ynew,i Znew,i]T =R- Py, [3-32]

The mathematical formulations of the static and instantaneous line lengths are derived from
the vector lengths spanning from seabed to the static and instantaneous position of the mooring
line connector, respectively. The expressions for the static and instantaneous line lengths are
shown in Equations [3-33] and [3-34], respectively. See Appendix B for the geometry-dependent

description of the static vectors SB; and Py ;.

Lo; =|SB; — Po;| = J(XSB,i - Xo,i)2 + (Ysp; — Yo,i)2 + (Zsp; — Zo.i)2 3-33]

Lnew,i = |S_Bl - Bnew,i' = J(XSB,i - Xnew,i)2 + (YSB,i - Ynew,i)2 + (ZSB,i - Znew,i)2 [3-34]

3.3.2 Formulation of Mooring Forces

Provided that the mooring line elongations remain in the elastic region and the stress-strain
relationship is linear in the elastic region, the three-dimensional mooring force vectors can be
calculated using Equation [3-35]. Note that this expression is based on the assumption that the

initial pretension is equal in all mooring lines and hydrodynamic forces on the lines are negligible.

T L i — Lo Fg—m N
EMi = [FI‘)’I(L' FI}V;i FIEIL'] = (Rewt oL, EAmoor + B—Azg <Ly [3-35]
Lo, 3 [7

in which EApeer is the mooring line axial stiffness and the unit vector L; describes the

direction of mooring line i in the global axes by normalizing the vector Pye,; — SB:

- oy ey e P i —SB;
L= I o =i 336

Lnew,i
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3.4 Turbine Loads

3.4.1 Introduction

Turbine loads are subdivided in three categories: aerodynamic friction, thrust forces and
gyroscopic moments. In survival conditions, the wind turbine is in non-operating state and
therefore wind loads are limited to aerodynamics drag forces. In operational conditions, rotations
of the rotors will also induce thrust forces and gyroscopic moments.

The aerodynamic friction and thrust forces are described according to the one-dimensional
momentum theory, also known as the actuator disk theory. The idea behind this theory is that
the rotor plane can be represented as an infinitely thin disk, subjected to a uniform wind flow.
As illustrated in Figure 3-12, the rotors extract energy from the wind flow as the wind stream
passes the rotor plane, causing a constant pressure discontinuity across the surface of the disk.
This pressure drop is then translated into the thrust force, assuming there is no friction involved
along the disk. The assumption of constant pressure across rotor plane is that it cannot capture
yaw moments due to misaligned of the wind stream w.r.t the normal axis of the rotor plane,
since it requires two-dimensional pressure variation across the disk area. This would also require

three-dimensional air flow, which has not been incorporated in the wind speed model.

3.4.2 Wind Regime
The wind speed model that is used to simulate wind disturbances is considered as a superposition

of a time-invariant component u,, , and a fluctuating turbulent component wus,,, (t).

Uy t) = Up,a T Utyrp ®) [3—37]

velocity

%
2 -
“pressure Xrotor
R y‘
X rotor X

Figure 3-12: Principles of One-Dimensional Momentum Theory [97]
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The turbulence model is derived on the basis of the superposition principle, as was introduced
in section 3.2.2 for modelling of irregular waves. The time series of the wind turbulence is
constructed according to Equation [3-38], in which the frequency dependent amplitudes wsy,p,j
are determined based on site specific power spectral density (PSD) function of the wind velocity
Sturp (w). Met-ocean studies at the Dounreay site [3] show that the Frgya PSD is the most suiting
for representation of the local wind conditions. As an example, realization of the wind turbulence
for a mean wind speed of 15.5ms™ is plotted in Figure 3-13. Further description of the Frgya

spectrum and construction of the wind turbulence time series is presented in Appendix C.

Nturb

Uturb (t) = Z uturb,j ' Sin(wturb,j “t+ gturb) [3"38]
j=1

Uturb,j = \/ZSturb (‘Uj) “Awiyrp [3-39]

where &, is a random phase angle uniformly distributed between —m and m and Awgy,,p is

the frequency resolution.

Since the time series of the wind speed is only a realization at a single point in space, the
model must be enhanced to account for the wind speed variability in the vertical axis. This type
of spatial distribution of wind is called wind shear and leads to a wind speed pattern similar to
Figure 3-14. The mean and fluctuating wind velocities can be vertically extrapolated from a
single point using the Frgya wind profile model, a method proposed in the Dounreay met-ocean
studies [3] and recommended by DNV [75]. The formula is shown in Equation [3-40]. The vertical
coordinate w.r.t. the instantaneous sea level z,, can be expressed in terms of the global Z-axis,

as shown in Equation [3-41].

Z
Ly (z, ) =,y (6) - (1+5.73- 1072 - T+ 0.148 - Ju,, (©)] - 1nFW) [3-40]
Zy = Z — Tpean — 6(771:772: t) + KG [3'41]

where H = 80m is the height above MSL at which the mean wind speed u,, , was measured.
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Figure 3-13: Realization of 360s Turbulent Wind Velocity Figure 3-14: Turbulent Wind

Shear Model
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3.4.3 Tower Friction Forces
The one-dimensional momentum theory treats aerodynamic friction forces in a similar way as in
Morison’s equation for hydrodynamic drag, as shown in Equation [3-42]. The wind velocity in

the direction of the global axes is calculated using Equation [3-43].
1 . .
Faero = Epa “Cprodie (gw - B) ° |gw - Bl [3'42]

sin(fying) | - tw (ZW.' t) [3-43]

cos(Uyina)
U, =
0

where
s pg = 1.237kgm™3 is the average air density at 80m above MSL;
* Cp¢ is the aerodynamic friction coefficient of the tower;
* A, are the incident drag areas of the tower;
*  Upwing 18 the wind angle w.r.t. the global X-axis. Note: the platform’s orientation is
chosen such, that the positive direction of the global X-axis is equal to the governing

wind direction. Therefore, its value is always zero (fying = 0°).

3.4.4 Rotor Plane Forces

Depending on the average wind speed at nacelle height, the turbine will generate thrust forces
during operational conditions while in parked conditions, rotor plane forces are limited to
aerodynamic friction of the rotor blades. Suppose that U,,; is the wind speed at which the turbine
is shut down, then the wind-induced RNA forces can be described as in Equation [3-44]. The cut-
out speed is a predetermined turbine specification, which, for this study, is based on the NREL
5MW turbine (Uyye = 25ms™).

F _ ERNA,ex uw,a = Uout
Z_RNA —

where Fpyaex and Fgygop are the turbine force vector during extreme and operational

3-44
ERNA,op uw,a < Uout [ ]

conditions, respectively.

Extreme Conditions
Aerodynamic drag forces acting on the RNA can be calculated using the expression in Equation
[3-45]. The relative wind velocity at the instantaneous position of the RNA is calculated in the
global direction according to Equation [3-46] and aerodynamic properties of the RNA can be
found in Table A - 2 in Appendix A.

Fryaex = Epa *Cprnva © Arna © (QW,RNA - ERNA) ° |QW,RNA - BRNAl [3‘45]
COS(.uwind) B
Uwrna = |sin(ying) | * Tw (Zwrna t) [3-46]
0

where
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* Agna =R~ [A;’{N aex 0 O]T are the drag areas in parked conditions, corrected with
the rotation matrix to account for platform-wind stream misalignment;

*  Cprna is the drag constant of the RNA in parked conditions;

«  Ppya is the RNA rigid-body velocity in the global axis frame.

Operational Conditions

During operational conditions, thrust forces are generated by wind-induced pressures on the rotor
plane. As a result, its orientation is always perpendicular to the rotor plane, which means that
the direction of the thrust force depends on the motions of the TLP. This is visualized in Figure
3-15. Since the EoMs are formulated in the global coordinate frame, the RNA forces are calculated
as the components of the thrust force in the global coordinate system. The conversion of local
thrust force to global RNA forces is performed using Equation [3-47] and the thrust force Fr is
determined according to Equation [3-48].

Frnaop =R-[Fr 0O 0]” [3-47]

Fr= Epa -Cr 'AgNA,op “Uxna - [URNA [3-48]
where A%y Aop = gD}%N 4 is the swept area of the RNA during operational condition and Cr is

the thrust coefficient, which can be found in Table A - 4.

The thrust force depends on the velocity term ugy 4, which represents the component normal
to the rotor plane. Since the motions of the TLP can cause instantaneous misalignments with
the wind stream (Figure 3-15), the wind direction must be transformed from the global axis
frame to components in the body axes of the rotor plane. This conversion is performed using the

inverse of the rotation matrix, as shown in Equation [3-49].
, , , 4T _ .
UWrna = [uchNA u:})alNA uizeNA] =R""- (QW,RNA - BRNA) [3-49]
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Figure 3-15: RNA-Wind Stream Misalignments due to Pitch (a) and Yaw (b) Motions
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3.4.5 Gyroscopic Moments

When a body that is spinning around an axis is rotated about another axis, due to the principle
of conservation of angular momentum, a secondary rotational motion arises around the third
axis. This so-called gyroscopic effect introduces moments around the axes perpendicular to the
spinning axis when the turbine is in operation and the rotor plane experiences rotational motions
around its yaw or pitch (tilt) angle. This is visualized in Figure 3-16.

Assuming the turbine operates with a constant rotational speed Q and the rotor plane has a
polar moment of inertia around its spinning axis of I, the gyroscopic moment around its local
tilt (y’) and yaw (z’) axis can be described using Equation [3-50].

Analogous to thrust forces, gyroscopic moments are a result of forces acting on the rotor plane
in its local body-fixed axes. Therefore, yaw and pitch (tilt) motions of the rotor plane, as well as
the corresponding gyroscopic moments must be described in the local body-fixed axis of the rotor
plane. The local angular velocities that introduce gyroscopic moments depend on the global
rotational velocities through the matrix operation that is shown in Equation [3-51]. It is referred

to Appendix for the calculation of the rotor plane polar moment of inertia.

0
M'yyro = laisk " Q| w? ] [3-50]
—wY’
w=[w" 0 o”]"=R [Ny 15 7] [3-51]

Again, similar to thrust forces, the gyroscopic moments about the local body-fixed axes are

transformed into moments about the translational axes. This is done using Equation [3-52].

ngro =R- Mtqyro [3—52]
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Figure 3-16: Gyroscopic Moments During to Tilt (a) and Yaw (b) Motions of the RNA

23/05/18 43 R.S. Salih



Model Development

3.5 Numerical Implementation

3.5.1 Introduction

In previous sections, the general form of the EoMs and the corresponding force terms were
formulated. The current section deals with the numerical implementation of the EoMs in Matlab
and the associated solution and postprocessing methodologies. A schematic representation of the
composition of numerical functions and scripts for solving the system’s motions and sectional

stresses is presented in Figure 3-17, with brief explanations on each component given below.

Main Script

+ “P” and “ICs” are structure arrays, containing resp. input properties and the initial
conditions stored within the fields of the array.

*  “Wave Generator” and “Wind Generator” are algorithms that generate the irregular wave
and stochastic wind velocity distribution, as introduced in resp. Sections 3.2 and 3.4.

*  “Geometry Discretization” is an algorithm that discretises the geometry, which is

explained in Section 3.5.2.

*+  “ODE Solver” is a discrete, numerical time integration scheme that solves the complete
set of EoMs, including all time- and motion dependent parameters, using a built-in
Matlab solver. The numerical implementation of the force vectors is explained in Section
3.5.3 and properties of the solver are discussed in Section 3.6.

*  “Numerical Differentiator” calculates the accelerations from the velocities by means of
numerical differentiation, as shown in Equation [3-53]. This is necessary because the

solver only generates the system variables and their first time derivatives as output.

= ta) — (e = 6)

tivi — &

it =t;) [3-53]

where i is the time step.

Postprocessor

*  “EoMs” the numerical descriptions of the EoMs, directly duplicated from the formulations
in “ODE Solver”.

e “Motions to Forces” uses the structure’s potions and kinematics in time to reproduce all
force terms that constitute the EoMs. These force terms are used to calculate the sectional
forces at a number of structural details.

*  “Stress Calculator” uses the sectional forces and hydrostatic pressures to determine the
sectional stresses. Based on the sectional stresses, the principal stresses and corresponding
principal stress directions are calculated.

*  “Damage Calculator” uses a stress counting algorithm to determine the stress range
distribution of the governing principal stress and corresponding fatigue damage. The

complete postprocessing approach is explained in section 3.7.
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Figure 3-17: Arrangement of Matlab Scripts and Functions

3.5.2 Discretization of Geometry

Application of numerical methods for solving dynamic systems is often limited to discrete time-
integration of the system variables as well as spatial integration of pressures. Although the
Morison equation already takes into account the spatial estimation of hydrodynamic pressures
by assuming a two-dimensional flow, this approximation is only valid for a structure with
negligible dimensions. Since the TLP dimensions are not necessarily small w.r.t. the waves and
water depth, the kinematics of the structure and water particles can show large variations at
different locations of the structure. Therefore, to obtain accurate results, the forces must be
calculated at discretized segments of the geometry.

Discretization of the geometry is performed parametrically by dividing each pontoon into My
segments and the tower in Niwe segments. FKach of these segments are represented as
concentrated masses, located in the CoG of the respective body. Similarly, the submerged
volumes of all pontoon segments are represented as point volumes, concentrated in the CoB of

the respective body. The submerged portion of the central column is divided into three parts and
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the RNA is presented as a single concentrated mass. The resulting geometry consists of
3 Noox+ Neowa+4 bodies, each experiencing concentrated forces in the global axis directions.

This procedure has been demonstrated in Figure 3-18a, where the CoB/CoG positions of the
pontoon segments are denoted with blue dots, tower segment CoGs are denoted with red dots
and the RNA CoG is shown as a green dot. For clarity, the number of pontoon and tower
segments, Nyox and Niower, are taken as 6 and 4, respectively.

The parts in the vicinity of the water surface are exposed to water level fluctuations and
therefore have time-varying submerged volume, vertical positioning of CoB and hydro- and
aerodynamic drag area. This is included by setting the upper boundary of the topmost submerged
segment of the central column equal to the instantaneous water level. The lower boundary is
fixed and chosen in such a way that the body always remains submerged, with the aim of avoiding
numerical contact problems and conditional statements. It should be noted that the (wind) drag

area of the tower segment just above the water surface is also affected by water level fluctuations.
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Figure 3-18: Discretization of the TLP Geometry
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Table 3-1: Discretized Properties of Sub-Bodies

Part Parameter Symbol Range
Displaced Volumes V;
Static Drag Areas Aj
Instantaneous Drag Areas R-A;
Hydrodynamic Drag and Added Mass
Ssuﬁgr:lnfffsd Coefficients Cosplas} =1..3Npox +3

Coordinates of CoBs/CoGs in the

p .

Translational Coordinate Frame ~
Coordinates, Velocities and Accelerations of { p.p.p }
CoBs/CoGs in the Global Coordinate Frame "=~/
Static Drag Areas Ay
Instantaneous Drag Areas R - A
Aerodynamic Drag Coefficients Cpk

Tower

g Coordinates of CoGs in the Translational k=1..Neower

egments Pk
Coordinate Frame -
Coordinates, Velocities and Accelerations of { Pu Py Bk}

CoGs w.r.t. the Global Coordinate Frame

Table 3-1 presents the system of symbols that have been devised to assign the discretized
properties of the subparts. The instantaneous drag areas are defined as the drag area in the static
state, corrected with R to incorporate the orientation of the body with respect to the hydro and
aerodynamic flow direction. See Figure 3-18b and Figure 3-18c for an illustration of the
instantaneous orientation of the pontoon and tower segment, respectively. For the complete

mathematical description of the discretization algorithm, it is referred to Appendix C.

3.5.3 Numerical Implementation of Force Vectors

Discretizing the geometry in smaller segments results in the hydro- and aerodynamic forces
having to be calculated in each of the sub-bodies. This was done by determining the required
hydro- and aerodynamic properties of each body. In this section, the mathematical formulae, as
were introduced in Sections 3.2, 3.3 and 3.4, will be applied to determine the forces acting on

each separate body. The following sub-sections will deal with each loading type separately.

Hydrodynamic Loads
Hydrodynamic forces acting on a submerged segment are calculated at the instantaneous position
of the CoB/CoG by substituting the segment-specific properties into the Morison equation
(Equation [3-23]). The resulting expression is shown in Equation [3-54].

) . . p . )
Fuya =P Vi (U +Cayo (U;— B))) + — Cojo[R-Ale(U;j—Pj)elu; =By [3-54]

where U; = U| and U; = U| .
- —'P=Pj - —'P=Pj
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The total hydrodynamic force and moment vector fpyq acting on the complete structure is

calculated by superposing the contribution of all submerged bodies, according to Equation [3-55].

3Npoxt3 F
Zhyd,j
_ 3-55
frya Z pj % Ehyd.i] 53
]:

where the symbol X denotes the cross product.

Hydrostatic Loads
The hydrostatic loads, as derived in section 3.2.5, do not require any spatial integration and can
therefore be implemented numerically without discretization. The total hydrostatic load vector

fstar can be determined according to Equation [3-56].
T
fstar =10 0 Fp—mg Mz My 0] 3-56]

Mooring Loads
The mooring loads, as derived in section 3.3, do not require any spatial integration and can
therefore be implemented numerically without discretization. The mooring force vector zmoor is,
as shown in Equation [3-57], the summation of the mooring forces of each line and their moments

about the translational coordinate frame.

Nym

EMi
zmoor - _Z pnew,i X EMi

i=1

[3-57]

where Ny, = 3 is the number of mooring lines.

Tower Friction Forces
Aerodynamic friction forces acting on a dry segment of the tower are calculated at the
instantaneous position of the CoG by substituting the segment-specific properties into Equation

[3-42]. The resulting expression is shown in Equation [3-58].

Ui — b, 3-58]

1 .
Eaero,k = Epa 'QD,k ° [R ) Ak] ° (Qw,k - Bk) ° —k

where Uy, = Uy, .
- - E_Ek

Total Turbine Load Vector

Thrust and aerodynamic friction forces acting on the RNA as well as gyroscopic moments, as
derived in resp. sections 3.4.4 and 3.4.5, do not require any spatial integration and can therefore
be implemented numerically without discretization. The total turbine load vector, consisting of
all forces and moments acting on the complete turbine, is established by superposing the forces
and moments on each turbine segment plus the contribution from the RNA. The resulting

expression is shown in Equation [3-59].

23/05/18 48 R.S. Salih



Model Development

tOWET
zeros(3, 1)] Frya Z Faerok
3-59
fturb [ gyro [pRNA X ERNA pk X Faero k [ ]

where prya = [Xrva Yrna Zrna]” are the CoG Coordlnates of the RNA in the translational

coordinate frame.

3.6 Matlab ODE Solver

3.6.1 Implementation

Numerical ordinary differential equation (ODE) solvers consist of an algorithm that iteratively
searches for solution estimates at discrete time steps using a certain numerical scheme. The error
w.r.t. the exact solution depends on the mathematical properties of the numerical method and
the computational suitability of the solver with regards to the EoMs. he EoMs considered in this
problem are characterized as second order ODEs with certain initial conditions, i.e. an initial
value problem with multiple dependent variables and their first and second derivatives with
respect to time. Matlab built-in ODE solvers are only capable of solving first order ODEs, which

have the form as shown in Equation [3-60].
dy
—_— = t’ 3-60
FraBACE)) [3-60]

Higher order ODEs must therefore be rewritten to obtain an equivalent system of first order
ODEs. The method of rewriting higher order ODEs to a first order equivalent system is done
using generic substitutions. As an example, consider the following generic problem of a second

order ODE with dependent variable vector x, as shown in Equation [3-61].

MX + Cx+ Kx = F(t) [3-61]
where M, C and K are the system’s mass, damping and stiffness matrix, respectively. Vector

F(t) consists of all remaining terms that do not contain any of the dependent variables.

To be able to solve this (or any) ODE numerically, one must subdivide the simulation time
tena in N time steps with each a duration of At. The vector x and its time derivatives must be
rewritten as new sets of vectors with a maximum order time derivative of 1, in order to transform

the system into a 1** order ODE. The following convention is used to perform this procedure.
‘xl
a =] 362

X xl X
I = H = N = = 3-63]
= 1g] = (Mt (—Cﬁ'i — Kx; + E(t)) M~ x Fop(t, 23, %) |
where x; is the solution during the i*" time step and %; is the time derivative during that

time step. Note that the vector X; can be rewritten using the EoMs.
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Using this convention, the EoMs can be written as a function of g; and q; instead of x;, %;
and X;. The problem becomes a 1* order ODE with initial conditions gqq, which can be solved

using one of the ODE solvers. The conditions at each consecutive time step are approximated
based on the conditions at a number of previous time steps, possibly including the current time

step. The end result is the vector q;, containing the solutions for the variables and their first

time derivative during each time step. The accelerations can be calculated after the simulation

is completed, using gq; and the EoMs.

3.6.2 Solver Characteristics
There are 8 built-in ODE solvers in Matlab, composed of algorithms that are based on various
numerical solution schemes. Depending on the algorithm used in the solver, each solver may have
unique characteristics. In this section, the main solver characteristics are described for the solvers
that are considered in this report, being the ODE45, ODE113, ODE23t and ODE15s.

A list of the solvers, underlying numerical methods and their order of local truncation error
is depicted in Table 3-2. For a more extensive elaboration on solver properties and clarification

of the terminology, it is referred to Appendix F.

Table 3-2: Main Properties of Four Matlab ODE Solvers

Method Step
Solver Method Problem £
classification size
R -Kutt D d-Pri
ODE45 nnse-Butta OTAnCETTIee Non-stiff ~ 4-5  Variable
(RK4) algorithm
Adams—Bashforth—
ODE113 Linear multi-step ansbastior Non-stiff Variable Variable
Moulton
ODE23t Linear multi-step Trapezoidal rule Stiff 3 Variable
Backward
ODE15s Linear multi-step ackwat Stiff 1-5 Variable

differentiation formulas

The ODEA45 solver
This code is based on the Dormand-Prince algorithm, which is a pair of single-step explicit
Runge-Kutta methods. The basis for this algorithm is the classical Runga-Kutta method, which
is discussed in Appendix E.4. In contrast to the classical Runga-Kutta method, the Dormand-
Prince algorithm uses six intermediate evaluations between each adjacent time instants. By doing
so, the algorithm calculates both the 4™ and 5% order approximations of the solution, after which
the difference is calculated. This local error estimation enables an efficient way of varying the

time step size per step. The ODE45 is recommended as a first try for solving non-stiff problems.
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The ODE113 solver
This solver is based on the Adams-Bashforth-Moulton algorithm, which is a combination of the
explicit Adams-Bashforth method and the implicit Adams-Moulton method. As discussed, both
methods are classified as linear multi-step methods. In this code, the Predict—Evaluate—Correct—
Evaluate (PECE) mode is applied, which is basically a predictor-corrector algorithm with
additional steps to refine the accuracy of the estimated curvature. The ODE113 is preferred when
solving non-stiff problems and it is often more efficient than ODE45 since it is a variable step

and variable order solver.

The ODE23t solver
The ODE23t code is based on the trapezoidal rule with a free interpolant, a second-order implicit
linear-multistep method. Implementation of a free interpolant implies that the code produces a
continuous curve rather than discrete solutions only on specific points. The solver excludes
numerical damping and works relatively efficient in case of stiff problems with lower accuracy

requirements.

The ODE15s solver
If the results obtained by ODE45 proofs to be unsatisfactory, it is recommended to try ODE15s.
This code is based on the BFDs. This method uses polynomial interpolation, i.e. continuous
piece-wise polynomial functions that approximate the solution throughout the complete interval
between two consecutive time steps. This solver is often preferred as first try when solving stiff

problems. It uses local truncation errors of order 1 to 5, combined with a variable step mechanism.

3.6.3 Compatibility with the EoMs

To investigate the compatibility of the different ODE-solvers to the dynamics of the TLP, the
platform’s equilibrium state is computed in response to zero external loads, initial conditions of
zero and no damping. Naturally, all result should be zero, i.e. no motions in any of the DOF's.
However, since the system is undamped, small numerical errors could increase in time. This
shows the sensitivity of the applied ODE solver to numerical errors and indicates whether the
problem can be defined as stiff or non-stiff.

Results of the vertical motions, shown in Figure 3-19, indicate that the non-stiff solvers require
much longer computation time than the stiff solvers. Stiff solvers show less rapid variation in the
solutions compared to the non-stiff solvers, which implies that the problem is stiff (see Appendix
E.6 for explanation on numerical stiffness). Moreover, since the ODE15s uses variable order error
estimation, both the local as well as the global errors are an order smaller than the errors in
ODE23t. The error accumulation is better visible for the non-stiff solvers. The errors for these
solvers are 10 orders higher than errors of stiff solvers. Errors for ODE113 are higher than errors
for ODE45, since the trapezium rule has a 3¢ order local truncation error while Dormand-Prince

algorithm has a 4™ to 5™ order local truncation error. It should also be noted that Matlab uses
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Figure (i:-)19: Simulations of White Noise to Test Efﬁciencffd(zf Solvers
double-precision numbers as default, which means that the upper bound of the relative error due
to rounding, the so-called machine epsilon, is 2.2204e-16. This means that numbers are stored
with roughly 15-16 digits of precision. The smallest solution values were found for ODE15s and
were of order 10", which means these values may have been influenced by rounding errors. This
could explain the non-harmonic shape of the solution. Solutions of other solvers were at least of
order 10" and are therefore not expected to be influenced by rounding errors.

From this exercise, it has been shown that both in terms of computational efficiency as well
as global error accumulation, the stiff solvers ODE23t and ODE15s are preferable for solving the

current problem.

3.7 Structural and Fatigue Analysis

3.7.1 Identification of Hotspots
After solving the time history of positions and kinematics of the structure, a postprocessing
module is added to the model to extract the sectional forces and corresponding sectional stresses
and fatigue damage at a number of structural details. These details are determined based on
Finite Element Analysis (FEA), performed in Ansys using a pre-established model’>. The FEM
model is merely used to detect the location of stress concentrations that arise from a typical
quasi-static loading case. Due to the large pretension in the mooring lines, loads acting on the
pontoons are dominated by mooring restoring forces, which is always nearly vertical. Therefore,
the load case is simplified to a pure vertical load at the location of the pontoon ends.

As shown in Figure 3-20, stress concentrations occur at the welded connections near the

transition piece, where the top plate of the pontoons are attached to the centre column of the

* Provided by Bluewater on November 3. 2017.
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Figure 3-20: Hotspot Locations (FEM Results)

TLP. Due to discontinuities in the spatial distribution of the geometric stiffness, the stress path
deflects towards the stiffer regions at these locations, resulting in stress concentrations.

The subsequent cross-sectional positions, considered for the fatigue analysis, are located on
the cut-sections of the structural component that is isolated by cutting off the pontoons in the
planes next to the welds and by considering only the part of the central column just below the
weld seam. This structural element, in the remainder referred to as “the mid-section”, contains
the hotspots in the top plates of the pontoons and the corresponding points in the section of the
central column. For completeness, the points in the middle of the weld seams that connect the
pontoon top-plates to the central column (between the hotpots) are included as well. The
resulting 6 pairs of locations have been defined as illustrated in Figure 3-21 and Figure 3-22. The

sectional and material properties of the cross sections are listed in Appendix A.
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3.7.2 Sectional Forces

The dynamic model calculates all forces based on the instantaneous positions, orientations and
kinematics at designated points w.r.t. the global coordinate frame. The resulting framework of
loads is expressed in terms of time dependent force vectors, acting on all points of the structure.
Variations in the magnitude and direction of these force vectors are embedded within the time-
dependent magnitudes of the X, Y and Z- components. These force components are subtracted
from their points of application on the oscillating body and applied to the same points including
dynamic and static gravitational loads, while the structure is kept stationary. Hence, the
structural model is created. For clarification, the cross-sectional forces in top view (pontoon 2)
are shown in Figure 3-23 and the cross-sectional forces in side view (pontoon 1 and central
column) are illustrated in Figure 3-24, including the definitions of the local axis systems. The
detailed derivations of the sectional forces are presented in Appendix F.

Provided that deformations remain small enough to not affect the hydro- and aerodynamic
forces (i.e. negligible hydro-elastic response), the dynamic and structural model are equivalent in
terms of physical representability. The only difference is the frame of reference in which the forces
are observed: the dynamic model is based on an inertial reference frame, while the structural
model uses a non-inertial frame of reference. The validity of negligible hydroelasticity is verified
using a separate analysis in OrcaFlex (see Paragraph 3.9).

It is also important to note that the hydrostatics and mooring loads in the dynamic model
were implicitly subjected to a number of simplifications, which have negligible influence on the
dynamics but may lead to underestimation of the cross-sectional forces if the same simplifications
are applied to the structural model. Therefore, the following features have been added to the

structural model to determine the sectional forces more accurately:

Hydrostatic Pressures
In the dynamic model, the influence of hydrostatic pressures was simplified as a concentrated
buoyancy force and restoring moments about the X and Y axes, all acting in the CoG of the
total structure. The structural model takes the effect of hydrostatic hull pressures into account
by distributing horizontal and vertical hydrostatic pressures based on instantaneous drafts of
each submerged component (Figure 3-23 and Figure 3-24). The horizontal and vertical pressures
acting on the pontoons are calculated using resp. Equations [3-64] and [3-65]. The horizontal and

vertical pressures on the mid-section are calculated with resp. Equations [3-66] and [3-67].

Pp,j = p3gzcop,j [3-64]
g (pVbox - mbox)
v LboxWbox [ ]
Ppmia = p9Zcopmia [3-66]
p _ p- (Vmid + Vtrans) - (mtot - 3mbox)
vmid — 9 ° 1 ) [3—67]
Zanid
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where j = 1...3 is the pontoon number, subscript “boz” represents a property of the pontoon

structure, subscript “mid” represents mid-section properties and Zzgop; and Zcopmiq are the

vertical CoB positions of pontoon j and mid-section w.r.t. the water level, respectively.
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Mooring Induced Torsion
In the dynamic model, mooring lines were represented as single lines, connected to the pontoon-
ends at a parametrically defined height along the centroidal axis. Thus, each pontoon experienced
mooring forces in the form of a single vector. In reality, the mooring system consists of pairs of
double mooring lines per pontoon, connected to the side plates of the pontoon ends (see Figure
3-25). Modelling double mooring lines induces torsion in the pontoons, resulting from asymmetric
vertical loading from the mooring line pairs and from the vertical eccentricity of the horizontal
forces w.r.t. the centroid of the pontoon (See Figure 3-26 and Figure 3-27).

The latter is a relatively simple mechanism; the derivation of this force can be found in
Appendix F. To derive the torsional moment due to asymmetric mooring loads, consider an
arbitrary rotation of the pontoon surface around its centroid, denoted with 8. This rotation
causes a vertical shift u, as illustrated in Figure 3-27. Due to the vertical shift, an additional
mooring force AF arises in each line, which gives rise to the torsion couple M; according to
Equation [3-68].

My = AF - Wy, [3-68]
where
AF = u E4 3-69
- LO 2 [ - ]
74
u=6. —2= [3-70]
2
Figure 3-25: Mooring Line -Pontoon Connection
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Figure 3-26: Torsion due to Eccentric Loading  Figure 3-27: Torsion due to Asymmetric Loading
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By formulating the torsional stiffness K; as the division of the torsional moment by the

rotation 6, the torsional stiffness can be found as shown in Equation [3-71].

. MT — (Wb0x>2 % [3_71]

2 Lg
Derivation of the torsional stiffness was performed on the basis of the following assumptions:

* Rotation amplitudes of the pontoons about their local z-axis (longitudinal axis) are
small, such that: sin(8) = 6. This assumption is reasonable as 8 depends on the roll
n4 and pitch s motions, which are typically smaller than 2 degrees (verified based on
results in Paragraph 3.8);

*  The torsional stiffness of the pontoon structure itself is large enough to assume that
no torsional deformations (i.e. torsional moments) arise from the small rotations 6.
For closed box structures such as the pontoons, this assumption is considered
reasonable;

* Elongations of the mooring lines caused by global motions are negligible, meaning the
instantaneous line length is equal to the static line length: L;(t) = Ly + AL;(t) = L.
Due to the large stiffness of the mooring lines, this assumption is also permissible;

*  Mooring lines are assumed vertical (zero static angle), which is a slightly conservative
assumption as it implies that u is completely undertaken by elongation of the lines.
In reality, as the lines are under a slight angle, a smaller portion of u causes

elongations.

3.7.3 Nominal Stress Response

The stress state in each specified location is defined based on elastic theory, according to the
three-dimensional stress tensors in the pontoons and central column, as shown in resp. Figure
3-28 and Figure 3-29. The corresponding cross-sectional properties are presented in Appendix A

and for a more detailed formulation of stresses, it is referred to Appendix F.

Oz
Tzy Tox

ye T T,
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Figure 3-28: Pontoon Sectional Stresses Figure 3-29: Central Column Sectional Stresses
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Pontoon Sectional Stresses
Normal stresses in the local - and y- direction of pontoon j are obtained using Equation [3-72]
and [3-73], respectively. Shear stresses in the y-direction of pontoon j, in the plane normal the z-
axis, is calculated with Equation [3-74]. All other stress components are negligible and therefore
omitted. The first and second principal stresses in pontoon j are obtained according to Mohr’s

circle, as shown in Equations [3-75] and [3-76], respectively.

Nj Mz,j'ymax_l_ My,j _Hbox

Oxxj = -72
N ?,box Iz,box Iy,box 2 [3 7 ]
Hbobeox
Oyy,j = P A 3-73]
s,box
V, i V., M, ;
oy = il = [3-74]
Iz,box ' ttop Iy,box ' ttop 2Ain,box ’ ttop

Oy it Oyyi 1 2
o = o) YN 5 Y7 4 3 \/ (O'xx, i — Oyy, ]-) + 47320,_ i [3-75]

Gxx,j + O'yy" 1 2
O-II,j = —2 J _ E (Uxx,j - Uyy,j) + 4T§y,j [3-76]

where:
. {NJ, Vyir Vajo Myj, My ;j My j} are the cross-sectional forces in pontoon 7;
*  Afpox and AZ box are the cross-sectional areas of pontoon jin the cross sections normal
to the local z and gaxis, respectively;
*  Ymax i the cross-sectional position in the local y-axis where the stress is calculated;
* Q; and Qy, are resp. the first moments of the area along the z and y-axis, between the
location where the shear stress is being calculated and the centroid of the cross-section;

*  Ajnpox is the enclosed area of the pontoon cross-section normal to the local z-axis.

Central Column Sectional Stresses
Normal stresses in the local z and y-direction are obtained using Equation [3-77] and [3-78],
respectively. The latter component is fully caused by the hoop stress, which occurs in pressurized
bodies with closed circular cross sections. The sectional shear stress in the y-direction, on the
plane normal the zaxis, is calculated with Equation [3-79]. All other stress components are
negligible and therefore omitted. The first and second principal stresses are obtained using

Equation [3-80] and [3-81], respectively.

Nt Mx,t Dmid My,t Dmid .
GZZ,t — A_s,t Ix,t . > . COS(C{) — IyT . T . sm(a) [3—77]
mid ~ Ymid,in
2V sin(@)  2-Vy.-cos(@) M, Dpig 3-79]
ot 7TDmidtmid 7'L'Dmidtmid ]t 2
0. ot + Uyy,t 1 2
O-I,t = ZZT + E (O-ZZ,(‘: - ny.t) + 4TZZy,t [3—80]
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g ,t + Jyy,t 1 2
Ot = ZZ# - E (Uzz,t - Jyy,t) + 4T§y,t [3-81]

where:
. {Nt, Vyer Varr Mye, Myt Mz,t} are the cross-sectional forces in the central column;
* Ay is the cross-sectional area of the central column;
* a is the cross-sectional angle w.r.t. the local z-axis where the stress is calculated;
*  Dniqin = Dmia — 2tmiq is the inner diameter of the central column (see Appendix A);

* J; is the second polar moment of area, given in Appendix A.

3.7.4 Fatigue Damage Calculation
Short term fatigue damage is calculated using the SN-curve approach and linear damage

accumulation is based on the Palmgren-Miner rule, as shown in Equation [3-82].

M
n.
D= Z—‘ 3-82
L N; 3-82]
i=1

where M is the total number of stress ranges in the signal, n; is the number of occurrence of

a stress range S; and N; is the constant amplitude fatigue limit, corresponding to S;.

Implementation of SN-Curve
The general expression with which the number of cycles to failure N; can be calculated, based on
the stress range and properties of the SN-curve, is presented in Equation [3-83]. The double-
sloped SN-curve consists of two regions that are characterized by their negative inverse slopes
m; and fatigue strength parameters C;, separated with a known transition value of the stress
range. Since the fatigue strength of welded joints depends on the local plate thickness, DNV [75]
recommends to correct the actual stress range S; with a dimensionless number that accounts for
the ratio of the local plate thickness ¢ to the reference thickness ¢ref for which the SN-curve is

designed. This is done according to Equation [3-84].

N i

| = 3-83
) [3-83]

S =51+ (t/trey)" [3-84]

where £ is the thickness exponent.

According to DNV, for fully penetrated, butt welded joints with load carrying welds and
principal stresses that are calculated with the nominal stress approach and exhibit angles up to
30° w.r.t. the normal line of the weld seam, the appropriate SN-curve is classified as the F-curve.
The corresponding reference thickness (for joints other than tubulars) is 25mm, k= 0.25 and the

values of m; and C; are shown in Equation [3-85] and [3-86], respectively.
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o {3, Si = 65.8MPa [3-85]
i 5, S; < 65.8MPa
. {1011.455’ $; > 65.8MPa [3-86]
i 1015991 §. < 65.8MPa

To be able to utilize a single load parameter to construct the stress ranges and calculate the
fatigue damage, the direction of the principal stress signal is retained throughout the time series
over which the damage is calculated. This implies each stress range signal is based on either the

first or second principal stress, depending on which has the greatest absolute mean value.

Rain-Flow Counting Algorithm
The procedure of transforming the stress time-history to discretized stress ranges is performed
using a Matlab built-in rainflow counting algorithm, which is developed according to ATSM

standards [76]. The principles of the method are visualized in Figure 3-30 and summarized below:

1. Peak-valley filtering: For fatigue damage calculations, only the maxima and minima of
the stress signal are relevant, as these data points determine the reversals in the stress
slope. Therefore, intermediate data points between maxima and minima are removed.

2. Stress range quantification: The peak-valley filtered stress response is rearranged to start
with the highest peak, after which the following peaks and valleys are matched to form
closed hysteresis loops. Unclosed hysteresis loops are included as half-cycles, i.e. inducing
half the damage of a full cycle.

3. Binning: Stress ranges are divided into fixed discrete bins, often visualized by means of
stress range histograms. The determined stress ranges are mapped to the centres of each
bin, enabling efficient counting procedures. If this step is omitted, all stress ranges are

considered individually and the number of occurrence of each stress range n; becomes 1.

It should be born in mind that the combined application of the rain-flow counting method
with linear damage accumulation approach does not take influences of mean stresses and stress

range sequences into account, which are secondary effects that may affect the fatigue damage.

Stress Time History = ———— Peak-Valley Extraction ———— Stress Hysteresis Loops

72} o
s‘C].-)‘ ’1) d 5
o & 1 Mean Stress
9P 9P ! '
—
— : Stress Range
I'ime Time =

Figure 3-30: Rainflow Counting Algorithm
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3.8 Model Verification

3.8.1 Introduction

This paragraph is aimed to assess the correctness of the numerical implementation and
postprocessing techniques, based on numerical verification using OrcaFlex simulations. In the
first sub-section, a method is proposed to determine the appropriate mesh size of the pontoon
and tower segments. The subsequent sub-sections deal with the applied OrcaFlex model, the

external conditions and simulation results that were used to compare the model outputs.

3.8.2 Appropriate Mesh Size
As explained in section 3.5, the TLP pontoons and turbine tower are subdivided in smaller
segments in order to obtain more accurate hydro- and aerodynamic force distribution. In this
section, the number of pontoon segments Ny, and tower segments Nioyer are determined by
means of a mesh convergence test. Since convergence is purely based on the number of pontoon
and tower segments, the turbine is, for the sake of simplicity, assumed non-operational.

The sea state (Table 3-3) is chosen such, that the fatigue damage is in the high cycle fatigue
(HCF) range and therefore induce a fifth order dependency between damage and stress. This
creates a high sensitivity of damage to hydrodynamic forces, implying that relatively large

damage differences will occur as a result of mesh variations.

Table 3-3: Environmental Conditions Used for Convergence Test

Parameter Symbol Value
Significant wave height Hg 1.25m
Spectral peak period T, 5.5s
Wave direction w.r.t. X-axis Hwave 90°
Current velocity at Water Plane Ucurwp 1.28ms™
Current velocity at Seabed Ucur,sp Oms™
Current direction w.r.t. X-axis Ucur 180°
Mean wind velocity Uy.q 15.5ms™
Wind direction w.r.t. X-axis Uwind 0°

Convergence criteria are based on 300s simulations of the highest principal stress at a
governing hotspot location and the corresponding damage response. The stress criterion is
formulated as the normalized root mean squared error (RMSE) between results of two adjacent
simulations, as shown in Equation [3-87]. The damage criterion is defined as the subsequent
difference in damage w.r.t. the damage for 1 segment, as shown in Equation [3-88]. Convergence
is reached when the stress convergence value reaches 0.05 and the damage criterion is converged
to 0.10. The results for Ny, and Nigyer, as shown in resp. Figure 3-31 and Figure 3-32, indicate
that the appropriate number for both Ny, and Nygyer is 4.
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Figure 3-32: Convergence Test of Niwe Based on Damage (a) and Principal Stress (b)

RMS(e/-; ~ )

€7 = max(o;) — min(a;) [3-87]
Di_1—D;
oo

[3-88]
Dy
where o; is the first principal stress response at convergence step j and RMS denotes the root

mean square function: RMS(x) = /% N ilxnl?.

3.8.3 OrcaFlex Model

Verification is performed using the motion and stress response in a fully rigid model of the
WindFlo TLPWT in OrcaFlex (Figure 3-33). The natural periods of all DOFs are depicted in
Table 3-4 and the natural modes are visualized in Figure G - 1, Appendix G.

The pontoons, turbine tower, transition piece and mid-section are all modelled as hollow spar
buoy elements. The mooring lines are modelled as line elements, the RNA is represented by a
lumped buoy and lumped buoys with negligible properties are attached to the pontoon ends to
vary the position of the mooring line connection along the cross section. The pontoons are each
divided in 4 segments with equivalent diameters (5.6m) to match the displaced volumes. The
tower is divided in 40 segments in order to model the tapered tower shape as a series of cylinders

with varying diameter. Based on the mesh size analysis in the previous section, applying larger

numbers of segments does not induce errors larger than 0.5% in the stress response.
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Figure 3-33: WindFlo TLP in OrcaFlex (Fully Rigid)

Table 3-4: WindFlo Rigid Body Natural Periods
Natural Period (s)

DOF Matlab OrcaFlex
Surge 35.2 35.0
Sway 35.2 35.0
Heave 1.7 1.7
Roll 2.2 1.7
Pitch 2.2 1.7
Yaw 13.3 14.1

3.8.4 Verification Approach

The verification approach is based on 250s simulations in regular waves, combined with
misaligned currents. Waves and currents are based on extreme conditions, so that inconsistencies
in results are easier to detect. Generation of interactive thrust forces, gyroscopic moments and
the distribution of wind velocities in space and time according to the Frgya method need detailed
programming, as these effects are not included in OrcaFlex by default.

In general, the verification of aerodynamics is a relatively extensive operation that must be
performed in a suitable (BEM-based) software. Due to time constraints, this analysis could not
be included. Verification of aerodynamics is, therefore, based on a static thrust force that is
applied to the RNA in the direction negative of the X-axis (normal to the rotor plane). The
implicit assumption is that the wind regime method, as proposed in the met-ocean data, has been
validated and is correctly implemented. Table 3-5 depicts a summary of the applied

environmental conditions.
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Table 3-5: Conditions Used for Verification Analysis

Parameter Symbol Value
Wayve height Hy,ave 11.35m
Wave period Twave 12.40s
Wave direction w.r.t. X-axis Uwave 30°
Current velocity at Water Plane Ucurwyp 1.28ms™*
Current velocity at Seabed Ucur sp Oms™
Current direction w.r.t. X-axis Ucur 0°
Static Thrust Force Fr 1500kN

Motions outputs are generated at the CoG of the structure and since OrcaFlex is not able to

output stress response for rigid body elements, the stresses are calculated using sectional force

outputs at the cross-sections in the pontoons and mid-section. The errors in motions, mooring

loads and sectional stresses are expressed in terms of normalized Root Mean Squared Errors

(RMSEs), defined as in Equation [3-89]. Calculation of the errors were based on steady state

conditions, in order to omit possible errors due to non-physical start-up phenomena.

RMS —
e = (xor IxML) [3—89]
max(xpp) — min(xpr)

where xor and x;, are simulation results obtained from OrcaFlex and Matlab, respectively.

The stress response is verified according to the following considerations:

23/05/18

Hydrostatics-induced stresses could not be included in OrcaFlex. For the verification
analysis, this effect has been omitted in the analytical model as well.

The mooring system is in the analytical and full model represented by a single line
per pontoon, as it could not be confirmed in advance whether rigid elements in
OrcaFlex are capable of transferring torsional moments. Analyses to reaffirm this
effect and the influence of double mooring lines on the dynamic response has been
omitted due to time constraints. Therefore, for the verification analysis, the effect of

shear stresses due to asymmetric mooring loads have not been included.

Torsional stresses in the pontoons due to mooring line eccentricity is included by
assuming that the mooring lines are connected to the bottom of the pontoon ends.

Since the OrcaFlex model uses an unspecified and non-adjustable numerical damping
parameter, in order to achieve better correspondence in the transient response region,
each DoF of the analytical model is equipped with a linear damping term consisting
of 3% of its respective critical damping. This value was found on the basis of minimum

RMSEs of the transient motion response w.r.t. OrcaFlex results.
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3.8.5 Results and Conclusions

The resulting RMSEs and corresponding average amplitudes are presented in Table 3-6 and
visual comparisons of simulation results is presented in Appendix G. The motion RMSEs are
expressed as the average RMSE of all DOF's and the stress RMSEs are expressed as the average
RMSE of all six hotspot locations in the {pontoon, mid-section} cross sections. Principal stress
errors are calculated by substituting the sectional stresses in Equations [3-75] and [3-76], after
which the RMSEs are calculated according to Equation [3-89].

Interpretation of the results should be done with the understanding that the RMSE is largely
dominated by differences in mean and phase shifts between the two signals, which accumulates
errors throughout the simulation. With regard to fatigue damage, however, it is more important
that the stress amplitudes are determined as accurately as possible. Since this requirement is met
(see Appendix G.4 and G.5), RMSEs are assumed to be mainly influenced by the above-
mentioned causes and are therefore deemed acceptable under less stringent requirements.

The motion-, mooring load- and normal stress RMSEs, for instance, remain below 9% and are
therefore considered acceptable. The shear stresses contain relatively large errors but are
nevertheless considered acceptable, as the amplitudes of the shear stresses are negligible compared
to the normal stresses (see Appendix G). Compared to the first principal stress at the pontoon
cross sections, the errors in the second principal stress are relatively large. This is due to a
relatively large contribution of shear stresses, as the average amplitude of the second principal
stress (9.6MPa) is much smaller than the first principal stress (97MPa). However, since fatigue
damage is based on the largest principal stress (i.e. either first or second, depending on which

has greater mean value), the error in damage is are hardly affected by errors in the shear stress.

Table 3-6: Errors w.r.t. Results in OrcaFlex

Parameter Error (%)
Displacements 5.9
Velocities 3.8
Accelerations 6.7
Mooring Loads 6.8
Normal Stress in the Pontoons 7.8
Normal Stress in the Mid-Section 8.6
Shear Stress in the Pontoons 18.1
Shear Stress in the Mid-Section 16.8
First Principle Stress in the Pontoons 7.8
First Principle Stress in the Mid-Section 11.7
Second Principle Stress in the Pontoons 19.5
Second Principle Stress in the Mid-Section 12.0
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3.9 Flexibility Analysis

3.9.1 Introduction

The following section deals with the influence of structural flexibility on the external loads and
stress response. Time domain simulations and spectral analyses are performed using OrcaFlex
models and validated with linear Euler Beam theory. The first objective is to verify whether
structural deformations are coupled with the external forces acting on the system
(hydroelasticity). The second objective is to obtain a qualitative assessment of the influence of

structural vibrations on the fatigue damage.

3.9.2 OrcaFlex Models
The OrcaFlex model that is described in the previous section (Figure 3-33) is used as a basis to
perform the flexibility analysis. This model is adjusted in order to obtain a semi-rigid and fully
flexible model. The semi-rigid model (Figure 3-34a) is obtained by modelling the tower as a line
element with varying stiffness and its connection with the transition piece as a rotational spring.
The fully flexible model (Figure 3-34Db) is obtained by replacing the rigid pontoons in the semi-
rigid model with line elements with stiffness and connection stiffness with the mid-section. The
main properties of each OrcaFlex model are summarized in Table 3-7. The three-dimensional
stiffness vectors of the pontoons and tower, as well as the rotational spring constants are detailed

in Appendix A.

(a) (b)
Figure 3-34: Semi-Rigid (a) and Fully Flexible (b) OrcaFlex Model of WindFlo TLP
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Table 3-7: Characteristics of OrcaFlex Models used in Flexibility Analysis

Tower Pontoon

Bending  Connection Bending  Connection

Model Stiffness Stiffness Stiffness Stiffness
Fully Rigid Rigid Rigid Rigid Rigid
Semi-Rigid Flexible Flexible Rigid Rigid
Fully Flexible Flexible Flexible Flexible Flexible

3.9.3 Methodology

Time history simulations of displacements, mooring loads and sectional stresses are computed
based on regular waves, stationary currents and static thrust force (Table 3-8). Waves, current
velocities and static thrust force are based on extreme conditions, with the aim of maximizing

influences of flexibility. The OrcaFlex output parameters that are analysed are described below:

1. Time history of motions at RNA level and outer end of pontoon 2, mooring loads in
line 2 and axial stresses in hotspot locations P; and Ts. Since OrcaFlex is only able to
output the stress response for line elements, the sectional stress response at cross-
sections of rigid elements is calculated by postprocessing sectional force outputs.

2. Spectral density of the axial stresses at P; and T3 and at the corresponding cross-
sectional locations at the tower top (connection with RNA) and pontoon tip (outer
end). The aim is to characterize the vibration behaviour of the structural elements in
terms of frequencies and determine the vibration frequencies that are directly
transmitted. By comparing the natural frequencies of the structural elements, possible

resonance vibrations can be detected.

Tower and pontoon deflections are determined by subtracting the rigid body displacements
from the total displacements, as shown in Equations [3-90] and [3-91], respectively. As the
displacements are defined w.r.t. the global coordinate system, the differences in displacements

are corrected for the inclination angles of the tower and pontoons w.r.t. the longitudinal axes

Table 3-8: Conditions Used for Flexibility Analysis

Parameter Symbol Value
Wave height H, 11.35m
Wave period T, 12.00s
Wave direction w.r.t. X-axis Uwave 0°
Current velocity at Water Plane Ucur,wp 1.28ms™*
Current velocity at Seabed Ucur sp Oms™
Current direction w.r.t. X-axis Heur 0°
Static Thrust Force Fr 1500kN
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(see Figure 3-35). Note that for the tower deflections, the total (flexible) displacements are based

on the semi-rigid model, to only capture the deflection of the tower.

U = Xt,semi - Xt,rigid
¢ =
cos(a;)

(3-90]

Z — 7y viai
up _ p.flex prigid [3_91]
COS(O(p)

where:

*  Xisemi and Xirigiq are the time history of the X-coordinate of the RNA using the
semi-rigid and fully rigid model, respectively.

* Zpfiex and Zy rigiq are the time history of the Z-coordinate of the pontoon ends using
the fully flexible and fully rigid model, respectively.

* @ and a, are the inclination angles at the tower tip and pontoon tip.

Deflections obtained from OrcaFlex are validated using the analytical expression for the tip
deflection of a prismatic cantilever beam with length L, under a single point load F, at its end:

Fol3

Upeam = 3EI [3-92]

where EI the out-of-plane bending stiffness of the prismatic beam.

This expression can be readily applied to the pontoons by substituting the mooring load
pretension as static point load (Fo = Fyre/3) and its given length and bending stiffness. In case
of the tower, the thrust force is substituted as the point load (Fy = Fyr/3) and the tower length
as L. However, since the diameter and wall thickness of the tower varies along the longitudinal
axis, the second moment of area varies as well. The tower’s equivalent (prismatic-beam) bending
stiffness Elgq ¢ is obtained by solving the Euler-Bernoulli differential equations and equating the
corresponding maximum deflection to the expression in Equation [3-92] (see Appendix H.1 for

the derivation).

Figure 3-35: Definitions used in OrcaFlex Model
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Finally, the following considerations should be born in mind regarding the proposed

methodology:

* Pontoon deflections in the remaining directions (z” and y’) are not considered as the
vertical component of the mooring loads are much larger than the horizontal components
due to the pretension. Therefore, the bending moment around local y-axes are governing;

* Due to symmetrical cross section of the tower, tower deflections around both horizontal
axes are considered similar. Therefore, only deflections around the yaxis is analysed.

* As concluded in Section 3.8, the shear stress amplitudes are small compared to the normal

stresses. Therefore, only normal stresses are considered.

3.9.4 Results and Conclusions

The time domain response of the deflections, mooring loads and axial stresses are presented in
Figure 3-36 and a quantitative assessment of the influence of deformations on mooring loads and
stress response is summarized in Table 3-9. Here, the constant g, is defined as the ratio between
the mean deflections from OrcaFlex mean(u) and the equivalent beam deflection upeqm. The
ratio 1, is defined as the ratio between the tip deflections and the rigid-body displacements (r, =
U/ Xrigiq). The amplitude ratios are defined as the ratio between the average response amplitudes

from the fully flexible and fully rigid model.
Figure 3-37 and Figure 3-38 depict, respectively, the stress spectral densities at hotspots Pj

and Ts, including the spectral densities at the pontoon and tower free end and the natural
frequencies of the flexible model (up to 5Hz). Since the axial stresses at the hotspots are
magnitudes larger than the stress amplitudes at the free ends of the tower and pontoons, the
stress spectral densities are normalized by dividing the output by their maximum value. An

additional comparison between the fully flexible and semi-rigid model is given in Appendix H.2.

Table 3-9: Influence of Flexibility Based on TD Analyses

mean(Ug;,cariex) Upeam &y mean(ru) max(ru)
Tower 0.43m 0.42m 1.024 0.060 0.082
Pontoon 0.25m 0.24m 1.042 0.155 0.218

Amplitude Ratios

Mooring Loads 1.051
Axial Stresses at P3 1.106
Axial Stresses at T3 1.234
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Time Domain Analyses
The analytically derived tip deflections correspond well with the numerical values. Since the
simulations were based on extreme conditions, the influence of flexibility on tower deflections
and mooring force amplitudes are conservative and therefore considered insignificant. Although
the pontoon deformations are considerable (22% of rigid displacements), since there are no phase
shifts between the mooring load response from the flexible and rigid model, the results indicate
that quasi-static deformations do not influence the external loads.

Compared to the fully rigid model, the flexible model shows larger stress amplitudes at both
considered hotspots. The influence of flexibility is most noticeable at time instants where
maximum displacements occur, which is also when the acceleration is at its maximum (double
derivative of sinusoid). When large accelerations occur, flexible structures experience additional
inertia forces caused by dynamic deformations. This causes an increase of the mooring load and
stress peaks compared to the (semi-)rigid model. This effect is most prominent for the tower
deflection due to the relatively large length of the tower and the presence of the RNA mass at
the free end of the tower. It is less noticeable for the pontoons as they are largely restrained by
the mooring lines. This is once again confirmed as the semi-rigid model demonstrates mooring
loads and stress response that are almost identical for the fully rigid model, indicating that the

influence of the pontoon stiffness is small.
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Figure 3-36: Flexibility Analysis - Time Domain Results

Spectral Analyses
The area of under the spectral density graphs at the frequency of the wave (Appendix H.2)
comprises of 93% and 88% of the total area for the stress response at, respectively, hotspots P
and Ts. In other words, almost all output energy is at the same frequency as the input, which
implies that the stress response is nearly linear. In terms of frequencies, at hotspots Ps; and Ts,
the only peak frequencies that demonstrate a clear relation with a natural mode are the peaks at
0.32Hz, 0.43Hz and 1.80Hz. The remaining peaks are all found at integers of the wave frequency,

which is an indication of super-harmonic excitation.
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Figure 3-38: Stress Spectral Density at Hotspot T3 and Tower Top

Compared to the stress spectral density at hotspot T3, the response at the tower top shows
notably more peaks high frequencies, which are mainly caused by inertial loads of the RNA and
the rotational spring stiffness of tower-transition piece connection. Due to redistribution of energy
into smaller vibration frequencies (<0.4Hz), a large contribution of these high frequency stress
variations are not directly transmitted to hotspot Ts.

By comparing results from the fully flexible and semi-rigid model (see Appendix G), it was
also observed that the stress response at hotspot T is more sensitive to stiffness variations than
stresses at Ps. When modelling the pontoons and their connections as fully rigid, more stress
frequency peaks arise at hotspot Ts, indicating that applying rigid pontoons increases stresses in
the HCF range. The reason for this behaviour is relatively straightforward; increasing the
material stiffness of a structural element causes a shift of its (structural) natural frequencies

towards higher frequencies.
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Conclusions
Based on observations in the time domain analyses, it can be concluded that the flexibility of
the tower can exert considerable influence on the stress amplitudes, while the pontoon flexibility
has negligible influence. According to spectral analyses, the tower stiffness has a significant
influence on the stress variations in the central column, whereas the response at the pontoon
cross-sections do not show any correlation with structural vibrations.

Therefore, in regards to the applicability of fully rigid body dynamics for fatigue assessment,
it is expected that the hotspots at the pontoon cross-sections are not significantly influenced by
flexibility while the fatigue damage at the mid-section may be influenced if structural modes of

the tower are amplified.

3.9.5 Discussion
Validation of the tower and pontoon deflections were according to Euler-Bernoulli beam theory,
based on a fully clamped cantilever beam with an equivalent prismatic beam stiffness. In this

section, the validity of this approach is assessed.

Applicability Euler-Bernoulli
Euler-Bernoulli beam theory was applied to validate the tower and pontoon deflections.
Applicability of the theory follows from cross-sectional and structural properties of the considered
beam, which will indicate whether shear deformations have a considerable influence. In such case,
Timoshenko beam theory is more suitable as shear deformations are no longer negligible. Euler-

Bernoulli beam theory is valid when the following relation is satisfied:

1 3-93
kL?AG « [3-93]

where k is the Timoshenko shear coefficient, L is the structural length, A is the cross-sectional
area and G is the shear modulus (79.3GPa for steel). For a hollow circular section [77], the

Timoshenko shear coefficient is defined as:

(1 4+ m?)?

=6(1
=61+ V) * e + MmO + (20 + 12v)m2

[3-94]

with m = 1y, /Tin.

Since the tower deflections are larger, it is sufficient to apply this check only to the tower, as
the tower is more likely to experience shear deformations. By substituting the equivalent bending
stiffness of the tower, as obtained by the of matching maximum deflection, the tower length, the
average tower cross sectional area and a Poisson ratio of 0.293 into Equation [3-93], the ratio is

found as :LI;;Z’; ~ 0.002, proving that Euler-Bernoulli beam theory is indeed applicable.
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Equivalent Beam Stiffness
From modal analysis, performed in OrcaFlex, it is known that the fundamental natural frequency
of the turbine is equal to fo orcariex = 0.467Hz. This value is obtained by isolating only the
tower, without consideration of the rest of the structure. If the turbine is considered as a prismatic
cantilever beam with a lumped mass at its tip, the fundamental natural frequency can be

estimated using the following expression [78]:

1 3E g,
fo= o= 5 [3-95]
21 [(0.2235Myower + Mpya)L

where the tower and RNA mass are 426te and 335te, respectively.

By substituting the equivalent bending stiffness of the tower, the fundamental natural

frequency of the turbine can be found as:
fo = 0.458Hz

Although this value is close to the one that was found in OrcaFlex, it makes sense that the
exact value is not found. This is due to the fact that Equation [3-95] is based on a prismatic

beam, meaning that the beam mass is equally distributed along its axis, which is not the case.

Cantilever Beam Approximation
The analytically derived maximum deflections were found slightly lower than the maximum
deflections from OrcaFlex. The expression used to calculate the maximum tip deflection
(Equation [3-92]) was based on “clamped-free” boundary conditions (BCs), while the connection
in OrcaFlex has a certain rotational stiffness, i.e. not fully clamped. For a cantilever beam that
is supported by a rotational spring with spring stiffness k,., the rotational BC at its supported
end is ¢(0) = M(0)/k,, in contrast to the fully clamped BC, which is ¢(0) = 0. By substituting
these BCs in the Euler-Bernoulli differential equations (see Appendix H), the following expression

is obtained for the maximum tip deflection:

Fol®  FyL?
Upeam = 557 +
3EI k.,

[3-96]

This expression proves that deflection of a beam supported by a rotational spring is always
larger than a beam with a fully rigid connection. It is, however, too complex to derive the actual
rotational spring stiffness analytically, as the total rotational spring k, stiffness is influenced by
the rotational stiffness of the tower-transition piece connection and bending of the pontoons and

its connections with the transition piece.
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4

MODEL VALIDATION

The following chapter is meant to demonstrate the validity of the modelling approach
using OrcaFlex simulations and scale test data of an existing reference TLP. As certain
geometric and static properties of the reference TLP are unknown, the first step is to
determine missing properties by means of a reverse engineering approach. The concept is
then modelled in OrcaFlex and validated using the experimental data, after which results

from the OrcaFlex and Matlab are compared to prove the validily of the analylical model.

4.1 Reverse Engineering of Reference TLP

4.1.1 Global Dimensioning
The global dimensioning and static characteristics of the SBM TLP are approximated using
illustrations and other technical information that was provided (see Section 2.7). Estimation of
the main platform dimensions are based on geometric proportions, which are derived from a
number of visual representations of the platform, shown in Figure 4-1. Here, the green, purple
and orange braces are denoted as primary, whereas the blue and grey braces are labelled
secondary. The resulting expressions for calculation of the global geometric parameters are shown
in Equations [4-1] to [4-7].

Since the bracing system is said to be designed similar to jacket structures, the wall thickness
of the braces are chosen according to typical values in practice. As a rule of thumb [79, p. 330],
the bracing of bottom fixed offshore structures are designed according to the ratio 19¢tp,4ce <

Dprace < 60tp,qce- Following this design rule, the wall thickness of the braces can be calculated

using the expression in Equation [4-8].

Secondary Brace
Primary Brace

Wpla:lorm

(a) (b)

Figure 4-1: Three-Dimensional (a) and Two-Dimensional (b) Representation of Reference TLP [72]
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Wplatform = \/§ : Rfloater [4'1]
Dsiges = % : Rfloater [4‘2]
Dinner = 0.94 - Dgiges [4'3]
Dbrace,secondary =0.80 - Dbrace,primary [4-4]
10
Hiransition = m : Hfloater [4'5]
4.1
inner = m : Hfloater [4'6]
Hsiges = i_i " Hinner [4-7]
tbrace = Dbrace,primary/ 21 [4-8]

Assuming that the virtual crossing point, which was stated to be slightly above hub height,
is 5m above hub height, the static line angles a, line length Ly and footprint breadth Wy can be
derived using trigonometric ratios. Finally, the buoy wall thickness and the mooring line
characteristics are derived from standard values in OrcaFlex (Line Type Wizard). The only
geometric parameter that is yet unsolved is the primary brace diameter, which is considered too
error sensitive to determine with visual estimation. This parameter, along with the dry mass of
the platform and ballast volume in the side buoys during operational condition, are determined

in a static weight analysis.

4.1.2 Static Weight Analysis
The dry mass of the total structure, including turbine, is calculated with Equation [4-9] and the
dry mass of the platform is calculated using Equation [4-10]. See Section 2.7, Table 2-1 for the

values of known parameters.

3E,,. cos(a)
Mo = MV,op - % [4'9]

Mp = Miot — Miower — Mrna — Miines [4-10]
where My o, is the platform displaced mass during operational conditions, . is the mooring
line pretension, Mgyyer is the tower mass, Mpy, is the RNA mass and Mjj,.s is the total dry

mass of the mooring lines.

The wet mass of chain mooring, according to standard values in OrcaFlex, is 48kgm™ per line.
Moreover, since the transition piece in the platform is derived from swivel stacks employed in
taut-moored FPSOs, which weighs up to 300t, an additional 200t of dry mass is added to platform
to account for the weight of the transition piece (denoted with Mgyqns)-

The remaining unknown parameters are solved using parametric expressions for the total mass
of steel (ps = 7850kgm™3) of the TLP structure Mg and the displaced mass during operational
condition leop, which are functions of the geometric parameters and ballast volume. The latter

is equated to My o, to find a solution of the displaced volume including ballast.
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Mgteer = Mp — Mirans [4-11]
MV,op = Vdisp|D=Dop " Pw [4—12]

where Vyisp is the displaced volume as a function of the draft D and Dy, is the draft during

operational conditions.

4.1.3 Verification of Parameters

Using the solution of this system of two equations, the pretension Fpre, the dry mass of the
platform Mp and natural periods in surge T, ; and heave T, 3 are derived (see Appendix I for
derivations) and compared to their known values as a means of confirmation of the results. The
resulting expressions are shown in Equation [4-13] to [4-15].

It was stated that the during load-out, the turbine is not installed, which means that the draft
is based on the dry mass of the free-floating platform only. In this case, as the use of ballast
water was only specified for operational conditions, the buoys are assumed to be completely
buoyant. The restoring coefficients are derived from the EOMs by applying a small offset to the
platform and calculating the resulting net force in the relevant direction.

Note that the hydrodynamic coefficients are unknown and cannot be derived from the
provided information. Therefore, the magnitude of the added mass is chosen to match the known
natural periods (ass = 0, ain = 1.35M;,,). It is also worth mentioning that the natural periods are
based on fully rigid materials, whereas the provided heave natural period also includes structural
influences. Structural deformations tend to decrease the tether loads in heave, making the system

less stiff.

MV,op - Mp - Mtower - MRNA - Mlines

E o= 4-13
Mp = Vdisp|D=Dlo " Pw [4—14]
Mo + ay;
To; = 27 % [4-15]
L

where Dy, is the draft during load-out, a;; is the added mass in the ¢-direction and Cj; are the

stiffness of the system, shown in Equation [4-16] for surge and in Equation [4-17] for heave.

E wr \
Cc..=-Pre. (> 14— .
u= +\/ + (d ~Dy, [4-16]
3EA
C33 = Lo + pngwp [4-17]

where Wy is the mooring line footprint breadth (radial distance chain connectors to anchor
heads), d is the water depth, A, is the water piercing area and EA = 2.525 - 108N is the axial

stiffness of the mooring lines (chains).
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4.1.4 Results
The results are summarized in Table 4-1. For a detailed overview of dimensions and volumetric

distribution of the structure, it is referred to Appendix I.

Table 4-1: Static Properties of Reference TLP

Parameter SBM Calculated Unit
Total Mass - 1770.2 t
Platform Mass - 1239.7 t
Pretension per bundle 1560 1560 kN
Displaced Mass 2200 2214 t
Heave Natural Period 2.5 2.4 S
Surge Natural Period 45.0 45.0 S

4.2 OrcaFlex Model

Validation is performed using the motion and stress response in a fully rigid model of the SBM
TLP in OrcaFlex (Figure 4-2), which was built using results from the reverse engineering exercise.
The modelling approach was meant to keep the OrcaFlex model simple, while incorporating the
properties that govern the behaviour of the system. The model includes four spar buoy elements
representing the central buoy and three outer buoys, a surface-piercing buoy to represent the
surface-piercing area, a lumped buoy at the CoG of the turbine (64m above tower base) to
represent the mass of the turbine and three line elements to represent the mooring system.

The volumetric displacement of the model is composed of the submerged volumes of the five
submerged buoys. The dimensions of the surface piercing buoy were based on the surface piercing
area of the TLP during operational conditions and a length of 4m, of which half is submerged at
system equilibrium. This buoy was given the mass of the transition piece. The diameters and

masses of the remaining buoys were slightly adjusted, in comparison to the results of the previous

Figure 4-2: OrcaFlex Model of Reference TLP
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section, in order to match the mass distribution and total displaced volume of the SBM design.
Since the OrcaFlex model does not include the braces, the diameters of the buoys are increased
while their heights are kept in accordance to the reverse-engineered values. The complete list of
input values and geometric parameters that are utilized in the OrcaFlex model is included in
Table I - 2, Appendix I.

4.3 Comparison with Scale Test Data

4.3.1 Methodology

The published scale test results of the reference TLP consists of a series of illustrations, in which
the surge, heave and pitch RAOs are plotted against the wave period for different wave angles
and reference positions on the structure. As summarized in Table 4-2, five different study cases
have been distinguished, in which different wave heights and incident wave angles have been
defined.

Analogous to this approach, the validation procedure of the OrcaFlex model was carried out
by performing simulations using regular waves with varying wave heights, wave angles and wave
periods between 5s and 30s with increments of 5s. Head waves are defined as 0-degree wave
angles, meaning that positive wave angles are counter-clockwise from the negative X-axis. Thrust
forces were modelled as a constant, concentrated force applied horizontally to the location of the
turbine hub with varying angle w.r.t. the global X-axis. Currents have not been included in any
of the cases. The resulting surge, heave, and pitch motion amplitudes are then divided by the

wave amplitude to obtain the motion amplitude RAO value for each wave period.

Table 4-2: Study Cases for Which Scale Testing Data is Provided

Case 1 Case 2 Case 3 Case 4 Case 5
DOF Surge Heave Pitch Surge Surge
Wave Height [m)] 4 4 4 1,4, 16 4
0, 15, 30, 0,15, 30
Wave Angle [°] 0, 15, 30 o 0 0
45, 60 45, 60
Reference Location Keel & nacelle Nacelle Keel Keel Keel
0, 720 (0°),
Thrust Force [kN] 0 0 0
720 (30°)

4.3.2 Results and Conclusion

A summary of the errors in each case is listed in Table 4-3 together with the dominant sources
of error, in which the errors are defined as the calculated RAOs divided by published values
and averaged over all wave periods. The calculated RAO plots and the validation data of the

five considered cases, likewise in the form of illustrations, are presented in Appendix I.3.
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Table 4-3: Average Difference in RAOs per Study Case

Case RAO:u./RAO Source
1 (keel) 0.83 Wave periods < 10s
1 (nacelle) 0.99 -

5 1.30 Wave periods < 15s and increasing
' wave misalignments

3 0.74 Wave periods < 10s

4 0.83 Wave periods < 10s and wave period
' of 30s in case of 0.5m amplitude

5 0.84 Wayve periods < 10s and misaligned
' thrust forces at long waves

Overall, the OrcaFlex model predicted the motions and trends of the SBM TLP system well,
considering the simplicity of the model and the yet unexploited possibilities for optimization. On
average, the surge and pitch motions were, respectively, 13% and 26% lower than the provided
data and the heave RAOs were roughly 30% higher than the SBM values. The trends of RAOs
were all well matched, with most deviations at certain, specific wave periods. This may be due

to dependency of the hydrodynamic coefficients to wave frequencies.

4.3.3 Discussion

Application of OrcaFlex as a validation tool, without additional diffraction analyses, inherently
implies that one is limited to the Morison equation as wave force quantification method. This is
not entirely in line with the practice in published reports, since the results included diffraction
forces. Nevertheless, this approach was considered acceptable as the hydrodynamics of the SBM
TLP are in the "Inertia and Drag" quadrant of Figure 3-7 (Section 3.2), indicating that the use
of the Morison equation is justified. However, the relatively large errors in the heave and pitch
RAOs could possibly be a consequence of excluding linear potential damping, which may have
considerable influence on stiff DOFs with small velocity amplitudes. Moreover, with changes to
the added mass coefficient, it was observed that the RAO values could be modified per wave
frequency to match the SBM values. However, this procedure could not be justified since
diffraction analysis was not performed.

It should also be noted that the accuracy of results in this study depend on the accuracy of
the parameters calculated in the reverse engineering approach. Furthermore, the modelling of the
structure in OrcaFlex was based on a simplified approach, in which the braced structure was
disregarded and the system was modelled as entirely rigid. It is clear from publications that the
SBM modelling included the braced structure and the overall structure included non-rigid

components, particularly in the braces.
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4.4 Validation of the Analytical Model

4.4.1 Methodology

Since the OrcaFlex model is now validated, the analytical model can likewise be (indirectly)
validated by implementing the developed analytical model to the reference TLP and comparing
the results between the two models. The validation process has been carried out using the 1-year
extreme wave conditions, as was stated in the published reports [68] [72], combined with
misaligned currents. Waves are considered regular and thrust and aerodynamic drag forces are
disregarded. See Appendix [.4 for a detailed formulation of the underlying mathematical model,
as applied to the reference TLP.

The platform’s response is simulated the first 150 seconds and compared solely on the basis
of motion outputs at the CoG of the structure. The errors are expressed in terms of RMSEs
(Equation [3-89]), based on steady state conditions in order to omit possible errors due to non-
physical start-up phenomena. Table 4-4 depicts a summary of the applied environmental

conditions.

Table 4-4: Conditions Used for Validation Analysis

Parameter Symbol Value
Wave height Hy 3.5m
Wave period T, 6.5s
Wave direction w.r.t. X-axis HUwave 30°
Current velocity at Water Plane Ucur,wp Oms™
Current velocity at Seabed Ucur sp Oms*
Current direction w.r.t. X-axis Ueur 0°
Static Thrust Force Fr 0kN

4.4.2 Results and Conclusions

The resulting RMSEs are presented in Table 4-5Table 3-6 and the visual comparisons of
simulations are depicted in Figure 4-3. An overview of the rigid body natural modes, as calculated
in OrcaFlex, is presented in Figure I - 1, Appendix I. Although the RMSEs are duration
dependent and the obtained values may slightly converge further with longer simulations, from
this short simulation, it can be concluded that the models exhibit almost identical behaviour
when it comes to natural periods and are largely identical in motion simulations.

It should, however, be noted that the hydrodynamic coefficients are in both the OrcaFlex and
analytical model not optimized to exactly mimic the published natural periods in all DOFs. As
a result, a number of calculated natural periods show small dissimilarities w.r.t the given values.
This optimization process does not contribute significantly to the validation of the analytical

model is therefore omitted.

23/05/18 80 R.S. Salih



Model Validation

Table 4-5: Validation Results (Reference TLP)

Natural Period (s) Motion Response

DOF Matlab OrcaFlex Error (%)
Surge 49.1 49.7 4.0
Sway 49.1 49.7 6.9
Heave 2.3 2.5 8.1
Roll 4.9 4.8 7.4
Pitch 4.9 4.8 9.1
Yaw 38.1 38.9 1.7
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Figure 4-3: Time History of Motions of Reference TLP in Matlab and OrcaFlex
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5

LINEARIZATION

5.1 Introduction

5.1.1 Theoretical Background

In the first chapter of this report, it was determined that in order to evaluate the applicability
of FD methods for the assessment of fatigue damage, the TD nonlinear model must be linearized.
It is important to understand what is meant by “nonlinearities” and, therefore, which aspects of
the EoMs must be linearized. As was mentioned in Section 2.6.2, a linear dynamic system is

characterized by two properties:

1. All terms in the EoM depend linearly on the system variables (displacements, velocities
and accelerations);

2. The mass, damping and stiffness matrix are symmetric.

If these conditions are met, a frequency-dependent transfer function matrix can be set up,
such that the response in each DOF is determined by multiplication of the transfer function
matrix with the external force vector (also in frequency domain). The latter is then the collection
of all active forces that, independent of the system variables, transmit energy into the system.
The transfer function is therefore independent of the external forces, which means that when it
is referred to “nonlinearities”, only the nonlinear dynamic effects of the system itself (i.e.

nonlinear inertial, damping and restoring forces) are meant.

5.1.2 Linearization Approach

To perform linearization of the system, a distinction is made between primary and secondary
nonlinearities. Primary nonlinearities include all force terms that have a nonlinear relationship
with one or more system variables, being nonlinear rotation terms, mooring forces and forces
with a quadratic velocity dependency. Secondary nonlinearities include all force terms that
depend on cross-terms between motions, velocities and accelerations and/or cross-terms between
different DOF's.
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The general approach is that primary nonlinearities are linearized by assuming small velocity
and displacement fluctuations around the equilibrium state of the system, while secondary
nonlinearities are negated by approximating them as their mean values in the equilibrium state,
assuming that fixation of such effects in the equilibrium state causes relatively small errors. The
principle of the linearization method, therefore, strongly depends on the equilibrium state
(equilibrium point), which stands for the average displacements, velocities and accelerations in
all DOFs. In other words, in order to linearize the system, the “real” average displacement of the

TLP must be estimated in advance for each sea state.

5.1.3 Prediction of System Equilibrium

The equilibrium point has the defining character that, when it serves as initial conditions, the
system remains unchanged in the equilibrium point, provided that time-dependent force terms
are not present. In other words, in the equilibrium state, all system’s accelerations are zero and
remain zero. Since the structure’s displacements are limited through its mooring system, the
mean velocities must be zero as well. The equilibrium point can, theoretically, be derived by
substituting zeros for accelerations, velocities and external force terms in the EoMs, after which
the system of equations can be solved for the remaining unknowns: the mean displacements.

However, analytical derivation of the equilibrium point is unsolvable due to the complexity of
the EoMs. A more practical alternative, closely related to equilibrium condition, is the steady
state condition, in which the static equilibrium has been reached but oscillations around the
equilibrium may still occur. More specifically, an oscillating body is in its steady state when the
mean accelerations and velocities are zero, with oscillations of displacements, velocities and
acceleration around the mean deflection. Using this definition, the equilibrium point can be
approximated numerically by determining the average displaced positions during steady state
condition using a (short) simulation in the nonlinear model.

The equilibrium point is then found using Equation [5-1], in which the displacements are
averaged over a number of wave periods to account for the expected dependency between motion
periods and wave periods (i.e. longer waves require a longer duration for accurate approximation
of the mean displacements). The steady state condition is then set to be reached when all mean
accelerations have reached less than 1% of the maximum amplitude of the corresponding DOF
(Equation [5-2]).

po=1[Mo = Neol" =mean([M N2 M3 Ma N5 76l )ity ty410m, [5-1]
mean(7;)|
<001, j=1..6 [5-2]

max(ry) — minG)

where g is the time at which steady state is reached and T, is the spectral peak period.

t=0..tgs
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5.2 Secondary Motion-Dependent Effects

5.2.1 Variable Submergence
A secondary motion-dependent phenomenon is the varying submerged volume due to the water
piercing part of the central column, which was discussed in Section 3.2 and Section 3.5. By

substituting the equilibrium point into Equation [3-29], the following expression is obtained:

AV = Ay, - (5(771,0»772,0r t) - 773,0) [5-3]

where 171 o, 11,0 and 73 ¢ are the mean surge, sway and heave positions, respectively.

Since water level fluctuations are fixed, varying CoB and hydro- and aerodynamic drag areas
of the segments in the vicinity of the MSL are fixed as well (Figure 3-18). As a result, the system
variables 1,, 11, and 13 in Equations [B-37] and [B-39] (Appendix B) are replaced by 11, 112,
and 13 o, respectively. It should also be noted that, since the submerged value is a constant, the
vertical buoyancy force (Equation [3-28]) and instantaneous distance from keel to the overall
CoB (Equation [3-30]) are now constants as well. These and all other parameters discussed in
this section must be constant in order to prevent nonlinear cross-terms, which is justified as long

as the submerged volume and drag area do not deviate substantially from their mean values.

5.2.2 Wave Kinematics and Wind Shear

Both the wave kinematics (Equations [3-17] to [3-20]) and wind velocity (Equation [3-41]) depend
on the instantaneous position of the structure w.r.t. the global coordinate frame, which induces
nonlinear dependency on the system variables. To omit these effects, the equilibrium positions of
all DOF's are substituted in the aforementioned equations. The assumption is that the influence
of motions around the equilibrium state have negligible influence on motion dependent phase

angles of the hydrodynamic forces and the height dependent wind velocity.

5.2.3 Motion Dependent Lever Arms

Recall that the rotational EoMs were based on moments around the CoG of the total structure
in the translational coordinate frame, which were included in the force vectors defined in Section
3.5.3. Moments induced by hydrodynamic forces, mooring forces and turbine loads were defined
in, respectively, Equations [3-55], [3-57] and [3-59]. These expressions depend on the distance
from the total CoG to:

« CoBs of the submerged parts p j;
+ Instantaneous position of the mooring line connectors ppey,i;

*  CoGs of the tower segments py and RNA pgyy.

Since these lever arms are taken w.r.t. translational coordinate frame, the distances depend

on the rotational DOFs through multiplication of the rotation matrix R (see for example
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Equation [3-31]). To prevent nonlinear cross-terms, the equilibrium positions are substituted in
the rotation matrices (R|, = p,) that are multiplied with the lever arms. By doing so, the lever
arms are statically corrected to include the mean static orientations, which is justified if rotation

amplitudes are small.

5.2.4 Instantaneous Orientations

As explained in Section 3.4 and 3.5, hydro- and aerodynamic drag areas are multiplied with R
to account for the instantaneous orientation of the surfaces with respect to the flow direction
and thrust forces and gyroscopic moments also depend on the orientation of the rotor plane. To
prevent nonlinear cross-terms, the equilibrium positions are substituted in the rotation matrices
of these forces. This approach implies that the loads are applied to a certain, statically orientated,
portion of the body while the body’s orientation w.r.t. the loads remains stationary throughout

the simulation. This is justified if rotation amplitudes or the surfaces itself are small.

5.3 Nonlinear Rotations

5.3.1 Rotation Matrix

The rotation matrix R, angular velocity matrix R and angular acceleration matrix R, all defined
in Section 3.1.3, contain sinusoidal functions of the rotational DOF's and various cross-terms. To
linearize these effects, it is assumed that rotations are small (< 10°), such that the following

approximations hold:

sin(a) = a [5-4]
cos(a) = 1 [5-5
a’rd’~a@’~a-ara-dx~d-d=0 [5-6]

in which a represents the amplitude of a rotational DOF.

By doing so, the linearized rotation matrix R can be formulated as in Equation [5-7] and
the angular velocity and angular acceleration matrices are obtained by, respectively, the first and

second order time differentiation of R®).

1 -ne ns
RO =|n, 1 -n [5-7]
—Ns Ms 1

5.3.2 Hydrostatic Restoring Moments

In Section 3.2.5, the hydrostatic roll and pitch restoring moments were established according to
Equations [3-26] and [3-27], respectively, for heeling angles up to 15°. For rotation amplitudes
smaller than 10°, the previously mentioned simplifications can be applied to obtain the linearized

roll and pitch restoring moments, as shown in Equations [5-8] and [5-9], respectively.
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I
M5 = ~pug(Vo + AV) - (KByar + 5 55— KE) - 58]
My = —pug(Vo + AV) - ( var + Vo-l-—AV - KG) s [5-9]

5.4 Mooring System

5.4.1 Identification of Nonlinearities
Formulation of mooring loads, derived in Section 3.3, Equation [3-35], are based on the
instantaneous line lengths Lyey,; and the directional unit vector L;, which are functions of the
system variables through instantaneous position of the line connectors Py, ; (Equation [3-31]).
The instantaneous line length L., ; is a nonlinear function, which means L; is also nonlinear
and, therefore, the mooring loads are nonlinear as well. As a result, the mooring stiffness is
displacement-dependent, meaning that the rate of change of restoring forces depend on the
displaced position of the structure.

The nonlinear stiffness matrix Kp; and its elements, derived from the derivative of the
mooring forces to the system variables, can be represented as in, respectively, Equations [5-10]
and [5-11]. Nonlinearity of the stiffness matrix elements is demonstrated by plotting K;; against
n;, which is presented in Figure J - 1, Appendix J.

[Kn 0 0 Kiu Kz O 1
0 Ky, 0 Kz 0 0
k()= i ok 510
Ks; 0 0 Kss4 Ksgs O
| 0 Kez2 0 Kes O K66J
0 fmoor,i
on;j

element of the mooring force vector (defined in Equation [3-57]).

Kij = [5-11]

where finoor,i is the @

5.4.2 Linearization
The small perturbation method was used for the linearization of the mooring system, which is

based on small fluctuations of the system variables around the equilibrium state (or operating
point), as depicted in Figure 5-1. The basis of this approach is the first order Taylor series

expansion, which is used to linearize the mooring forces around the equilibrium points.

The first order approximation of the mooring force vector fmoor is then established using

Equation [5-12].

L)

Jmoor = ]_Cmoor

(’71‘ = 7j0) [5-12]
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o

X

Figure 5-1: Applicability Small Perturbation Method

In order to find the elements of the linearized stiffness matrix, the differentiation in Equation
[5-11] is applied to z,,,(lf,)or, which results in the linear stiffness matrix as a function of po. Results
of this linearization procedure are demonstrated in Appendix J.2 and, as an example, the

linearized stiffness matrix at zero equilibrium position is presented in Equation [5-13].

[8.3-10° 0 0 0 2.5-108 (U
0 | 0 8.3-10° 0 2.5-108 0 0 |
I e A T 0  9.4-107 0 0 0
KL<B°_H>‘I 0 25-108 0  1.0-10M 0 o | [-13]
l2.5. 108 0 0 0 1.0- 101t o |
1o 0 0 0 0 48108

5.5 Quadratic Velocity Terms

5.5.1 Introduction

Quadratic velocity dependency applies to viscous friction forces, such as hydro- and aerodynamic
drag, as well as rotor thrust forces. Hydrodynamic drag forces are part of the Morison equation,
as discussed in Section 3.2, Equation [3-23]. Aerodynamic friction forces are exerted to the tower
and RNA (in parked condition), as was formulated in Section 3.4, Equations [3-42] and [3-45],
respectively. Finally, the rotor thrust forces were defined in Equation [3-48]. Symbols and terms
that are unspecified in this paragraph can be revised in the paragraphs mentioned above.

For all of the abovementioned forces, only the components that depend on the structural
(response) velocities need to be linearized, as the water/wind velocities generate external forces
that do not depend on the system variables. To be able to linearize only the structural velocities,
the force that depends on the relative velocity squared is approximated as the summation of the
external force and quadratic damping term [80]. This approach is illustrated in Figure 5-2 and
formulated in Equation [5-44]. The basis of this approximation is that cross terms between the
wind /water velocity and structural velocities are negligible, which is only valid for small

structural velocities w.r.t. wind/wave velocities.
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(ch - U‘v) I qu - Uw | U('.\: ‘ Uv.\; | - - U‘l U.-.' ‘
-— = ’ ) + -

Figure 5-2: Approximation of Total Quadratic Velocity as Separate Quadratic Components

(gex - gs) ° |Qex - Qs| ~ gex ° |gex| - gs ° |gs| [5‘14]
where U,, is the total (mean and fluctuating) wind or water particle velocity and U is the

structural velocity.

In order to approximate the quadratic structural velocities, three different methodologies have

been applied, each discussed in the following sections. These linearization techniques are:

*  The first-order Taylor series expansion;
*  The Lorentz method;

e Stochastic linearization.

5.5.2 Taylor Series Linearization

Under the assumption that the structural velocity variations are small around the operating
point, the Taylor series expansion can be applied to linearize the hydro- and aerodynamic drag
and thrust forces. The linearized expressions of the hydrodynamic drag, aerodynamic tower drag,
aerodynamic RNA drag and rotor thrust forces are depicted in, respectively, Equations [5-15] to

[5-18]. One should also recall that, in the equilibrium state, it is assumed that all structural

velocities are zero (o = [0 - 0]™).
OF \OF
w Fanya d,hyd )
Fahya = Eanyal , _, + Z “on, (mj —mj0) + Z o, ;o [5-19]
- j=1 J Nn= Do j=1 J = Do
°\OF S\ OF
L —_aero —_aero .
E(ae)ro :Eaer0|n=p0 +Z an.; (77] nj 0) +z Py 1N [5-16]
- = Y In=p j=1 " In=po
S\ OF S\ OF
) _ Z_RNAex I RNAex .
Frnaex = ERNA,ex| 7=Do + Z BEIT (771 nj o) + Z an; nj o [5-17]
B == 7 dn=po j=1 7o dn=po
6
oF oF
L _ T T .
Fr=Frly=p, + o (n; ’7]o)+za—ﬁ, “1j [5-18]
=1 Jln=p, =1 ln=np,
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5.5.3 Lorentz Linearization

Lorentz linearization was originally developed for linearization of quadratic bottom friction due
to one-dimensional tidal waves in shallow water [81], and was later successfully validated using
experimental testing [82]. The basis of this approach is the assumption that the average energy
dissipation over one (tidal) wave period is equal for the linearized and actual friction force, as
formulated in Equation [5-19]. The solution to this equation yields an expression for an equivalent

drag constant, which is shown in Equation [5-20].

T T
f Fy-udt =f F$M ude [5-19]
0 0
8u
(L) a
ch=—L¢ 5-20
@ =3-Ca [5-20]

where:
s ;= %pCdA -ulu| is the nonlinear drag force as a function of the fluid density p, drag
coefficient C4 and incident drag area A;
. Fé") = %pC(gL)A -u is the linearized drag force;

¢ u = u,sin(wt) is the harmonic velocity distribution with amplitude u,.

Adjustments
The Lorentz method is valid for any type of loading that is quadratically dependent on a velocity
term, which means it can also be used for quadratic damping. However, to apply the method,

the structural velocities must agree with the assumptions on which the method is based, namely:

1. Zero mean velocity;
2. One-dimensional spatial distribution of the velocity;

3. Harmonic velocity fluctuations.

The first limitation is consistent with the assumptions that were used to obtain the equilibrium
point, being zero mean velocities and accelerations. The second limitation is avoided by
determining separate equivalent drag/thrust constants at the equilibrium positions of the RNA
and {pontoon, tower} segments. Furthermore, a distinction is made between horizontal and
vertical velocities, meaning that the equivalent drag constants also depend on the structural
velocity direction.

The third condition is not met since the structural velocities are most likely non-harmonic. It
is, therefore, not possible to define time-invariant amplitudes of the structural velocities in
advance, which is required according to the conventional Lorentz method (see Equation [5-20]).
To avoid this limitation, equivalent structural velocity amplitudes are predicted based on the
velocity amplitudes of the frequency-dependent harmonic components of the wind/wave

spectrum. More specifically, it is assumed that the average structural velocity amplitude is
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proportional to the average velocity amplitude of the wind/wave input during the respective sea

state, as formulated in Equation [5-21].

Ny,
8 u,;
Uso Uyl zgsozg.ilﬂ [5-21]
i=1 w

where ug; is the harmonic wind/wave velocity component corresponding to frequency ¢ and

N,, is the number of generated wind/wave components within the spectrum.

Application to Hydrodynamic Drag
The linearized drag component of the hydrodynamic force that is acting on submerged segment
j is presented in Equation [5-22]|. See Equation [3-54] for the nonlinear expression and for the

definition of the parameters, it is referred to Section 3.2.2.

Nwaves
3] _ Pw 25

. 8
Fhay =5 Cojo [Rly=p - Aj]e( Uye Ul =Bje D 5
i=1

5-22
Nwaves [ ]

in which U is the water particle velocity (defined in Equation [3-24]), P; is the structural
velocity at segment j and u; is the harmonic velocity amplitude corresponding to frequency i,

determined using Equation [5-23].

cosh (kl . (d + Zhyd,j))_
' sinh(k;d)

cosh (kl . (d + Zhyd,j))
' sinh(k;d)

sinh (ki . (d + zhyd'j))
: sinh(k;d)

[5-23]

Application to Aerodynamic Forces
The linearized aerodynamic drag force acting on tower segment £, the aerodynamic RNA drag
and rotor thrust forces are formulated in Equations [5-24], [5-25] and [5-26], respectively. For the
nonlinear expressions and definition of the parameters, it is referred to Sections 3.4.3, 3.4.4 and
3.5.3.

Nturp
L . turb,j
E(ae)ro = Epa 'gD,k ° [R|n=p0 Ak] ° Qw,k ° |Qw,k| — Py g : N [5—24]
=1 turb
Nturb 8
L . uturb,j
E%Km_ex =5Pa" Cp,rNa © 4RNA,ex|n:p0 o Uwrna©|Uwrnal = Prya £, 31 Nepy [5-25]

J=1
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Neurb
uturb, j

= 3m Nturb

FO

1 .
T = Epa - Cr 'A{?(NA,op : Uv)v(,RNA : |U\i/(,RNA| — Piya- [5-26]

where A gy A'ex|17=p0 are the statically rotated rotor plane areas in parked conditions, calculated

with:

T
ARNaex n=Po = R|n=p(J : [Af?(NA,ex 0 0] [5'27]

5.5.4 Stochastic Linearization

For fatigue damage, the most influential property of the loading are its fluctuations around the
mean. In that sense, linearization can also be based on finding the smallest difference between
the standard deviation of the linearized force w.r.t. that of the actual force. This is the basis of
the stochastic linearization method, which assumes that the quadratic velocity can be
approximated as the multiplication of the velocity with a constant that is proportional to the
standard deviation of the quadratic velocity [83]. The quadratic velocity can therefore be

approached as in Equation [5-28].

Ul -U=a-std(U)-U [5-28]
where a is an iteratively determined constant and std(U) is the standard deviation of the

velocity U, defined as:

1 tsim/At , [5 29]
Std(U) = m Zl (U|t=ti - mean(U))
=

The non-dimensional constant « is iteratively determined such that the approximation error
is minimal [40]. Its initial value is commonly based on the statistical expectation value of the
squared error between the actual and linearized velocity term, under the assumption that the
velocity is a zero-mean Gaussian process. The minimum expected squared error is then

analytically solved to determine the initial value of a (see for full derivation [83]):
ay =+/8/m [5-30]

Adjustments
Similar to the Lorentz method, stochastic linearization is only valid for quadratic velocities with
one-dimensional (independency of) spatial distribution. This limitation is, again, avoided by
considering separate vectoral velocities at each section of the TLP and turbine. As was
demonstrated in Equation [5-44], in order to linearize the structural velocities, the water/wind

velocities and structural velocities need to be considered separately.
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Linearization is then performed by assuming that the actual structural velocities are Gaussian
distributed with known standard deviations, which are predicted in each direction and at each
point in the structure using the short simulation that is also used for prediction of the equilibrium

position. By doing so, the nonlinear velocity term can be approximated as follows:

Usni© |Qs,NL| =a- Std(gs,NL) oUst [5-31]
where Uy, and U are the structural velocity vectors according to the nonlinear and linear

model, respectively.

Once the structural velocity is obtained from the nonlinear model, the subsequent step is to
solve the linearized model using the initial value of @ (ap). Subsequently, using the obtained
structural velocity of the linear model, the value of @ can be updated based on the minimum
RMSE between the quadratic and linearized structural velocity, as formulated in Equation [5-

32].

0
~—RMS(Ugns © |Uspn| — @ std(Ugpr) o Us) = 0 [5-32

The above described iterative process requires the linear model to be solved multiple times
and the value of @ to be determined for each point in the structure and in each direction. This
operation would undermine the time-efficient character of the linearized method. It is, therefore,

decided to only use @ in this thesis.

Application to Hydrodynamic Drag
The linearized drag force that is acting on submerged segment j is presented in Equation [5-33].

@ - _Pw

Fanyaj == Coj° [R|£=£o 'éj] o(Uje|Uj| —ao-std(P))oP)) [5-33]

Application to Aerodynamic Forces
The linearized expressions of the aerodynamic tower drag, aerodynamic RNA drag and rotor

thrust forces are depicted in, respectively, Equations [5-34] to [5-36].

1 . .
E(aLe)ro = Epa 'gD,k ° [Rlnzpo ék] ° (gw,k ° |Qw,k| — Qo - Std(gk) ° Bk) [5—34]
1
E%I%A,ex = Epa ’ CD,RNA ° [Rlnzpo : [AgNA,ex 0 O]T] [5 35]
° (QW,RNA ° |QW,RNA| — Qg Std(ERNA) ° BRNA)
1 . .
F}” = Epa Cr 'AgNA,op ' (Uv)v(,RNA ' |Uv)v(,RNA| — Qo Std(PI%(NA) ' PI%(NA) [5-36]
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5.6 Selection of an Appropriate Linearization Method

5.6.1 Methodology

In the previous paragraphs, linearization of all nonlinear effects was discussed and three different
methods were proposed with which the quadratic damping could be linearly approximated. With
this, three different linearized models have been developed, in which the quadratic velocity terms
are linearized based on the Taylor, Lorentz and stochastic linearization, each taking into account
all other linearized effects (rotations, mooring system and secondary nonlinearities).

In this section, the performance of each linearized model is evaluated and compared based on
differences w.r.t. the nonlinear model. On this basis, the best performing model is chosen with
which, in the following paragraph, the influence of linearization on the long-term damage will be
determined. The performance of the models are investigated on the basis of a 900s simulation of
a sea-state that is representative for normal operational conditions, consisting of irregular waves
combined with misaligned currents and stochastic wind velocities (Table 5-1). Stress and damage

differences w.r.t. the nonlinear model are quantified based on the following criteria:

* The absolute difference in cubic weighted mean (CWM) stress range, averaged over all
hotspots (Equation [5-37]);
*  The absolute difference in damage, averaged over all hotspots (Equation [5-38]);

¢ The ratio of the nonlinear to linear model- based damage (Dy;/Dy), averaged over all

hotspots.
mean(S,?,Li) P ... Pg
£ =mean|( |1 - ———=| |, i= { 5-37
cwm < mean(S3;) Ty .. Te [5-37]
DNLi {Pl P6
&p =mean| (1 — =1, i = 5-38
o =mean|1- ), =T 539

where subscripts NL and L denote the nonlinear and linear simulation result, respectively.

Table 5-1: Conditions Used for Selection of Linearization Method

Parameter Symbol Value
Wave height Hy 5.75m
Wave period Ty, 13.5s
Wave direction w.r.t. X-axis Uwave 45°
Current velocity at Water Plane Ucur,wp 0.45ms™
Current velocity at Seabed Ucur sp Oms™
Current direction w.r.t. X-axis Heur 180°
Average Wind Speed (80m-+MSL) Uy,q 10.5ms™!
Wind direction w.r.t. X-axis Hwind 0°
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5.6.2 Results and Conclusions

The results are presented in Table 5-2 and visual comparisons of the linearized responses are
depicted in Appendix J.3. Based on the results, it can be concluded that both in terms of absolute
differences (gp), as well as in terms of conservativeness in damage prediction (Dy./Dy), the
stochastic linearization is the best performing method with regard to damage approximation.

Therefore, the stochastic linearization method will be adopted hereafter.

Table 5-2: Difference w.r.t. Results in Nonlinear Model

Taylor Lorentz Stochastic
q Pontoons 0.67 0.70 0.39
Ecwm |-
Mid-Section 1.28 0.49 0.78
[ ] Pontoons 0.79 0.74 0.52
Ep |-
Mid-Section 4.09 0.89 0.86
Pontoons 0.72 0.67 0.48
Dni/Dy [-] : :
Mid-Section 4.89 1.42 0.14

5.6.3 Discussion

The linear to nonlinear model-based damage differences in the mid-section hotspots are relatively
large compared to damage differences in the pontoon hotspots, indicating that the stress response
at the mid-section is more sensitive to nonlinear aerodynamic damping compared to the
sensitivity of the stress response in the pontoon hotspots to hydrodynamic damping. This is
because the turbine loads and corresponding mid-section stresses are influenced to a greater
extent by structural velocities than the stresses in the pontoon cross-sections, which are primarily
influenced by mooring forces.

Due to poorly approximated stresses in the mid-section, the Taylor linearization has proven
to be unsatisfactory. This shows that Taylor expansion of the nonlinear aerodynamic damping
around zero structural velocity (in all DOFs) results in an underestimation of the damping. It
has also become evident that the Lorentz method is unsuitable for fatigue damage approximations
in an environment with stochastic wind velocities. This demonstrates that the accuracy of the
equivalent structural velocity amplitude (the u, ;-term in Equation [5-21]), which was predicted
based on the average wind velocity amplitude, has a major effect on the stress response.

Since the stochastic linearization is solely based on reproducing the velocity fluctuations, the
approximated stress variations and fatigue damage are relatively accurate (small ecypy and ep-
values). Unlike the other methods, stochastic linearization tends to underestimate the linear
damping, which results in overestimation of stress ranges and subsequent damage response.
Therefore, from a conservative design point of view, the stochastic method performs more

favourable.
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5.7 Influence of Nonlinearities on Long-Term Damage

5.7.1 Introduction

In this section, the influence of nonlinearities on the long-term fatigue damage is established by
comparison of the long-term damage according to the nonlinear model to the long-term damage
according to the linear model. The linear model is based on the stochastic linearization method
for linearization of quadratic damping. According to DNV standards, an important limitation of
the fatigue damage calculation method, as explained in Section 3.7.4, is that the F-class SN-curve
is only applicable to principal stresses with angles up to 30° w.r.t. the normal line of the weld
seam. In other words, when multiaxiality exceeds a certain limit, the applied SN-curve is no
longer valid. Therefore, the presence of multiaxiality and its influence on the validity of the

damage calculation method are analysed as well.

5.7.2 Methodology

In both the linear and nonlinear model, the long-term fatigue damage Dy, is represented by the
weighted average of damage per sea state D; and extrapolated from the simulation duration per
sea state Ty, to the operational lifetime Tjr,. This is formulated in Equation [5-39]. The long-
term fatigue damage analysis is based on 12 different sea states, selected in such a way that the
fatigue governing conditions are captured as accurately as possible. The underlying
methodological approach of selecting the sea states is presented in Appendix J.4 and the resulting

sea states are depicted in Table 5-3.

Ty N i
Doy = _life | Z Dy =t [5-39]
Tsim i=1 Zlisl Nss,i

where ngg; the number of occurrences of sea state ¢ and Ngg is the number of sea states.

To assess the influence of multiaxiality, the principal stress directions in the pontoons and
mid-section hotspots are calculated using, respectively, Equations [5-40] and [5-41] based on the

nonlinear model. For definitions of the stress components, it referred to Paragraph 3.7.

1 2T

6, = -tan™? (¢) p="P ..P [5-40]
2 Oxx,p — Oyy,p
1 2T

6, = —tan™? (¢> t=T, ..Tg [5-41]
2 Ozzt — Oyyt

Due to randomness in the stress response, it is possible that even during relatively mild sea
states, the principal stress angles incidentally exceed 30°. The maximum principal stress direction
during a time series is, therefore, not a representative upper/design value to base the applicability
of the SN-curve. It is considered more appropriate to represent the design value as the 99

percentile (699) during a time series, which denotes a value that is greater than 99% of the data.
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Table 5-3: Sea States for Long Term Motion and Fatigue Analysis

Sea State

Number H; T, Hwave Uy,q Pwina  Ucurwt  Heur  Mssi
1 0.75m 4.5s 0° 15.5ms™ 0° 1.28ms*  180° 452
2 1.25m 5.98 90° 15.5ms™! 0° 1.28ms™ 180° 546
3 1.75m 7.58 90° 15.5ms™ 0° 1.28ms! 180° 697
4 1.75m 6.5s 90° 15.5ms™! 0° 1.28ms! 180° 339
5 2.75m 8.58 45° 10.5ms™! 0° 0.45ms™ 180° 283
6 3.25m 9.58 45° 10.5ms™ 0° 0.45ms™! 180° 296
7 3.75m 10.5s 45° 10.5ms™ 0° 0.45ms™! 180° 452
8 4.75m 11.5s 45° 10.5ms™! 0° 0.45ms™! 180° 269
9 5.25m 12.58 45° 10.5ms™! 0° 0.45ms™ 180° 218
10 5.75m 13.58 45° 10.5ms™! 0° Oms! 0° 168
11 7.75m 14.5s 45° 10.5ms™! 0° Oms! 0° 26
12 8.75m 15.5s 45° 25.5ms™! 0° Oms™* 0° 10

5.7.3 Results and Conclusions
The long-term damage ratio at each hotspot, defined as the ratio of linear model-based long-term
damage to nonlinear model based long-term damage (Diot.z/Diotni), including the 99" percentile
of the principal stress directions are depicted in Table 5-4. A visual comparison of the damage
response per sea state is represented in the form of histograms, as shown in Figure 5-3 and Figure
5-4 for, respectively, the pontoon and mid-section hotspots. For numerical values of stress and
fatigue damage differences per sea state, the time history of the nonlinear and linear model results
and the principal stress directions, it is referred to Appendix J.

The most important observations and main conclusions that can be drawn from the results of

the long-term damage analysis are summarized in 4 key points, namely:

1. Non-Conservative Damage Approximation

In general, during sea states where multi-axial loading is prominent, the linear model
underestimates the damage in the pontoon hotspots (see Figure 5-3). As a result, the long-
term damage at hotspot P, is underestimated with 19% the w.r.t the nonlinear model.
This observation suggests that multiaxiality has a negative influence on the accuracy of
the linearization. However, the damage in hotspot P; during sea states 5 and 6 are also
underestimated despite the fact that the load is virtually uniaxial. Further investigation

is conducted in Paragraph 5.8.

2. Large Differences During Extreme Conditions
Damage differences are amplified during sea states 11 and 12, which is inevitable as

extreme sea states induce large motion amplitudes and these in turn cause relatively large
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errors in mooring forces. Depending on the equilibrium point, the linearized mooring
stiffness can then overestimate or underestimate forces (see for example Figure J - 2). In
addition, due to increased structural velocities, differences between quadratic and linear
damping will also increase. Nevertheless, errors during extreme conditions have little

influence on the long-term damage differences, since such sea states are rare.

3. Overestimation of Turbine Loads

The linear model-based damage is in each of the mid-section hotspots (T to T¢) and
during all sea states conservative w.r.t. the damage according to the nonlinear model.
Overestimation of the damage by the linear model is due to underestimation of the

linearized aerodynamic damping, as was explained in Section 5.6.3.

4. Large Principal Stress Directions

During certain sea states, the principal stress directions exceed 30° in hotspots P4, T1, T»
and Tg, meaning that the F-class SN-curve is not applicable to these cases. Possible
implications for the reliability of the linearization method have been investigated in

Paragraph 5.8.

Table 5-4: Long-Term Damage Ratios and Principle Stress Directions Per Sea State

Pontoon Hotspots Mid-Section Hotspots

P, P, Ps P, Ps Pg T T T35 Tyo T5 Ts

Diot,r./Dioene 282 1.81 110 081 2.63 1.05 201 1.97 192 231 272 181

Sea State Design Values of Principle Stress Direction 69 [°]
1 1.1 02 00 81 07 1.1 1.2 03 00 02 00 436
2 1.1 02 05 81 07 10 12 05 08 03 00 436
3 16 03 07 83 03 09 13 06 12 09 01 435
4 14 02 07 82 05 10 13 07 12 08 01 436
5 16 09 69 273 1.0 02 24 08 06 08 1.0 435
6 16 09 87 3.7 16 05 24 09 07 08 09 433
7 1.7 09 112 337 21 08 24 08 07 07 09 431
8 22 1.2 151 355 24 1.1 25 09 08 06 07 430
9 26 16 155 343 25 12 26 09 08 05 07 429
10 3.0 1.7 177 349 28 13 29 09 09 04 06 428
11 36 28 241 361 32 1.7 36 12 13 21 04 425
12 56 2.7 55 39 48 36 323 342 168 119 128 187
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Figure 5-3: Damage Per Sea State at the Pontoon Hotspots
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Figure 5-4: Damage Per Sea State at the Mid-Section Hotspots
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5.8 Discussion

5.8.1 Validity of Linearization Approach

Before the results and observations from the previous chapter are discussed, the general validity
of the linearization process is examined by (i) numerically reaffirming the linearity of the
linearized system, (ii) evaluating the physical correctness of the numerically determined
equilibrium point and (iii) investigating the influence of principal stress directions greater than

30° on the performance of the linear model.

i. Linearity of the System
Linearity of the system is demonstrated by solving the response of the linearized model to a
sinusoidal point load. The results (see Appendix J.8) demonstrated that the steady state response
can be described by a sinusoidal function with nearly zero phase shift w.r.t. the applied force,
proving that the system is linear. It should be noted, however, that the ratio of external force
amplitude to response amplitude can only be constant at all time instants (i.e. exactly zero phase
differences at all times) if the stiffness matrix is diagonal. This is not the case since there are
linear couplings between the DOFs, which must be decoupled by means of modal analysis. Due

to time constraints, this procedure has been omitted.

ii. Validity of Equilibrium Point
According to Gros [84] and Ajjarapu [85], non-unique steady state solutions of complex dynamic
systems may occur as a result of chaotic response. Such solutions are characterized by their
sensitivity to the initial conditions. Therefore, to confirm that the numerically obtained
equilibrium point Po is a unique, physically correct solution, the motion response and subsequent

values of p, are solved for different initial conditions using the nonlinear model. The results,

shown in Appendix J.9, demonstrate that the equilibrium position is independent of the initial

conditions and is therefore a unique, physical solution.

iii. Validity of SN-Curve
The results in Table 5-4 demonstrated the presence of cases in which the design values of the
principal stress directions exceed the prescribed 30°. Therefore, for these specific cases, the
appropriateness of the applied F-class SN-curve is investigated by recalculating the damage using
a SN-curve that is compatible with angles of 30° to 45°. According to DNV [86], the SN-curve
that is suited for such cases is the F-class SN-curve, with values of m; and C; as defined as in

Equation [5-42], a reference thickness of 25mm and a thickness exponent £ of 0.20.

1011610 m; = 3 and §; > 74.1MPa
- [5-42)]

1015350 m; = 5and §; < 74.1MPa
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The above expressions are applied to the combinations of hotspots and sea states where it was
found that 899 = 30°, after which the long-term damage is recalculated with Equation [5-39]. As
a result, the FE-curve based long-term damage at hotspots Py and Ts are decreased with,
respectively, 31% and 45% compared to the long-term damage according to the F-curve. Since
the method proposed by DNV is based on the assumption that the damage reduces for increasing
angles of the principal stress direction, it is not surprising that the damage according to the F-
curve (6 < 30°) is conservative in comparison to damage based on the E-curve (30° < 6 <45°).
Differences between the linear and nonlinear model-based damage are not affected when the E-
curve is incorporated for the relevant sea states, as it is applied to both the linear and nonlinear
model. Therefore, application of different SN-curves may only be beneficial in terms of improving
the reliability of the damage values itself and does not affect the performance of the linearization.

Although not directly applicable to the WindFlo TLP, it should be noted that if stress ranges
are accumulated in the vicinity of the transition value of the SN-curve (where the two slopes
coincide), larger differences between linear and non-linear method can arise. A small linearization-
induced difference in the stress range can then cause the damage to be calculated on a different
slope of the SN-curve. One must, therefore, be aware of the transition value in the slope of the

selected SN-curve.

5.8.2 Reasons Behind Damage Underestimation

As mentioned in Section 5.7.3, the damage according to the linear model is underestimated in
hotspot Py when compared to the damage calculated with the nonlinear model. This occurs
mostly when multiaxiality is observed, but also in two cases where the loads are almost uniaxial.

The reason for the damage underestimation is two-fold, being:

i. Stress Ranges in the HCF Range
During operational conditions, roughly 95% of the stress ranges are typically in the HCF range
(below 65.8MPa). Since the SN-curve in this region is characterized by an inverse slope of 5,

small differences in the stress range induce large damage difference.

ii. Limitations of Principal Stress Approach

In section 3.7.4, it was explained that the stress component used for the fatigue calculation is the
first or second principal stress, depending on which has the largest absolute mean value. Since
the one of the two normal components of the stress tensor is always much larger than the other,
the minima of the first principal stress and maxima of the second principal stress are cut off at

the zero-line. Or, mathematically (see Section 3.7.3 for definitions of stress components):

0,20, | 0| > |oyypl oF 0| > |oyy e [5-43]

on <0, |0 > |ayyp| OF [02z6] > [y [5-44]
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The consequence of choosing either the first or second principal stress is that the damage
induced by peaks across the zero-line are neglected, which is unjustifiable when the amplitudes
of the numerically smaller principal stress component are not negligible. Therefore, the limitation
of choosing either of the two components is that the other component must remain (nearly) zero,
which leads to the restriction formulated in Equation [3-45]. This expression proves that, in
conditions where multiaxiality occurs, prediction of fatigue damage based on one of the principal
stress components is only justified when the product of the two normal components is positive

and larger than the shear stress squared.
T2y < Oyx " Oyy [5-45]

As far as the adequacy of linearization is concerned, the choice in stress component for the
calculation of damage does not necessarily cause differences with respect to the nonlinear model.
However, linearization induces a shift in the mean principal stress at the pontoon cross-sections
and since the average value is in some cases close to zero, more of the first principal stress minima
will cross the zero-line and will therefore be disregarded. This inevitably causes an
underestimation of the damage w.r.t. the nonlinear model. This is clearly visible in the case of
hotspot P; during sea state 5 (6899 = 6.9°), as depicted in Figure 5-5. In conclusion, prediction of
the fatigue damage and comparison of linear and nonlinear model-based damage is only reliable

if multi-axial stresses are incorporated adequately.

Note: it has also been determined that applying a second iteration value of a for each sea
state (see Appendix J.10) yields almost no improvement in the accuracy of the linearized model.
This is to be expected as the hydrodynamic damping is typically small and hardly affected the

mean stresses.
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Figure 5-5: Principle Stress Response at Hotspot P3; During Sea State 5

23/05/18 102 R.S. Salih



Linearization

5.8.3 Damage Differences According to Uniaxial Loading

In the previous section, it was concluded that in the case of multi-axial loading, the choice of the
fatigue-relevant stress component prevents the adequacy of the linearization method to be
proven. Therefore, for the purpose of confirmation, the shear stresses and minor normal stresses
(0yy,p and gy, ;) have been omitted and the damage has been determined again, resulting in the
damage differences in Table 5-5. For a visual representation of the damage differences per sea

state (in the form of histograms), it is referred to Appendix J.11.

Table 5-5: Long-Term Damage Ratios (Uniaxial Loading)

Pontoon Hotspots Mid-Section Hotspots

P, P, Ps P, Ps Ps T, T, Ts T, Ts Ts

Diotr,/Dioene 286 2.02 194 1.65 266 120 1.62 1.88 197 229 266 0.52

Unsurprisingly, the main differences w.r.t. the results with incorporation of multi-axial loads
occurs in hotspots Py and T, where the largest principal stress directions were observed. Other
damage ratios have remained nearly the same, confirming that in these cases, the stress response
was indeed nearly uniaxial. The long-term damage underestimation in T is a result of increasing
damage underestimation for sea states with wave heights of 4m and higher, which is due to small
inaccuracies in the stress response. What distinguishes this hotspot is its location compared to
the turbine loads. Since wind velocities are in all sea states applied to the positive X-axis, there
is a small lever-arm of the aerodynamic loads relative to Ts, which produces relatively small
normal stresses. As a result, when wave conditions become harsher, structural velocities,
nonlinear rotations and secondary nonlinearities become more influential. Small deviations in the
stress response, which are inevitable, will then induce a large damage ratio as the stress ranges

are all in the HCF range.

5.8.4 Influence and Incorporation of Multiaxiality

Since it was concluded that the damage calculation method (both in the linear and nonlinear
model) is unreliable when multi-axial loading occurs, in the current section, an attempt has been
made to resolve this limitation by calculating the fatigue damage using the instantaneous
maximum value between first and second principal values instead of choosing either of the two
components throughout a whole simulation. By doing so, the stress ranges are based on the
numerically largest value between the first and second principal stress in each time step (Equation
[5-46]), which represents the difference between the maximum tension on one principal plane and

maximum compression on the other principal plane (see Figure 5-6 for further clarification).

a;(t), oy (t) = oy ()|

o), o) <oy (®)] [5-46]

Oerr(t) = {
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Figure 5-6: Visual Representation of Figure 5-7: Erroneous Stress Peaks due to Non-
First and Second Principle Stress Proportionality

Since this is done both in the linear and nonlinear model, the damage difference can be
calculated regardless of whether multi-axial loads occur. However, due to out-of-phase shear and
normal stresses (non-proportionality), first and second principal stresses will be locally out of
phase, which generates erroneous peaks. Especially when the absolute values of the first and
second principal stresses are in close proximity, fatigue damage is overestimated by the presence
of such peaks. This effect is clearly visible for the response in hotspot T during sea state 6, as

shown in Figure 5-7. Therefore, due to non-proportionalities, this method is not suitable.

5.8.5 Importance of Non-Proportionality

It has become clear that non-proportional multiaxiality limits the applicability of the linearization
method to only uniaxial load conditions. Furthermore, as mentioned in Section 2.5.2, in the
presence of non-proportional multi-axial loads, application of uniaxial-based approach can lead
to non-conservative results. It is, therefore, important to determine the extent to which non-
proportional loading is present at the specific hotspots and sea states for which multi-axial
loading is prominent (fgg9 = 30°).

The presence of non-proportionality is identified by visualization of the shear stress as a
function of the corresponding normal stress per hotspot. Since fully proportional loading is
characterized by a constant ratio between normal and shear stresses, the contour enclosed by the
normal-shear stress relationship is a flat, straight line. In cases where relatively large non-
proportionalities occur, the contour becomes increasingly wide and scattered. The results for the
mid-section hotspots (T, and Tg) and pontoon hotspot (P,) are presented in Figure 5-8 and
Figure 5-9, respectively.
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Figure 5-8: Visual Representation of Non-Proportionality at Mid-Section Hotspots
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Figure 5-9: Visual Representation of Non-Proportionality at Pontoon Hotspots

Although a quantitative criterion could not be established with which the degree of non-
proportionality could be derived from the results, it is possible to qualitatively assess whether
non-proportionality can be a potential source of inaccuracies in the damage calculation. It can
be deduced that the graphs do not all represent a thin line, which is an indication that non-
proportional multi-axiality is present to a certain extent. This is particularly noticeable for sea
states 6 and 7 in hotspot P4, implying that the prevalent sea states may induce non-proportional
multiaxial loading in at least one hotspot. As the influence of multi-axiality in combination with
non-proportional loading is not known and the linearization method is only applicable to uniaxial
or fully proportional multi-axial loads, from a design point of view, it is more reasonable to adopt
a conservative approach regarding fatigue damage calculations. Especially in hotspots where the
damage according to the linear model is, due to relatively small stress response, prone to

underestimations, it is advisable to apply more stringent safety factors.

Note that a direct relationship between Figure 5-8 and Figure 5-9 and the corresponding
angles of the principal stress directions cannot be derived, since these are also influenced by stress
components normal to the z’-z’ plane (see Equation [5-40] and Figure 3-28). For simplicity, these

influences are not included in the figures.
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6

CONCLUSIONS AND RECOMMENDATIONS

6.1 Summary

The aim of this thesis was to evaluate the influence of non-linear hydrodynamic response on the
fatigue damage of a TLP-type FOWT, taking into account aerodynamic coupling effects. Hence,
a method has been developed with which the rigid-body motions, stress and fatigue damage

response are determined in time domain, with the incorporation of:

*  Morison-based hydrodynamic forces;
*  Hydrostatic forces;

*  Quasi-static mooring forces;

* Aerodynamic friction forces;

* Rotor thrust forces;

*  Gyroscopic moments.

The dynamics are described by means of a system of coupled 6DOF-EoM and solved in Matlab
using a built-in ODE-solver, after which the validity of the method is confirmed by comparing
the motion and stress response with simulation results obtained from OrcaFlex models. The
validation and verification procedure showed that the developed method accurately describes the
rigid-body motions and stress response. On the other hand, it has been shown that flexibility in
the tower can induce structural vibrations and increased stress amplitudes at the mid-section
hotspots.

Finally, a method has been proposed to linearize the dynamics of the developed, analytical
model. For linearization of quadratic damping, three different methods have been proposed, after
which the best performing method is determined by means of a comparative study. Subsequently,
using the fully linearized model, the difference in long-term damage w.r.t. the nonlinear model is

calculated and the influence of multiaxiality is investigated.
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6.2 Conclusions

Based on validation and verification results, it can be concluded that the incorporated phenomena
and the level of accuracy with which they are described is sufficient to accurately embody the
rigid-body dynamics and stress response of the WindFlo TLP. The exact influence of flexibility
on the long-term fatigue damage, however, remains unknown.

Regarding the effects of nonlinearities on the fatigue damage of the WindFlo TLP, it can be
concluded that a linear approach is suitable for the approximation of the long-term damage in
the pontoon hotspots. However, in mid-section hotspots with relatively low stress response, the
long-term damage is underestimated by 48% due to the high sensitivity of the damage to
differences in the stress response. Conservative safety factors should, therefore, be applied to the
damage in such hotspots when they are calculated by a linear approach. In general, the damage
in sea states with wave height lower than 7.75m are accurately described by the linearized model
and, in the case of mid-section hotspots with relatively low stress response, the damage is
underestimated for wave heights of 3.75m and higher. The presence of multiaxiality and non-
proportionality has been demonstrated for a number of hotspots and during both operational and
extreme conditions, but it has not been possible to capture their combined influences on the
damage.

Finally, it has been determined that the damage calculation method in this thesis is only
applicable to uniaxial or proportional multi-axial loads. In the latter case, the instantaneous,
numerically largest value between the first and second principal stress must then be used for the
determination of the fatigue damage. The method can thus be used for the purpose of obtaining

initial sizing and comparing design alternative in early design stages.

6.3 Recommendations for Further Work

In this thesis a number of aspects have been omitted which, on the basis of observations from
results and literature research, have been regarded as important phenomena concerning fatigue

damage in general and the applicability of linear approach. These are summarized below:

* The coupled pitch/tower bending and roll/tower bending modes of the TLPWT system
could not be predicted due to the rigid-body assumption. This can be added to the model
with two additional DOF's representing the fore-aft and side-to-side motions of the tower.
The corresponding FoMs can be derived based on a single beam element using Euler-
Bernoulli beam theory.

* Advanced modelling of turbine control system is of great importance for fatigue
assessment of TLPWTSs; since control system-induced vibrations are highly dynamic and
interacting with platform loads. Furthermore, 1P and 3P vibrations and torsional stresses

due to yaw error also require further investigation.
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* Follow-up investigation regarding multiaxiality is required to develop a stress
component that can be applied to the developed method in case of non-proportional
multi-axial loading.

* Investigation on the influence of higher order wave theories and diffraction analyses are
required to determine whether these effects are rightfully ignored

* The influence of time-varying wave direction on the fatigue damage response must be
further assessed.

*  The linearized, time domain EoMs must be decoupled and transformed into frequency

domain in order to be used efficiently.
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APPENDIX A

WindFlo TLP Design

A.1 Platform Specifications
The complete overview of geometric parameters is depicted in Figure A - 3, along with a top
view of the platform in Figure A - 1, denoted with “section A”, and a cross sectional view of the

pontoons at section B* is shown in Figure A - 2. Values of relevant design parameters are listed
Table A - 1°.

Hbox

Figure A - 2: Pontoon Cross

Figure A - 1: Platform Top View (Section "A" view)

Section View (Section "B" view)

' Note that section B is not drawn to scale.

* Global- and local dimensioning of the WindFlo TLP, as well as the mooring configuration and turbine dimensions are designed on the basis of
motion performance and ULS analysis, performed by Bluewater parallel to the research in this paper. Dimensions presented in this section are

based on the last known version, obtained on October 10, 2017.
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Figure A - 3: WindFlo TLP - Parametric Representation
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Table A - 1: Principle Parameters Associated With Design of WindFlo TLP

Parameter Symbol Unit Value
Water Depth d m 94
Transition Piece Height (below MSL/draft) Hirans petow m 27
Transition Piece Height (above MSL) Hivans. above m 5.6
Central Column Diameter Diia m 6
Central Column Thickness timia mm 62.4
Vertical Distance Keel to Pontoon Bottom Ehos m 0.5
Vertical Eccentricity Mooring Line Attachment e m 2.5
Pontoon Height Hyo, m 5
Pontoon Width Wios m 5
Pontoon Length Lioe m 44.5
Radius Centre to Tendon Connections Rp m 47.5
Radius Centre to Anchor Points Rs m 55.4
Pontoon Top and Bottom Plate Thickness trop mm 50
Pontoon Side Plate Thickness tside mm 25
Platform Mass M, t 2725
Total Displacement Misp t 4193
Pretension (total) Fry kN 14400
Drag Constants Pontoon gD,p - [1.2 12 o05]7
Drag Constants Mid-Section & Transition Piece € pmia - [12 12 o05]
Added Mass Pontoon Cap - [1.0 1.0 1.0]"
Added Mass Mid-Section & Transition Piece Camia - [1.0 1.0 1.0]7

. ~ [617 617 5.00]"
Mass Moments of Inertia TLP (About CoG) Jrip tm? 105
Cross Sectional Area of Pontoons pontoon m? 0.51
Cross Sectional Area of Pontoons (Longitudinal) AZonmon m? 7.35
Enclosed Area of Pontoons Al ontoon m? 24.58
Second Moments of Area Pontoon Cross-Section  Lpontoon m*  [2.79 091 4.72]7
Cross Sectional Area of Mid-section Ania m?> 1.24
Second Moments of Area Mid-section Cross- I . T
Section Imia m [290 290 5.16]
Elasticity Modulus E GPa 212
Pontoon Connection Stiffness with Transition K kNm,/ [4.88 4.88 106]"
Piece About z, y and z Axes of Pontoon CoG =P rad =107
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A.2 Turbine Specifications

As a starting point, design of the WindFlo TLP was based on the NREL offshore 5SMW baseline
wind turbine, which is thoroughly specified by Jonkman et al. [71]. Relevant properties of the
RNA are listed in Table A - 2 and tower properties are presented in Table A - 3. Figure A - 4

depicts the distribution of the tower diameter, as a function of its position w.r.t. the tower base.

Table A - 2: RNA Parameters

Parameter Symbol Unit Value
Rotor Diameter Diotor m 126
Vertical Distance Bottom of Main Bearing to

RNA CoG €, RNA m 1.75
Horizontal Distance Turbine Yaw Axis to RNA

CoG €1 RNA m 1.87

RNA mass Mpna t 330

Cut-in Rotor Speed Win rpm 6.9

Rated Rotor Speed W rpm 12.1

Cut-in Wind Speed Usn ms! 3

Cut-out Wind Speed Uyt ms™ 25

RNA Drag Area in Parked Conditions qu(NA,ex m? 122.9

RNA Drag Constant in Parked Conditions CprNa - 0.25

Mass Moments of Inertia of RNA (About CoG) JrNA tm? [2.94 5'1584 2941
Blade Mass Moment of Inertia (w.r.t. root) I biade tm? 11776

Table A - 3: Tower Specifications

Parameter Symbol Unit Value
Tower Base Diameter Diower.pase m 6.0

Tower Top Diameter Diowertop m 4.7

Tower Height Liower m 67
Average Tower Wall Thickness Ltower mm 54

Tower Mass Miower t 347

Drag Constants Tower Cpe - [12 12 0]
Mass Moments of Inertia of Tower About z, I, o [1.58 1.58 0.03]7
y and z Axes of Tower CoG - -10°

Tower Connection Stiffness with Transition [9.74 9.74 106]"

ke kNm/rad

Piece About z, y and z Axes of Tower CoG -107
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—Outer Diawmeter [m] ——Iuner Diameter [

0 0 5 5 8 10 15 15 18 18 1s 21 23 26 28 31 34 36 39 41 41 42 44 47 49 52 54 57 59 62 64 67

Distance From Tower Base [u]

Figure A - 4: Distribution of Tower Diameter Along Longitudinal Axis

Thrust Coefficient Cr

Preliminary assessment on the power production of the 5MW turbine, including active pitch
control system, shows a certain relationship between the thrust coefficient Cr and wind speed at
nacelle height, depicted in Table A - 4. Note that these values were obtained based on a bottom-
fixed platform and for 90° angle of attack (wind stream normal to blade chord).

In order to create a continuous dependency of the thrust coefficient Cr to the mean wind
velocity at RNA level fi, 4, the thrust coefficient values are fitted with a 10" degree polynomial,
as shown in Figure A - 5. Note that the curve fitted Cr function (Equation [A-1]) is, much like

the original values, only valid in the wind velocity range of 3.5 to 25ms™.

Cr =24546-10"1 - @)% — 3.7240-107° -4, , + 2.3919-1077 - 4§, — 8.4456
-107%-4j,, + 1.7798-107* - 4§, , — 0.0023 - Gy, , + 0.0170 [A-1]
-t — 0.068-43,, + 0.1158- %3, — 0.0546 - @i, , + 0.9687

where Ty, g = Uy, g - <1 +5.73-1072 -Jl +0.148 - |uw,a| . ln(zwlzzzRNA/H))

1

Data
—— 10"

deg. Polynomial

4 6 8 10 12 14 16 18 20 22 24
U [m/s]

wind

Figure A - 5: Thrust Coefficient
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Table A - 4: Guaranteed Power Curve (Dounreay Conditions)

Wind Speed (ms™) Cr Wind Speed (ms™) Cr
3.5 0.971 14.5 0.293
4 0.894 15 0.263
4.5 0.83 15.5 0.237
) 0.777 16 0.215
9.9 0.777 16.5 0.195
6 0.778 17 0.178
6.5 0.778 17.5 0.163
7 0.779 18 0.15
7.5 0.78 18.5 0.139
8 0.781 19 0.128
8.5 0.782 19.5 0.119
9 0.782 20 0.111
9.5 0.762 20.5 0.103
10 0.732 21 0.096
10.5 0.704 21.5 0.09
11 0.677 22 0.085
11.5 0.65 22.5 0.079
12 0.623 23 0.075
12.5 0.506 23.5 0.071
13 0.429 24 0.067
13.5 0.374 24.5 0.063
14 0.33 25 0.06

RNA Drag Coefficients in Parked Condition
Drag coefficients of rotors and nacelle during parked conditions, shown in Table A - 5, have been

determined by Jonkman et al. [71] and used to calculate the drag area and weighted average

drag constant Cp gya of the RNA according to Equation [A-2] and [A-3], respectively.

CD,RNA =

17

X T 2
ARNA,ex = Li “t+ ZDNacelle
i=1

YLt Cpy +

T

2
4 DNacelle ' CD,Nacelle

X
ARNA,ex

[A-2]

[A-3]

where L;, t; and Cp; are, respectively, the length, thickness and aerodynamic drag coefficient

of segment i of the rotor blade. And Dygcerre and Cp yacerre are the diameter and drag coefficient

of the nacelle, respectively.
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Table A - 5: Drag Coefficients for Sub-parts of the RNA

Structural Part i Length L; Thickness t; Cpi
Rotor segment 1 2.7 0.64 0.5
Rotor segment 2 2.7 0.69 0.5
Rotor segment 3 2.7 0.75 0.35
Rotor segment 4 4.1 0.82 0.0113
Rotor segment 5 4.1 0.84 0.0094
Rotor segment 6 4.1 0.80 0.0094
Rotor segment 7 4.1 0.76 0.0087
Rotor segment 8 4.1 0.72 0.0065
Rotor segment 9 4.1 0.67 0.0065
Rotor segment 10 4.1 0.63 0.0057
Rotor segment 11 4.1 0.59 0.0057
Rotor segment 12 4.1 0.54 0.0052
Rotor segment 13 4.1 0.50 0.0052
Rotor segment 14 4.1 0.45 0.0052
Rotor segment 15 2.7 0.42 0.0052
Rotor segment 16 2.7 0.38 0.0052
Rotor segment 17 2.7 0.26 0.0052
Nacelle (diameter) 3.0 - 1.2
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APPENDIX B

Parametric Discretization of WindFlo TLP Geometry

B.1 Platform and Turbine Mass

Discretization of Platform Mass
Segmentation of pontoon masses is based on equal subdivision of the total pontoon mass. The

total platform mass is given by Equation [B-1], where the mass of the permanently submerged

part of the central column is denoted with m,,;4.

3Npox
my = Z Mpox,i + Miniq [B-1]
i=1
where
m
Mpox,k = N::j:' k=1..3Npox [B—Q]

Discretization of Turbine and Transition Piece Mass
Distribution of mass segments of transition piece and tower is based on volumetric distribution
of a cone-shaped geometry. Note that “transition piece” denotes the topmost and middle sections

of the submerged parts of the central column. The total turbine mass is given by Equation [B-
3].

Ntower +5
Miyurbine = z myg [B'B]
i=2
where
Munid» i=1
S a; * Merans i=2..4 B-4]
ti =Y, . _
a; * Meowers i=5 o Neower +4
MgNa» [ = Neower +5
\%4 i .
ranst i=2..4
trans,tot
a: = -
t Viower,i . 5 N 4 [B 5]
Ve o =25 ...Neower +
tower,tot

and the volumetric distribution of tower Vioyer; and transition piece Vipgns; is based on the

cone-shape geometries:

H i
Vtrans,i = % (Dtrans (Zi,base)2 + Dtrans (Zi,base)Dtrans (Zi,top) + Dtrans (Zi,top)z) [B'6]
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H tower,i 2 2
Vtower,i =57 (Dtower(zi,base) + Dtower (Zi,base)Dtower(Zi,top) + Dtower(zi,top) ) [B'7]
12Vtower
with
nH trans 2 2
Vtrans,tot = T (Dmid + Dmithrans,top + Dtrans,top) [B'S]
H tower
Vtower,tot = T (thower,base + Dtower,baseDtower,top + thower,top) [B—Q]
Dmid - Dtrans,top
Dirans(Z2') = Dpig — H z' [B—lo]
trans
Dtower,base - Dtower,top
Dtower(zl) = Dtower,base - z' [B—ll]

Htower + ev,RNA

B.2 Mass Moments of Inertia

Platform and Turbine
The mass moments of inertia are calculated using discretized lumped mass segments for structural
elements with an eccentricity w.r.t. the reference point (Og). Standard closed-form expressions
are used for the mass moments of inertia of structural components around their local CoG-fixed
axis frames.

Mass moments of inertia of lumped masses around an arbitrary axis is calculated using the

parallel axis theorem.

NpoxNieg Ntowert5
J=Jrp +Jrna t e + z Mpox,k * Thoxk T Z My * Ty [B-12]
k=1 i=1

with
2 2
YCoG,box,k + ZCoG,box,k

_ |2 2
Thoxk = | XCoG,poxk T ZCoG box,k [B-13]

2 2
XCoG boxk T Yo boxk

2 2
Yéoc,ti T ZCoc i
_ 2 2
Tt = | XCog,ti T ZCoG ti [B-14]

- 2 2
XCoc,ti T Yeoo 1,

The radial distances from global coordinate system (CoG) to the centre of box segments Ljeg x

is calculated using:

L
R, — —22% k =1,Nyoy + 1,2Npox + 1
2Nbox
Lieg e = Lyox [B-15]
kLleg k—1 Nb ) k=2 ---Nboxf Nbox +2.. ZNDOX’ Z(Nbox + 1) NlegsNbox
ox
where
Dmid
Lpox = Ry ——— [B-16]

2
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Rotor plane
The mass moment of inertia of the rotor blades, as used for calculating gyroscopic moments, is

approximated as the summation of the polar moments of inertia of each blade.

laisk = NpiadesIp prade [B-17]

B.3 Mooring Configuration

Static Coordinates of Mooring Line Connectors
The static mooring configuration is characterized by the coordinate vectors in Equations [B-18],
[B-19] and [B-20], representing the coordinates of the static position of the mooring line

connectors between mooring line 1, 2 and 3 and their corresponding pontoon, respectively.

—R,/2
Py, = V3Rp/2 [B-18]
__KG t epot T epox
. Rp _
PO,Z = 0 [B—].g]
_—KG + epor + ebox_

~R,/2
Poz = —V3Rp/2 [B-20]
__KG t epot T epox

Static Coordinates of Mooring Line Connectors
The mooring configuration is also characterized by the coordinate vectors in Equations [B-21],
[B-22] and [B-23|, which represent the coordinates of the static position of the anchor points of

mooring line 1, 2 and 3, respectively.

—Wr/2
SBy = Po1 + |V3Wy/2 [B-21]
_HT
Wy
SBy = Pop +| 0 [B-22]
_HT
Wy /2
SBs = Py 3 — |\3Wy /2 [B-23]
Hyp
where
Hp = d— Tnean t €pot + €pox [B'24]
and
Wy = Rg — Rp [B-25]
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B.4 Discretization of Centre of Gravity

Pontoon Segments

The CoGs of each pontoon segment are described by Equation [B-26].

XCoG,box,k
CoGpoxx = YeoG,boxk | k=1 ---NlegsNbox
ZCoG,box,k
where
Lleg,k
_T’ klebox
XcoGhoxk = { Lieg i k= Nyox +1...2Np0x
Lleg,k
\=—=5— k= 2Npox + 1. NiggsNpox
V3
(7Lleg,k ) k = 1 Nbox
Yeog boxk =4 0, k = Npox + 1 ...2Npoy
V3
k_7l‘leg,kr k= 2Npoy +1... NlegsNbox
Hbox

ZCoG,box,k = —KG + epor +

2

Central Column and Turbine Segments

[B-26]

[B-27]

[B-28]

[B-29)]

The CoGs of the central column and turbine segments are described by Equation [B-30].

X .
COG't'l [0 0 1( G I 1( Gt,i]T
(:OGt,i = )COG,t,i = {

A , [ex'RNA 0 —KG+ KGt,l']T' [ = Neower +5
CoG,t,1
where
Huia i =
H
%, i=2..4
Ht’i - Htower .

e — i =5..Nywer +4

thower
0, l == Ntower + 5

H .
2, i=1
KGei = Hpi 1+ Hej .
KGe iy +—————, i=2..Neower +5

2

B.5 Discretization of Centre of Buoyancy

Pontoon Segments

The CoBs of each pontoon segment are equal to their CoGs:
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COBbox,k = COGbox,k [B-33]

Submerged Parts of Central Column

To prevent fluctuating water level- induced contact problem, the top submerged part of the
central column is not subdivided in multiple sections for the calculation of hydrodynamic forces.
Therefore, the CoBs of the middle and upper part of the central column are described by Equation
[B-34] and [B-35], respectively.

CoBpiq 0
COBt,l = COB7ZT'lid = 0 [B—34]
CoB%i4 ZcoG,tn
COBgcrans 0
CoB;, = [CoB). .| = 0 ] [B-35]
COBtZrans —KG + Hmid + COBtrans(t)
where
CoB — Htrans,BelowWL (t) (Rlz)ase + 3RI%VL + 2RbaseRWL) [B—36]
frans 4 Rl%ase + RI%VL + RbaseRWL
and
Htrans,BelowWL (t) = Tmean t 5(771'772' t) — 13 — Hmiq [B-37]
D t
RWL - transz,WL( ) [B—38]

Dmid - Dtrans,top

Dtrans,WL (t) = Dtrans(Tmean - Hmid) + * (5(771'772' t) - 773) [B—39]

Htrans
B.6 Discretization of Drag Areas

Pontoon Segments

The static drag areas in the direction of the global axes are described by Equation [B-40].

Agox,k
Agox,k
Alzaox,k
T

HyoxLpoxV3  Hpoxl WhoxL B-40

[ box box‘/_ box™box box box] , k=2 ---Nbox + 1:2Nbox + 2 ---Nlegs(Nbox + 1) [ ]
— ZNmb 2IVbox Nbox

Hyox L WhoxLpox]"
L [0 boxbox box box] ' k= Npox +1...2Nypy
Nbox NbOX

Submerged Parts of Central Column
To prevent fluctuating water level- induced contact problem, the top part of the transition piece

is not subdivided in multiple sections for the calculation of hydrodynamic forces.
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DpiaHmia
Amid,l = Dmideid
wDpa /4
A%Crans,below
Amid,z = A%Irans,below

0
with

x =47 _ (Dtrans,base + Dtrans,WL) H
trans,below — “‘trans,below — 2 * Htrgns,BelowWL (t)

Wind Drag Areas
All areas subjected to wind drag are defined in Equation [B-44].

T .
[A%Crans,above A%}rans,above 0] ’ = 1
. = T s
Awind =\ [Hy 143 * De(2e;)  Hejas * De(ze)) 0], j=2..Neower
0, J = Neower +1

where

x — 4 _ (Dtrans,WL + Dtrans,top) H
trans,above — “‘trans,above 2 * Oirans, AboveWL (t)

Htrans,AboueWL (t) = Htrans - Htrans,BelowWL (t)

H
Ztj = T (G —15), J =2 ... Neower

Ntower
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APPENDIX C

Wind and Wave Spectra

C.1 Wave Spectrum

As was shown in Section 3.2.2, the superposition principle is characterized by a wave spectrum
S(w), which is the probability distribution of the wave energy for a given sea state. In other
words, it defines how much energy is accumulated within a frequency bin that corresponds to a
certain wave amplitude. According to met-ocean studies [3], the wave spectrum that corresponds
well with the wave characteristics at the Dounreay site is the JONSWAP spectrum, as depicted
in Equation [C-1].

1(W—wp)\2
S(w) =(1-0.287Iny) * Spy (w) * yeXp(‘E( cwp ) ) [C-1]

where:

* y =2 is the dimensionless peak shape factor;

-4
o Spylw) = %Hszwgw‘S exp <_%(w%,> ) is the Pierson-Moskowitz spectrum;

*  wp = 2m/T, is the peak frequency [rad/s|;

*  H; is the significant wave height [m];
{0.07 forw < w,
o=

is the spectral width parameter.
0.09 for w = wy,

The wave number of each wave component is determined using the dispersion relationship, as
shown in Equation [C-2]:

w? = gk; tanh(k;d) [C-2]

The frequency dependent wave amplitudes of each wave component are determined by discrete
integration of the wave spectral density function S(w) over a uniformly distributed frequency

interval [Wmin, Wmax] With constant frequency resolution Aw, as shown in Equation [C-3].
a; = +/2S(w;)Aw [C-3]

The frequency resolution is chosen such, that repetition of the time signal is avoided:

Aw = (wmax - wmin)/Nwave = 77:/Tsim [C'4]

where Ty, is the duration of the time signal.
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C.2

Wind Spectrum

Froya spectral density function for frequency f:

2 0.45
s20+(g2) + (%)
Uref Zref

(1+ fryom

5() =

Where:

Uwy is the 1h wind speed at zy.f;

Zrey = 10m is the reference elevation above sea level;

z is the elevation above sea level, taken as the RNA level;
Urer = 10ms is a reference wind speed;

2
;o z 3 m 2
f =172~ f * (Zref) * (Uref>

fis the frequency in Hertz over the range [0.00167Hz, 0.5Hz|. This means that @;yrp min =

2m-0.00167 and weyrpmax = T;
n = 0.468 is a non-dimensional coefficient.

The spectral density function is discretized along a uniform frequency interval from wgy,-p min to

W yrp,max With constant frequency resolution Awyy,,-,. The constant frequency resolution is chosen

such, that repetition of the time signal is avoided.

A(Uturb = (wturb,max - wturb,min)/Nturb = 77:/Tsim [0“5}

where Ngypp is the number of wind turbulence components and T;y,, is the duration of the

time signal.
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APPENDIX D

Applicability of Linear Wave Theory

D.1 Nonlinear Wave Theories for Long Term Wave Conditions - Sea
States

In the following analysis, the significant wave heights H, and spectral peak periods T, provided

in met-ocean studies [3], are used to determine for each sea state whether waves within the sea

states are applicable to linear wave theory. The linear wave limit, the upmost threshold for which

linear wave theory is applicable, and water depth classifications are determined based on Figure

3-5. The results are shown in Table D - 1. Note that boxes denoted with a zero correspond to

sea states that are non-existent.

D.2 Nonlinear Wave Theories for Short Term Wave Conditions -
Individual Waves

In the following analysis, average yearly occurring individual waves with wave height H and wave

period T, provided in met-ocean studies [3], are used to determine for each individual wave

whether it is applicable to linear wave theory. The linear wave limit, breaking wave limit and

water depth classifications are determined based on Figure 3-5. The results are shown in Table

D - 2. Note that boxes denoted with a zero correspond to sea states that are non-existent.
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Telsl

Hs [m] From
From To
[1] 0.5
0.5 1
1 1.5
1.5 2
2 2.5
2.5 3
3 3.5
3.5 4
4 4.5
4.5 5
5 5.5
5.5 6
6 6.5
6.5 7
7 7.5
7.5 8
8 85
8.5 9
9 9.5
9.5 10
10 10.5
10.5 11!
11 115
11.5 12
12 12.5
12.5 13
13 13.5
13.5 14/
14 14.5
14.5 15
15 15.5

Table D - 1: Applicability Linear Wave Theory Based on Sea States

Linear Wave Limit

d/(gT = 2) =

3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23
4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
0.00208| 0.001258 0.000842 0.000603 0.000453 0.000353 0.000282 0.000231 0.000193 0.000163 0.00014 0.000121 0.000106 9.36E-05 8.32E-05 0 0 1] 0 0 0 H.owo_..n—
0.006241 0.003775 0.002527| 0.00181 0.001359 0.001058 0.000847 0.000693 0.000578 0.000489 0.000419 0.000364 0.000318 0.000281 0.00025 0.000223 0.000201 0.000182 0.000165 0.000151 0.000138 i
0 0.006292 0.004212 0.003016 0.002265| 0.001764 0.001412 0.001156 0.000963 0.000815 0.000699 0.000606 0.00053 0.000468 0.000416 0.000372 0.000335 0.000303 0.000276 0.000252 0.000231 Nonlinear
0 0 0.005897 0.004222 0.003171 0.002469 0.001977| 0.001618 0.001349 0.001142 0.000979 0.000848 0.000743 0.000655 0.000582 0.000521 0.000469 0.000424 0.000386 0
0 0 0 0.005429 0.004077 0.003175 0.002541 0.00208 0.001734| 0.001468 0.001258 0.001091 0.000955 0.000842 0.000749 0.00067 0.000603 0.000546 0
0 0 0 0.006635 0.004984 0.00388 0.003106 0.002543 0.00212 0.001794 0.001538 o.ooumwwi 0.001167 0.00103 0.000915 0.000819 0.000737 0.000667 0 1] 0
1] 1] 0 0 0.00589 0.004585 0.003671 0.003005 0.002505 0.00212 0.001818 0.001576 0.001379 0.001217 0.001082| 0.000968 0.000871( 0.000788 0 0 0
0 0 0 1] 0 0.005291 0.004236 0.003467 0.00289 0.002446 0.002097 0.001818 0.001591 0.001404 0.001248 0.001117 0.001005 0 0 0 0
0 1] 0 0 0 0 0.0048 0.00393 0.003276 0.002773 0.002377 0.002061 0.001803 0.001591 0.001415 0.001266 0.001139 0 (1] 0 0
0 0 0 0 0 0 0.005365 0.004392 0.003661 0.003099 0.002657 0.002303 0.002015 0.001779 0.001581 0.001415 0.001273 0 0 0 0
0 0 0 0 0 0 0 0.004854 0.004047 0.003425 0.002936 0.002545 0.002228 0.001966 0.001747 0.001564 0.001407 0.001273 0 0 0
0 0 0 1] 0 0 0.006455 0.005316 0.004432 0.003751 0.003216 0.002788 0.00244 0.002153 0.001914 0.001713 0.001541 0 0 0 0
0 1] 0 0 0 1] 0 0 0.004817 0.004077 0.003496 0.00303 0.002652 0.00234 0.00208 0.001862 0.001675 0 0 0 0
0 0 0 0 0 0 0 0 0 0.004404 0.003775 0.003273 0.002864 0.002527 0.002247 0.00201 0.00181 ] 0 0 0
0 0 0 0 0 0 0 0 0 0.00473 0.004055 0.003515 0.003076 0.002715 0.002413 0.002159 0.001944 0 0 0 0
[1] 1] 0 0 0 0 0 0 0 0.005056 0.004335 0.003757 0.003288 0.002902 0 0 [v] 0 0 1] 0
0 0 0 0 0 0 0 0 1] 0 0.004614 0.004  0.0035 0.003089 0 0 1] 0 0 0 0
0 ] 0 0 0 1] 0 0 0 0 0 0.004242 0.003713 0 0.002912 0 [v] 0 1] 1] 0
0 0 0 1] 0 0 1] (1] 0 1] 0 0 0.003925 0.003463 0 0 o 0 0 0 0
0 0 0 0 0 0 0 0 1] 0 0 0.004727 0 0.003651 0 0 1] 0 0 0 0
0 1] 0 0 1] 0 0 0 0 0 0 [1] 0 0 0.003412 0 [v] 0 0 0 0
0 0 0 1] 0 0 1] 1] 0 1] 0 0 0 0 0.003578 0 o 0 0 0 0
0 0 0 0 0 0 0 0 1] 0 0 0 0 0 0.003745 0 1] 0 0 0 0
[1] 0 0 0 0 [v] 0 0 0 0 0 0 0 0 0.003911 1] [v] 0 0 0 0
0 0 0 1] 0 0 1] 1] 0 1] 0 0 0 0 0.004077 0 o 0 0 0 0
0 0 0 0 0 0 0 0 1] 0 0 0 0 0 0.004244 0 1] 0 0 0 0
[1] 1] 0 0 0 0 0 0 0 0 0 0 0 0 0.00441 1] v} 0 0 0 0
0 0 0 1] 0 0 1] 1] 0 0 0 0 0 0 0.004577 0 o 0 0 0 0
0 0 0 0 0 0 0 0 1] 0 0 0 0 0 0.004743 0 1] 1] 0 0 0
[1] 0 0 0 0 0 0 0 0 0 0 [1] 0 0 0.00481 0 1] 0 0 0 0
0 0 0 1] 0 0 4] [1] 0 4] 0 0 0 0 0.005076 0 o 0 0 0 0
0.002 0.002 0.002 0.002 0.002 0.0018 0.0018 0.0017 0.0016 0.0015 0.0014 0.0014 0.0012 0.0012 0.001 0.001 0.001 0.0007 0.0007 0.0007 0.0007
0.5 0.3 0.2 0.2 0.1 0.1 0.09 0.07 0.06 0.05 0.05 0.04 0.04 0.03 0.03 0.03 0.02 0.02
Umm@ Water Waves Intermediate Water Waves
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Wave Period [s]

Height [m]
0

0.5

1

15

2

25

4.5

5.5

6.5

7.5
8
B85
9
9.5
10
10.5
1
115
12
125
13
13.5
14
145
15

Breaking Wave Limit (Deep) [

Linear Wave Limit

d/(gT " 2) =

0.5
1
15
2
25
3
3.5

115
12
12.5

15.5

Table D - 2: Applicability Linear

Wave Theory Based on Individual Waves

1 2 3 4 5 6 7 8 9 10 1 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29
2 3 4 5 6 7 8 9 10 1 12 13 14 15 16 17 13 19 20 2 22 23 24 25 26 27 28 29 30
0.006371 0.016989 0.055747 0.043833 0.0269 0.015082 0.008362 0.004405 0.002548 0.001474 0.001062 0.000603 0.00052 0.00034 0.00019¢ 0.000176 0.000157 0.000141 0.000127 5.78E-05 5.27E-05 4.B2E-05 4.42E-05 4.08E-05 3.776-05 3.5E-05 3.25E-05 3.03E-05 2.8B3E-05
0 0.008495 0.02867 0.061162 0.048845 0.031205 0.017919 0.010382 0.005352 0.003159 0.002124 0.001357 0.00078 0.00068 0.000597 0.000265 0.000236 0.000212 0.000191 0.000173 0.000158 0.000145 0.000133 0.000122 0.000113 0.000105 9.75E-05 9.09E-05 8.49E-05
0 0.014158 0.007964 0.030581 0.038934 0.028605 0.017919 0.011012 0.006371 0.004212 0.002655 0.001508  0.0013 0.000566 0.000498 0.000441 0.000393 0.000353 0.000319 0.000289 0.000263 0.000241 0.000221 0.000204 0.000188 0.000175 0.000163 0.000152 0.000142
0 0 0.011149 0.014271 0.024776 0.021844 0.016724 0.011012 0.005352 0.002949 0.002478 0.001056 0.00091 0.000793 0.000697 0.000617 0.000551 0.000494 0.000446 0.000405 0.000369 0.000337 0.00031 0.000285 0.000264 0.000245 0.000228 0.000212 0.000198
0 0 0.014335 0.009174 0.012742 0.018723 0.014335 0.008455 0.004587 0.003791 0.001583 0.001357 0.00117 0.001013 0.000896 0.000794 0.000708 0.000635 0.000573 0.00052 0.000474 0.000434 0.000398 0.000367 0.000339 0.000315 0.000293 0.000273 0.000255
1] 0 001752 0.011213 0.007787 0.011442 0.00876 0.006922 0.005607 0.002317 0.001947 0.001659 0.00143 0.001246 0.001095 0.00097 0.000865 0.000777 0.000701 0.000636 0.000579 0.00053 0.000487 0.000449 0.000415 0.000385 0.000358 0.000333 0.000311
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APPENDIX E

Main Characteristics of Applied ODE Solvers

E.1 Explicit Versus Implicit Methods
The distinction between explicit and implicit solvers are based on the conditions that are used
to calculate the solution at any time step. More specifically, if the state of the system at time

instant t;,4 is only based on the solution in the previous step(s), the method is explicit:

4i+1 = fope(qi) + O(At?) [E-1]

where € is the order of the local truncation error.

If the state of the system at time instant t;, 1 is also based on the solution in the current step,

the method is implicit:

di+1 = fore(qi, qiv1 ) + O(At®) [E-2]

E.2 Order of Truncation Error

The local truncation error O(At€) is a direct result of the fact that all numerical methods are
discretised approximations of the analytical solution, based on a Taylor-series expansion. The
order to which the expansion is taken determines the accuracy of the approximated solution at
each time step. The order of this error is called the local truncation error; the higher the order,
the lower the local errors. As an example, the generic problem as shown in Equation [E-3] will
be elaborated using the Forward Euler method. To find the local truncation error, the Taylor
series expansion (TSE) of the arbitrary function x(t) is applied near the time instant t; and
evaluated at the following time step t;;q = t; + At. Since the Forward Euler method is a first
order method, the TSE is applied until the 2* order:

i+1 — ti

t ox )
x(tisy) = x(6) + 2 4 0(Ar?) [E-3]
1! at t=tl‘
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Rewriting this expression in discretized manner, the approximation of x(t) at t;;; can be
found using the state of the system during the previous time step. The velocity of x(t) at t;,q is

approximated by deriving the expression in Equation [E-4] to time:

Xiy1 = X + AtJ.Ci + O(Atz) [E—4]
Xiy1 = X; + AtX; + 0(At?) [E-5]
where the acceleration can be calculated using the generic form of the EOM: X; =

m_l(—cfci - kxi + F(tl))

In this case, the ODE solver function can be represented as:

X + Atxl

fope(qi) = X; + At * m‘l(—cfci —kx; + F(ti)) -

Accumulation of errors at a time instant t* after the start of simulation is called the global

truncation error (GTE) and its order can be calculated using the following relation:

*

t
TE = — % O(At€ E-7
G At*o(t) [E-7]

€global = € — 1 [E"S]

E.3 Time Stepping

Other integration schemes approximate the solution by truncating the TSE at higher order or
by applying adaptive time stepping. The latter is a method to minimize the local error by varying
At at each time step to match the acceptable error magnitude, besides increasing € for the
complete simulation. The purpose of such procedure is to achieve accuracy with minimum

computational effort.

E.4 Linear Multi-Step Versus Runge-Kutta Methods
In general, numerical methods can be categorized in two groups: Linear multi-step solvers and
Runge-Kutta solvers. Although many variations exist of both groups, only those methods will be

discussed that are integrated in the Matlab ODE solvers.

Linear multi-step methods
Linear multi-step methods approximate the solution as a weighted summation of the solutions
at a number of previous time steps. These methods are distinguished by the number of steps,
whether the solver is explicit or implicit and the coefficients that are multiplied with the
function values. In implicit linear multi-step methods, not only solutions at previous time
steps are used, but also the solution at the current time instant. Implicit linear-multistep

solvers include, amongst others, the Adams-Moulton methods, the trapezoidal rule and the
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Backward Differentiation Formulas (BDFs). Examples of explicit linear multi-step methods
are the Euler method and Adams-Bashforth method. A mathematical representation of the
explicit linear multi-step method is shown in Equation [E-9] and the implicit variant is

represented by Equation [E-10]:

Qi+1 = fopEQi-m+1, Qi-m+2, -, q1) + O(At?) , for M = 1,23 .0 [E-9]
qi+1 = fope(Qi-m+1, Qi-m+2, > Qi+1) + O(ALF) , for M =123 ... 0 [E-10]
where the integer M represents the maximum number of steps that are used to calculate the

solution at time step t;,1. If M = 1, the method is called a single-step or one-step method.

An explicit linear 3-step solver is visually represented in Figure E - 1:

] >
tn—z tﬂ—l tn IL'r1L+:L

Figure E - 1: An Explicit Linear 3-Step Solver

The classical Runge-Kutta method
The classical Runge-Kutta method evaluates solutions at 4 intermediate steps between the
current step and the adjacent step. At each consecutive intermediate step, the new value and
increment are calculated, after which the value of the intermediate step is recalculated based
on the new increment. This procedure is continued four times, until the neighbouring time
step is reached. A visual representation of this procedure for the solution between time steps
0 and 1 is shown in Figure E - 2. A mathematical representation of the solution scheme is
given in Equation [E-11], from which can be seen that the RK4 method is a single-step method

with local truncation order of 5.

i+1 = fope(q:) + O(At®) [E-11]

-

3)
.

o
o
- 7
I

-
-
-
.

i 1

Figure E - 2: Runge-Kutta Algorithm
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E.5 Predictor-Corrector Algorithms
It is often necessary for implicit linear multi-step methods to implement a so-called predictor-
corrector method. From Equation [E-10], it is clear that the unknown value q;,, appears at both
the right-hand side as well as the left-hand side of the equation. The predictor-corrector algorithm
is an efficient technique to get around this difficulty.

This feature uses an explicit method to obtain a first, rough estimate of the curve.
Subsequently, an implicit method is applied to refine the predicted value. This procedure can be

repeated several times, depending on the code and the allowed error tolerance [87].

E.6 Stiff Versus Non-Stiff Problems
Generally, stiff problems can be described as differential equations, consisting of terms that can
cause numerical instability unless the time step size is extremely small. According to J.D.

Lambert [88], the following definition of stiffness can be applied:

“If a numerical method with o finite region of absolute stability, applied to a
system with any initial conditions, is forced to use in a certain interval of
integration a steplength which is excessively small in relation to the smoothness
of the exact solution in that interval, then the system is said to be stiff in that

interval.”

When solving ODEs numerically, it is expected that the time step size is taken smaller in
regions where the increment of the curve is relatively large, in order to restrain the magnitude of
errors. When solving stiff problems, it may occur that although the curve shows minor variation,
the numerical method requires time step sizes that are unacceptably small. This phenomenon is
a computational property that relates to the interaction of the applied numerical method with
the considered ODE. Although not necessarily, explicit methods are generally used to solve non-
stiff problems. Stiff problems are almost always easier solved by implicit codes compared to

explicit solvers. One must therefore assure that the solver is suitable for the problem [89].
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APPENDIX F

Formulation of Sectional Stresses

F.1 Sectional Forces in Pontoon 1

The cross-sectional normal force, shear force in the local y-axis and shear force in the local zaxis
in pontoon 1 are depicted in Equations [F-1], [F-2] and [F-3|, respectively. The cross-sectional
moments about the local 2, ¥ and zaxis in pontoon 1 are expressed as shown in Equations [F-
4], [F-5] and [F-6].

N V3 1 V3
Ny = 327" (7 (Fayai + Fini) =5 (Faya, + Fiﬁ,i)) +5 Fla— 1
1
EFT)"{lph,leobeox
Nbox
V3 1 V3 1
Vy1= Z > (Fiai + Fing) + E(Ff}tlyd,i +Fh) |+ 7FT}€1 + EFT}‘,.l [F-2]
i=1
Npox
Vo1 = Z (Féyai + Ffii) + FE1 4 Py LpoxWhox [F-3]
i=1
1 V3 V3 1
My, = —K; - <§774 + 7775> + ey - <7Fr)f1 + EF%/J) [F-4]
Npox D 1
id
My,l = - Z (ri - T;u ) : (thyd,i + Fl%l,i) + F’Ig,l ' Lbox + EPv,lL%oxWbox [F‘5}
i=1
Npox
Diia\ [ V3 1
M, =— Z (ri - %) : 7(Fiigza,i +Fh)+ 5 (Faya; + Fini)
=
l [F-6]
V3 1
+ <7F7)‘{1 +EF}/,1> *Lpox

where:
* [ is the number of the discretized body;
*  Npoy is the number of pontoon segments per pontoon;
* Fin; is the inertial force vector of segment i;
* 1; is the perpendicular distance from the position of the cross-section to the CoG of
segment i;
* ey is the eccentricity of the mooring forces with the centroid of the pontoon cross-

section.
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F.2 Sectional Forces in Pontoon 2
The cross-sectional normal force, shear force in the local y-axis and shear force in the local zaxis
in pontoon 2 are depicted in Equations [F-7], [F-8] and [F-9], respectively. The cross-sectional

moments about the local 2, % and zaxis in pontoon 2 are expressed as shown in Equations [F-
10], [F-11] and [F-12].

2Npox
N, = Z (Fyai + Fini) + F&2 + P yWhoxHpox [F-7]
i=Npox+1
2Nbox
Vyo = z (Fifyd,i +Fh) +FL, [F-8]
i=Npox+1
2Npox
Vo= Y (Fhai+Fad) + Ffa + PuaLlooeWhox F-9]
i=Npox+1
My, ==K -na+ey- F%/,z [F-10]
2Npox D 1
id
My, =— Z (Ti - %) (Fiyai+ Fi) + Ff2 - Lpox + EPV.ZL%oxWbox [F-11]
i=Npox+1
2Npox
Dmia Y Y Y
MZ,Z = - Z = 2 ' (thd,i + Fin,i) + FT,Z ' Lbox {F'12]
i=Npox+1

F.3 Sectional Forces in Pontoon 3

The cross-sectional normal force, shear force in the local yaxis and shear force in the local zaxis
in pontoon 3 are depicted in Equations [F-13], [F-14] and [F-15], respectively. The cross-sectional
moments about the local 1-, ¥ and zaxis in pontoon 3 are expressed as shown in Equations [F-

16], [F-17] and [F-18].

3Npox

V3 1 V3 1
— Y Y X X Y X
N; = — ' Z - (Fiyai + Fini) + 5 (Faai + Fini) | + TFT,3 + EFTS F-13)
i=2Npox+1
+ Ph,3 Wbobeox
3Nbo;»c
1 V3 1 V3
Ves= D | 5(Phai+ Fhd) =5 Flar + FE) |+ 5P =5 Ffs P14
i=2Npox+1
3Npox
Vz,3 = Z (thyd,i + Fi%l,i) + F’IZ,3 + Pv,3LboxWbox [F'15]
i=2Npox+1
1 V3 1 V3
My 3 = —K; - (5774 - 7775> tey- <§F¥3 - TFT)'%) [F'16]
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3Npox
Dpia 1
My,3 = - (ri - %) ' (Fthd,i + Fi{l,i) + FTZ,S ' Lbox + EPU,3L%oxWbox [F'l’?]
i=2Npox+1
3Npox
Dmia) (1 V3
M,; =— Z (Ti - 21 ) |3 (Faya,i + Fini) — 7(F}i(yd,i +Fiy i)
i=2Npox+1

[F-18]

1 V3
+ (EF%% - 71:7)"{3) “Lpox

F.4 Sectional Forces in Central Column
The cross-sectional normal force, shear force in the local y-axis and shear force in the local zaxis
in the central column are depicted in Equations [F-19], [F-20] and [F-21], respectively. The cross-

sectional moments about the local -, y- and zaxis in the central column are expressed as shown
in Equations [F-22], [F-23] and [F-24].

NtOWET
Nt = Z (Fazero,i + Fl%t,i) + Fthd,trans + Figz,trans + Figz,RNA + FRZNA + Pv,mid
=1 [F-19]
1 2
’ ZT[Dmid
Ntower
Vx,t = Z (Fti(ero,i + Fi)T(L,i) + Fiﬁ/d,trans + Fi)r(z,trans + Fi)rfl,RNA + Flg(NA [F_QO]
i=1
Ntower
Vy,t = Z (Fcll/ero,i + Filr/l,i) + Fil{vyd,trans + Figl,trans + Fi1111,RNA + F}%’NA [F_Ql]
i=1
Ntower
Mx,t = Z _(ZCOG,i + KG + Hmid) ) (F(fero,i + Fig‘l.,i)
i=1
- (ZCoB,trans + KG + Hmid) ' F{yd,trans [F—QQ]
- (ZCOG,trans + KG + Hmid) ' Fi};z,trans
— (Zcogrna + KG + Hmig) - (Finrna + Fana)
Ntower
My,t = Z (ZCOG,i + KG + Hmid) ) (F(iiero,i + Fi}T(l,i)
i=1
+ (ZCOB,trans + KG + Hmid) ' Fii(yd,trans [F—23]
+ (ZCoG,trans + KG + Hmid) ' Fifl,trans
+ (Zcogrna + KG + Hpiq) - (Figva + Fiva) — €xrna
- (Ffrna + Féna) + Miyro
Mz,t = MgZyro [F—24]

where:
* [ is the number of the discretized tower segment;

Neower is the number of tower segments;
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*  Finrna and Fip erans are the inertial force vector of the RNA and submerged parts of
the central column, respectively;

*  Virans and Mygpqns are, respectively, the displaced volume and dry mass of the
submerged parts of the central column;

*  Myyurpine is the total mass of the turbine;

*  Hpq is the height of the mid-section;

*  eyprna is the eccentricity of the RNA-CoG in the X-direction w.r.t. to the CoG of the

total structure.

F.5 Sectional Stresses

The method of determining the sectional stresses was introduced in Section 3.7 and in this
section, further elaborations will be presented. The normal stresses and shear stress in the

pontoons, as introduced before, are as shown in Equations [F-25] to [F-27].

Nj Mz,j'Ymax_I_ My,j .Hbox

o = F-25
* A?,box Iz,box Iy,box 2 [ ]
Hbobeox
O-y,j = Ph,j . Ay— {F—26]
s,box
V,Q v, :Q M, ;
Ixyj = I = = [F-27]
Iz,box : ttop Iy,box : ttop 2Ain,box ' ttop

where the cross-sectional distance along the local y-axis is given by:

0, Hotspots {P1,i, P P3'i}

Ymax = Wp 2
Zox, Hotspots {Py;;, Py i, P i}

The first moments of the area at the locations where the shear stress is calculated are derived

using Equations [F-29] and [F-30].

0 = Ay, - 2
Qy = Ayy 'w a0
where
0, Hotspots {Py;, Py, P3;}
e = %Wboxttop' Hotspots {Py ji, Py i, Ps i} o
and
( Hpox * tsige + (Wléox - % : tside) “Lop Hotspots {Py;, Py, Py}
Ayy = ! Ho -t 2 ’ OLSPOLS Ui T2 13 [F-32]
l box2 side Hotspots {Py i, Py i, Ps i}
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Figure F - 1: Shear Stress Distribution in a Thin-Walled Cylinder

The normal stresses and shear stress in the cross-section of the mid-section are, as introduced

before, shown in Equations [F-33] to [F-35].

N:  My; Dpig Myt Dmia .
Opt = E + Lyt T cos(a) + K o sin(a) [F-33]
DZiq + D2iai
Oy = —Phmia - <—Zud and'm> [F-34]
Diia — Dmid,in
2:-Vee-sin(fa) 2-V,.-cos(a) M,; Dy
Tzyt = i ( ) 2t ( ) zt  Zmid [F'35]

anidtmid anidtmid ]t 2
where a denotes the position along the cross section of the mid-section. this dependency on
the angle a is clearly visible when considering, for example, the shear stress distribution in a

thin-walled cylinder due to an arbitrary shear force, as shown in Figure F - 1.
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APPENDIX G

Verification Results WindFlo TLP

G.1 Rigid Body Natural Modes

(f)
Figure G - 1: Rigid Body Natural Modes of WindFlo TLP
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G.2 Motion Response
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Surge Accelerations

Roll Accelerations
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Figure G - 5: Accelerations

G.3 Mooring Load Response
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G.4 Verification of Normal Stress Response
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Figure G - 6: Axial Stresses at Pontoon Hotspots
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G.5 Verification of Shear Stress Response
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Figure G - 8: Shear Stresses at Pontoon Hotspots
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APPENDIX H

Derivations and Additional Results Flexibility Analysis

H.1 Derivation of Equivalent Tower Stiffness
The second moment of inertia of the tower varies along the longitudinal axis of the tower s, as

a function of the local outer diameter and wall thickness according to the following expression:

4 4
Ip(s) _ %((Douzt(s)> _ (Dinz(s)) ) [H—l]

The distribution of the wall thickness is not fully continuous along s, and as a result, the

second moment of inertia is non-continuously distributed as well. However, for the global
deformation of the tower, a polynomial fit is considered to be sufficiently accurate. The actual
and polynomial fitted second moment of inertia are plotted in Figure H - 1, in which the fitted

polynomial is expressed as:

Lpfie(s) = 10.765 — 0.0005s3 + 0.0359s2 — 0.9447s [H-2]

Assuming fully homogenous tower material, the equivalent out-of-plane bending stiffness of
the tower is found by equating the maximum tip deflection according to an equivalent cantilever
beam to the solution obtained by solving the Euler-Bernoulli differential equations for beam
deformation. This approach involves solving the fourth spatial derivative of the beam deflection,

given by Equation [H-3|. The result is a system of four equations with four unknowns.

22

20 —lzz [m"4] Fit [m”4]

16

0 0 3 5 8 10 13 15 18 18 18 21 23 26 28 31 34 36 39 41 41 42 44 47 49 52 54 57 59 62 64 67
Distance From Tower Base [in]

Figure H - 1: Tower Second Moment of Inertia
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(Bl 5 ) = a9 13
V(s) = — f a(s)ds + G (H-4]
M(s) = f V(s)ds + G [H-5]

(s) = ﬁ f M(s) ds + Cs [H-6]
w) == [ prds +, H-7]

where, in this case, q(s) = 0.

Using the boundary conditions of a cantilever beam w(0) = ¢(0) = M(Ltower) = 0 and

V(Ltower) = Fy, the following continuous expression for maximum deflection is obtained:

Ltower FO 5-2
Wiax = W(Ltower) = _J; m ? —s|ds [H"8]

By equating the resulting expression to the maximum tip deflection of an equivalent cantilever

beam, the equivalent prismatic cantilever beam bending stiffness of the tower is found as:

Elyq: = 3.645 * 10" Nm?

H.2 Additional Simulation Results
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Figure H - 2: Comparison Stress PSDs of Fully Flexible and Semi-Rigid Model
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APPENDIX I

Modelling of the Reference TLP

I.1 Detailed Geometric Description
In Table I - 1, a detailed overview is provided of the results of the reverse engineering approach

discussed in Section 4.1.

Table I - 1: Reverse Engineering Results

Parameter Symbol Value  Unit
Platform width Wotatform 77.9 m
Diameter middle buoy Dinner 9.1 m
Diameter side buoys Daides 9.8 m
Height middle buoy Hinner 10.2 m
Height side buoys Hiides 6.2 m
Height transition piece Hironsition 24.8 m
Length green braces LyreenBrace 494 m
Length purple braces LypurpleBrace 68.2 m
Length orange braces LorangeBrace 35.2 m
Length blue braces LitueBrace 27.6 m
Primary brace diameter Divace,primary 700 mm
Secondary brace diameter Dhiracesecondary 560 mm
Wall thickness buoys truoys 60 mm
Brace wall thickness trace 33.4 mm
Static Line length Ly 59.1 m
Footprint breadth Wr 215 m
Static Line angle a 214 °
Water piercing area Ay 2.7 m?
Displaced Volume Per Leg (maximum) Viegmax 541.8 m?
Displaced Volume Per Leg (operational) Vieg,op 492.3 m?
Displaced Volume Middle Buoy Vinia 668.7 m?
Keel to centre of gravity KG 34.9 m
Keel to centre of buoyancy (operational) KB 6.32 m
Platform Mass (double check) M, 1225.2 t
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I.2 Detailed Description of the SBM OrcaFlex Model

In Table I - 2, a detailed overview is provided of the parameters used as input for the SBM

OrcaFlex model, discussed in Section 4.2.

Table I - 2: Input Parameters Modelling of Reference TLP

Parameter Value Unit
Water depth 80 m
Surface piercing buoy diameter 1.89 m
Surface piercing buoy length {submerged, total} 2,4 m
Central buoy diameter 9.26 m
Central buoy height 10.2 m
Side buoy diameter 9.97 m
Side buoy height 6.2 m
Length from floater centre to end of side buoys 45 m
Draft 25 m
CoG of system (from keel) 32.7 m
Mass of Surface piercing buoy 522 t
Mass of Side buoy 277.3 t
Mass of Central buoy 393.3 t
Total mass of substructure 1225.2 t
Total mass of complete system (incl. turbine) 1747.2 t
Mass Moment of Inertia Surface piercing buoy {x, y, z} 365, 365, 382 tm?
Mass Moment of Inertia Central buoy {x, y, z} 6857, 6857, 6914  tm?
Mass Moment of Inertia Side buoy {x, y, z} 3713, 3713, 5650  tm?
Static Mooring Line Angle 214 °
Static Mooring Line Length 63.64 m
Mooring Line diameter 0.05 m
Mooring Line Weight in air (chain) 0.055 tm™
Pretension {total, individual bundle} 4680, 1560 kN
Drag area Surface piercing buoy {normal, axial} 3.78, 2.81 m?
Drag area Central buoy {normal, axial} 94.45, 67.35 m’
Drag area Side buoys {normal, axial} 61.81, 78.07 m?
Drag coefficients Surface piercing buoy {normal, axial} 0.6, 3.5 -
Drag coefficients Central buoy {normal, axial} 0.6, 3.5 -
Drag coefficients Side buoys {normal, axial} 0.6, 3.5 -
Added mass coefficients Surface piercing buoy {normal, axial} 1.35, 0 -
Added mass coefficients Central buoy {normal, axial} 1.35, 0 -
Added mass coefficients Side buoys {normal, axial} 1.35, 0 -

23/05/18 152 R.S. Salih



Appendixz I - Modelling of the Reference TLP

1.3 Results of RAO Validation with Published Data
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Figure I - 2: Calculated (a) and Reference (b) Values of Motion RAOs for Case 2
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I.4 Implementation of Analytical Model to Reference TLP

Introduction
The 3D model that was developed in Chapter 3 is implemented to obtain the 3D motions (n,,
N, N3» Ny» N, Mg) of the SBM TLP. The model set-up is presented below:

O

(b) (c) (d)
Figure I - 6: SBM Model in Matlab
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Axis Conventions

Origin of global coordinate system in the CoG, which is also the rotation pivot point. Description
of axis conventions is provided in Table I - 3. The wave kinematics are described using the

expressions as introduced in Chapter 3.

Table I - 3: Axis Conventions Analytical Model (SBM TLP)

Parameter Symbol Origin Positive direction
Surge M CoG(0) Right
Sway M CoG(0) Right
Fleave 3 CoG(0) Up
Roll M4 CoG(0) According to right hand
rule
Pitch Ns CoG(0) Opposite to right hand
rule
YaW 776 COG(O) ACCOI‘ding to I‘lght hand

rule
Xpi Xsi» Xpinew
YP,ir YS,ir YP,i.new COG(O)
ZP,ir ZS,ir ZP,i.new

According to positive
directions about CoG(0)

Coordinates of tendon
attachment points

ax,P,il ay,P,il

azp,i» XcoB,is CoG(D)

YCoB,if ZCoB,i

According to positive
directions about CoG(0)

Lever arms w.r.t. displaced
CoG at time t

Displacements at tendon-
platform attachment i w.r.t. AX;, AY;, AZ; P;(0)
static position.

According to positive
directions about CoG(0)

Tendon angle at attachment

a; P;(t An
points w.r.t. static position ' {(© y
Tendon Force Fr; P;(t) Tensile force
Vertical position water particle MSL
. . ZCoB,i Up
w.r.t. wave crest at given point + $3(x, v, t)
Rotation angle w.r.t. positive S Wind,
g' ) P Hwave: Hwina CoG(0) Counter clockwise
X direction Heurr URNA
. _ / : ' According to positive
Location of CoB of buoy i XkBy Yk ZkB; CoG(t)

directions about CoG(0)
According to positive

Location of hub CoG Xnubr Yaubs Zr CoG(t
Ocation of Wb -0 faubr Thubs Zhub © directions about CoG(0)

Mass and Mass Moment of Inertia

Ltower - Zt
My = Mpiatform + * Miower [I—l]

Ltower

Zt

Mpna = Myotors T Mpyp + * Miower [1'2]

tower
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Assumptions

* Inertia loads of turbine are approximated as single lumped mass;
* Time dependent buoyancy due to heave motions and wave submergence are included;

* Platform mass moment of inertia approximated based on an equilateral triangle with

an equivalent surface area: I = Awpmp

Formulation of Equations of Motion

EOMuge:
Fop + Fo + Faaa + Fine — 2Fr, * HY = fjimeoe [I-3]
EOMuyay:
FDyp+Fy+ngd+ int — &Fr; *H = Tl2Mot [I-4]
EOMcave:
Fg + Fvar + F5p + Faaa + Fi e — XFr, * HY = fiaMeo; [I-5]
EOM, o
—MY* + Mpo 4+ My, = SFr * HE x aypi + XFr; * HY % azp; = fialyp [1-6]
EOM,iten:
—M3* + Mpyq + Migp — XFr; * HE * aep i + XFr; * HY * agp; = Tislsy [1-7]
EOM, u:
Mhyd + My, — SFri * HY % ayp; + YFr; * HY * aypi = igls [I-8]

Formulation of Lever Arms and Distances

Connection points of tendons to platform are denoted with P;, P, and Ps, representing the left,
middle and right point respectively. Similarly, anchoring positions of the tendons are denoted
with Sy, S, and S5, representing the left, middle and right anchoring point. All static parameters

are listed below:

Hr = d — Trnean [1-9]
Rp * Hy
We = I-10
’ Zhub + Zcross + Tmean [ ]
Yp1 0.5
Yp = YP,Z = Wplatform 0 ] [I'll]
Yp3 —0.5
Zp, 1
Zp = ZP,Z =—-KG|1 [1—12]
ZP,3 1
Y:S‘,l WT \/§
Yo =|Ys2[=Yp + | 0 [-13]
Y53 -3

23/05/18 158 R.S. Salih



Appendixz I - Modelling of the Reference TLP

Zsa
Zs = |Zs1| =Zp — Hr [I-14]
Zs1
Xp1 ~0.5
Xp=|Xp2|=Rp| 1 ] [I-15]
Xps ~05
Xsa ~0.5
XS = XS,Z = Xp + WT 1 [1—16]
Xs3 -0.5
2 2 2
Lot = (s = X + (ot = ¥0.)* + (261~ 200) 117
Zto = Znupwi + Tmean — KG [I-18]
Ay = (51.55%) [1-19]
Rotation matrices:
Reot (M6, M5, 1ma) = R [1-20]
Parameters w.r.t. displaced CoG at time t:
X;' Xp,i
Pl =|Y/|=Rx|Yp,; [I-21]
Z Zpi
K
Pl =Rx|Yp, [1-22]
Zp,i
[ Xpi
P/ =R+ |Yp; [1-23]
Zp,i
Qx,p,i
Aypi| =P [1-24]
Qazp,i
XcoB,i Xp,i
CoBp" = |Yeoi| = R+ Ypi [I-25]
ZcoB,i Zp; + KB
X;Lub 0
Pillub = Yf:ub =R+ 0 [1-26]
Zhub Zt 0
- 0
Pllzub =Rx| 0 [1—27]
[ Zt 0]
- 0
pllzub =Rx| 0 [1—28]
Zt 0
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Parameters w.r.t. static position CoG:

XP,i,new N1
Pnew = YP,i,TlEW =(N2]+ P [1-29]
ZP,i,new 13
AXP,i XP,i,new XP,L'
AP = |AYpi| = | Ypinew | — | Yp,i [I-30]
AZP,i ZP,i,new ZP,L'
. _771_ .
AP = |1, +Pl-' [I-31]
73
. -771- .o
AP = |1}, +Pl-' [I-32]
75 ]
Other time dependent parameters:
_ 2 2 2 [1_33]
Lnew,i - (XS,i - XP,i,new) + (YS,i - YP,i,new) + (ZS,i - ZP.i,new)
ch 1 XP,i,new - XS,i
Hl-y = L YP,i,new - YS,i [1_34]
ew ZPinew - ZSi
\/(XSl XPlnew) + (YSL YPlnew)
;= tan™ [1-35]
ZP.l,new ZS,i
= mean S;(Xi' Yi; t) + KG [1—36]
[Xi Yi Zi] =Rx+[0 0 z]"+[m m n3]" [1-37]
Derivation of Forces
Derivation of wind forces:
1
F_w = Epa (Uhub o |Unup| ° Awina * CD,hub + Utower © [I 38]
* (Zf,lub + N3 — fv (0:0: t)) * Dtower,avg * CD,tower)
XRNA Dgpna/?2
Prya = |YRNA| = R * 0 [I-39]
ZRNA Drya/2
A% XRNA * ZRNA
wind . i .
y T |YRNA * ZRNA |, operational conditions
Awing = A;"”‘d - XRNA * YRNA [1-40]
Ayina R * 3Ap10de, extreme conditions
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X . vdi
Uf)t/ub cos (.uwmd) M XhUb
Uhub = Uhub = Sln(,uwmd) wmd (Zt) 772 + Y}{ub
Uﬁub 0 0 0
U%wer cos(Uyind) 7, M Z, cos(Ms)1s
Utower = |Utower | = | sin(wina) | Uwina ( 2 ) M2| 2 * |cos(Ma)14
UtOWeT' 0 0 0
Derivation of hydrodynamic drag forces:
Aﬁ,l Cg ,platform

— y
FD.P.i =5Pw* Uhyd.i ° |Uhyd,i| °R AD, ° CD ,platform
0 2

A%),i CD,platform
F[’,‘,p N
y
FD,p = FD,p FD,p,i
ng i=1
X . .
Unya,i cos (Ueyr) cos(tpape)] [$n i Y2101 [4X;
y . . : ;
Unya,i = |Unyai| = |sin(uee) | Ucur (@) + [ sin(upave) | ° |60 XY 21, 0) | — | 4Y,
Unya,i 0 1 0. VAR ) I V.VA
Derivation of rotational inertia forces:
Fine
y .
Fint Fm t F"gyro + mhubpr’mb
Fine
Derivation of hydrodynamic inertia forces:
Faaa N
Faaa = |Faga | = ) Fadas
VA P
add =1
COS(.“wave) (all,i + mdisp,i) {h (Xi,' Yi,' Zi,r t) aq1,i )
Faaai = | sin(lwae) | © | (@221 + Maisp, i) Sn(X\ Y, Z) t) | — [Q2zi| o AP
.. a .
1 (a33 i + mdlSp i fv (Xi,: Yi,: Zi,r t) 331
all,t a11
22 a22 * Maisp,i
a33,i Caz3
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Derivation of tendon forces:

Fp=g=* (mdisp - mtot) [1‘51]
Lnew_LO FB+FBZvar
Fr.= = — 2 % EAcpain + —o—2 -

T; LO * chain 3 Hiz [I 52]
Flg,var = pwgdVv [1-53]
AV = Ay, * (§3(0,0,8) — 13) [I-54]

AV?

Voup KBy + 55—
KB(E) = e 2w [1-5]

Veun + AV

Derivation of moments around Y, including influence of time-varying buoyancy due to mean

wave submergence.

n l[KB(t) + ét (1 + ; tan(n,)? ) ]l sinng)
M = j\\/l/léz = pwg Veup + AV) * KB() + ét (1 N ; tan(ns) G| sm(nS)] [I-56]
0 |
M7, = —Zpotated () « (2, + FY) + Y[oted(¢)  FZ,, 1-57]
Mi%, = —Z7oteted £y « (FX,, + F¥) + X[OUed (¢) « 2, 1-58]

M, = —Y7otted(6) « (FZ + FE) + Xrotated () « (FY + FJ) 1-5]
ijl/;d N ZCoBl( Dpl+ngdl)+YCOBl(FDPl+Faddl)

Mpyq = |Miya| = Z ~Zcon,i (Fbpi + Faaai) + Xcos,i(F5 pi + Fiaa) [1-60]
Mgd =1 ~Yeop,i(Fipi + Fagas) + Xcos,i(Fp pi + Faga:)

I.5 Derivation of Natural Periods

Analytical expressions for natural periods of surge, heave and pitch are directly derived from the
EoMs of the two-dimensional dynamic system. In all cases, nonlinear restoring forces are
linearized under the assumption of infinitely small displacements and mooring angles. The natural
periods are derived based on the assumption of zero external forces, zero added mass and zero

drag. This means that the average wave amplitude is also zero:

$a =Cpi=0Cai; =0 [1-61]

Surge Natural Period
Assuming infinitely small surge displacement (n; « 1), no displacements in other DOFs (13 =

ns = 0) and zero external forces, the EoM for surge becomes as shown in Equation [I-62].

.. . M1
N1Mior = — Z FTi * Sln(ai) ~ _Q(Pwvo - mdry) : L_ [1'62]
m

i=1
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Which leads to the following expression for the restoring coefficient:

_ —Tl1Meoe _ 9(pwVo = Mary)

Ciq = I-63
= — 163
Mot Mo L
Tom, =27 | == = =2 = = [1-64]
11 g(pw 0 mdry)

Note that the restoring coefficient is identical to the spring constant of a simple pendulum.
This approximation holds as long the small-angle approximation is valid, which is roughly for
N1 < 0.17L,,. For surge amplitudes larger than this value, interactions with other DOFs start to
play a role, i.e. horizontal forces due to other DOFs appear in the EOM.

Heave Natural Period
Assuming infinitely small heave displacement (n3 < 1), no displacements in other DOFs (n; =

ns = 0) and zero external forces, the EoM for surge becomes as shown in Equation [I-65].

3
, AL; UE
N3Miot = _pngan3 - L_ * EA * cos(al-) ~ _pngwprB - 3L_EA [1"65]
i=1 m m
Which leads to the following expression for the restoring coefficient:
_ﬁ3mt t 3EA
(33 = == I + pngwp [1"66]
13 m
Mot Mot
Ton, = 2m |7~ =20 |37 [1-67]
33 K + pngwp
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1.6 Rigid Body Natural Modes of Reference TLP

(e) (f)
Figure I - 7: Rigid Body Natural Modes of Reference TLP
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Appendix J - Linearization Approach

J.1 Identification of Nonlinearities Mooring Stiffness

APPENDIX J

Linearization Approach

In Figure J - 1, an overview is provided of the non-zero elements of the nonlinear stiffness matrix.
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Figure J - 1: Nonlinear Distribution of Mooring Stiffness
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Appendix J - Linearization Approach

J.2 Linearized Mooring Forces
In Figure J - 2, the linear and nonlinear mooring forces in each DOF are plotted as a function of

the DOF itself, while keeping the other DOFs at their equilibrium state. This, essentially,

represents the decoupled diagonal elements of the linearized stiffness matrix. This example was

based on the equilibrium point py = [1.434 —0.010 —0.015 0 0.004 0]”.
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Figure J - 2: Linear Approximations of Mooring Stiffness
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J.4 Sea States for Long Term Fatigue Analysis

Fatigue damage is analysed on the basis of twelve different sea states (Ngs = 12), selected in such
a way that the long-term operational conditions are resembled as accurately as possible. The sea
states are selected from the met-ocean data, by assuming that the damage during each sea state

is proportional to the stress range cubed:

D; x S3 [J-1]

where D; and S; are the damage and representative stress range during sea state i, respectively.

If, for this selection procedure, the influence of wind, nonlinear mooring loads and multi-
axiality are disregarded, one can also assume that the stress range is linearly proportional to the

wave load:

S & Fwave,i [J—Q]

where F,qy; is the representative wave force amplitude during sea state i.

The total wave load is a sum of the hydrodynamic drag and inertia force, which are
proportional to the wave height H,,4,. and wave period T,, 4. through the water particle velocity
Upave and acceleration U, qpe. Hence, by distinguishing drag and inertia dominated regimes, the
relationships in Equation [J-3] are found. These expressions can then form a direct, qualitative
relationship between fatigue damage D; and characteristic wave height and period during a sea

state 4, as depicted in Equation [J-4].

F {U,f,a,,e < (Hyave/Twave)?, drag dominated conditions 13
YA Uwave % Hyave/Taave, inertia dominated conditions
D. (Hsi/ Tp'i)6, drag dominated conditions 4
l (Hsi/ Tzii)e', inertia dominated conditions

where Hg; and Ty, ; are, respectively, the significant wave height and peak period.

The relationship in Equation [J-4] is then applied to each sea state in the met-ocean data and
multiplied with the respective number of occurrence to obtain an indication value of the damage
per sea state (D; - ngg;). The twelve wave conditions that correspond to the highest indication
values are selected. Both drag dominated (sea states with bold outlines in Table J - 1) and inertia
dominated (sea states with bold outlines in Table J - 2) conditions are considered, together with
the corresponding governing wave directions (Table J - 3). The sea states also include three
different wind and current velocities with the corresponding prevailing directions (Table J - 4
and Table J - 5).
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Table J - 1: Governing Sea States for Drag Dominated Fatigue Damage

Tp [s]
Hs[m]  From 3 4 5 6 7 8 9 10 u 12 13 1 15 16 17 18 19 20 2 2 23
From To 4 5 6 7 8 9 10 1 12 13 14 15 16 17 18 19 20 21 22 23 24
[ 05 261E-09 545E-10 1586-10 2.626-10 2.71E-10 2.38E-10 9.27E-11 6.01E-11 2.1E-11 4.81E-12 1.52E-12 8.11E-13 158E-13 6.79E-15 3.34E-14
05 ! 6.326-08 5.19F-08 2.42E-08 1.29E-08 5.18E-00 174E-09 6.24E-10 2.18E-10 9.47E-11 2.99E-11 2.16E-11 582E-12 2.1SE-12 1.5SE-12 3.75E-13 2.856-13  LI1E-13
1 1.076-07 7.63E-08 3.56E-08 11SE-08 4.876-09 1.52E-09 5.71E-10 248E-10 2.08E-10 4.156-11 19E-11 7.39E-12 6.94E-13 3.96E-13 1.02E-13
15 812£-08 2.83E-08 136-08 4.76E-09 171E-09 45E-10 3.556-10 8.09E-11 3.16E-11 133€-11 4.28E-12 1.09E-12
2 1.036-07 1.276-07 5.18E-08 248E-08 O.79E-09 4.226-09 1.28E-09 7.83E-10 174E-10 8.72E-11 188E-11 2.02E-12
25 2.36E-08 6.53E-08 3.44E-08 152E-08 4.676-09 1.17E-09 LOIE-09 246E-10 9.62E-11
3 3.38£-09 2.95€-08 121E-07 7.35€-08 4.39E-08 17E-08 6.43E-09 2.03E-09 153E-09 2.55E-10 1.59E-10
35 6.13E-09 4.59-08 8.31E-08 3.68E-08 2.026-08 0.076-09 2.38E-09 151E-09  3£-10 6.73E-11
4 8.24E-09 7.34E-08 133-07 8.67E-08 4.3E-08 21E-08 118E-08 2.86-09 1.43E-09 5.04E-10
45 1.8E-09 2.53E-08 109E-07 O.12E-08 4.49E-08 2.16E-08 9.49E-09 3.87E-09 2.36E-09 7.74E-10
5 6.63E-09 4.83E-08 7.25E-08 4.666-08 1.3E-08 114E-08 239E-09 3.84E-09 1.11E-09 2.08E-10
55 2276-09 124E-09 1.86-08 3.67E-08 4.63E-08 111E-08 7.82E-09 273E-09 2.56-09 6.24E-10 2.12E-10
6 5.56E-09 124E-08 3.57E-08 1.61E-08 5.25E-09 265E-09 895E-10 1.07E-10 3.12E-10
65 7.076-09 156E-08 1.13E-08 4.86E-09 1.87E-09 141E-09 135E-10 3.43E-10
7 2.63E-09 6.07E-09 9.71E-09 5.36-09 1. 8.34E-11 6.08E-11,
75 1.076-09 8.09E-09 1.14E-08 3.24€-09
8 2.44E-09 6.89E-09 2.49E-09
85 6.326-10 4.24€-09
9 1€-09
95
10
105
u
15
12
125
13
135
14
145
15
Table J - 2: Governing Sea States for Inertia Dominated Fatigue Damage
Tpls]
Hs[m]  From 3 4 5 6 7 8 9 10 u 12 13 1 15 16 17 18 19 20 2 2 2
From To 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
[ 05 4.08E-11 851E-12 248E-12 4.09E-12 4.24E-12 3.71E-12 1456-12 O.4E-13 3.296-13 7.526-14 2.376-14 127E-14 247€-15 1.06E-16 5.22E-16
0.5 1 3.4E-08 8.5E-08 2.14E-08 1.21E-08 2.67E-08 2.19E-08 1.02E-08 5.46E-09 2.19E-09 7.32E-10 2.63E-10 9.19E-11 4E-11 1.26E-11 9.13E-12 2.45E-12 9.09E-13 6.52E-13 1.58E-13  1.2E-13 4.63E-14
1 15 23607 66E-07 29E-07 321E-07 3.49E-07 21E-07 149E-07 6.95E-08 2.24E-08 9.526-09 2.96E-09 111E-09 4.84E-10 4.05E-10 8.1E-11 3. 144611 1.36E-12 7.74E-13 199-13
15 2 319607 113€-06 9.87E-07 1.18E-06 8.14E-07 8.13E-07 4.35E-07 151E-07 6.99E-08 2.55E-08 9.16E-09 241E-09 1.9E-09 4.34E-10 1. 743611 23611
2 6.49E-07 117E-06_232E-06 2.3E-06 2.03E-06 144E-06 59E-07 2.83E-07 1.126-07 4.81E-08 1.46E-08 8.92E-09 199E-09
25 1.01E-07  4.9E-07] 413E-06 2.96-06 1.36E-06 7.15E-07 3.16E-07 9.71E-08 2.43E-08 2.1E-08 5.11E-09
3 1.16E-07 1. | 4.16E-06] 2.526-06 1.51E-06 5.84E-07 2.21E-07 6.97E-08 5.25E-08 8.77E-09
35 323607 2.42E-06 438E-06 1.946-06 1.06E-06 4.78E-07 126E-07 7.98E-08 1.58E-08
4 6.33£-07 33E-06 161E-06 9.06E-07 2.156-07 11E-07 3.87E-08
45 1.376-07 2.71E-06] 232E-06 102E-06 4.14E-07 2.53E-07 8.29E-08
5 9.59£-07 1.88E-06 1.64E-06 3.46E-07 S5.56E-07 1.6E-07
55 4.31E-07 237E-07 3.43E-06 211E-06 149E-06 5.186-07 4.75E-07 1.19E-07
6 1.36E-06 3. 3.94E-06 128E-06 6.48E-07 2.18E-07 2.61E-08
65 1 348E-06 15E-06 5.76E-07 433E-07 4.14E-08
7 231606 3.7E-06 2.02€-06 5.686-07 5.326-07 3.18E-08
75 4.986-07 3.776-06| 5.326-06] 1.516-06 2.836-07
8 1.376-06 3.87E-06_ 14E-06 6.856-07
85 !
9 7.92E-07 5.45E-07
95 ' 1.626-06] 7.47€-07
10
105
u
11.5
12
125
13
135
14
145
15
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Table J - 3: Prevailing Wave Directions for Selected Table J - 4: Prevailing Wind Directions for

Sea States Selected Sea States
Hs [m] Direction w.r.t. N (°) Wind Direction w.r.t. N (°)
From To [) 45 90 135 315 Velocity
0 05 23.0% 0.4% 1.1% 21.1% [m/s] 0 45 315 All
05 1 33.9% 0.4% 1.6% 20.7% 6.2%
1 15 0.3% 1.5% ) I 24.1% 6.1%
15 2 0.2% 1.1% b b 31.5% 5.9%
2 25 36.6% 0.1% 5.4%

4.8%

25 3 3 0.1%

3 3.5 4.0%
3.5 4 3.4%
4 45 A6
45 5 2.0%
5 55 1.5%
5.5 6 1.1%
6 6.5 0.8%
6.5 7 0.6%
7 7.5
7.5 8
8
8.5
9
9.5
10
10.5
11
11.5
12
12.5
13
13.5
14
14.5
15
Table J - 5: Prevailing Current Directions for Selected Sea States
Current Direction w.r.t. N (°)
Velocity [m/s] 0 30 60 90 120 150 180 210 240 270 300 330
from  To 30 60 90 120 150 180 210 240 270 300 330 360
0 01  051%  0.49% 049% 051% 047% 0.42%  042%  043%  043% 047% 050% 0.52%
0.1
0.2
03
0.4
05
0.6
0.7
08
0.9
1
11
12
13
14
15
16
17
18
1.9
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J.5 Differences in Stress and Damage Response Per Sea State

The stress and fatigue response per sea state are summarized in Table J - 6 and Table J - 7.

Here, the differences between the nonlinear and linear model are expressed in terms of:

* the normalized RMSEs of the maximum principal stresses;

* the absolute difference in cubic weighted mean stress range ecyyy (Equation [5-37));

* the damage ratio (Dy/Dyi) between the linear and nonlinear simulation.

Table J - 6: Difference Linear vs. Nonlinear Results per Sea State for Pontoon Hotspots

Sea State Number

Hotspot 1 2 3 4 5 6 7 8 9 10 11 12
P, |20 20 19 19 17 14 15 12 13 13 11 9
P, | 22 22 19 20 33 27 28 22 21 20 18 12
P; | 20 20 19 21 23 22 23 20 18 20 16
P, |20 19 19 19 19 18 18 15 17 17 18
P, | 14 13 13 13 15 12 13 11 11 12 11
Po | 43 4 42 39 12 11 9 9 9 13 11
P, |09 08 05 06 04 04 04 04 04 04 04 0.2
P, |12 09 05 06 06 05 04 04 05 07 06 1.0
eewn |Ps |09 09 08 08 11 1.1 10 10 1.0 11 13 05
[-] P, | 1.0 09 08 09 12 11 11 12 13 17 20 15
P, |09 08 06 07 05 05 05 04 05 05 05 0.3
Ps | 07 06 05 05 07 07 08 1.0 11 13 19 5.1
P, | 17 20 31 28 33 31 29 29 28 26 25 44
P, |10 14 29 29 19 23 24 21 18 14 14 009
Dy/Dn; |Ps | 13 13 15 14 08 09 09 10 1.0 09 07 19
-] P, |11 12 14 14 07 08 07 07 06 05 04 07

P; | 16 1.7 24 23 32 34 31 28 23 23 19 24
Ps |22 25 31 31 16 15 12 09 08 06 04 0.1

Stress
RMSE
(%]

L 0w © ©
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Table J - 7: Difference Linear vs. Nonlinear Results per Sea State for Mid-Section Hotspots

Sea State Number

Hotspot 1 2 3 4 5 6 7 8 9 10 11 12
T, 26 26 26 26 28 28 28 25 25 22 16 12
T, 26 26 26 26 28 28 29 26 24 25 19 8

Stress
Ts 1 1 1 1 2 3 3 1 1 1 1 11
RMSE
T, 2 2 2 2 2 1 1 1 2 2 3
[7%]

T, | 26 26 26 27 27 26 26 23 21 21 18
T | 20 20 19 18 9 10 11 11 12 11 10 12
T, |06 06 06 06 06 06 06 08 09 11 21 170
T. | 06 06 06 06 05 05 05 06 06 07 1.0 56
eeww |Ts | 05 06 05 06 05 05 06 06 06 07 08 0.8
-] T, | 05 06 06 06 05 05 05 05 05 05 04 1.0
T, | 06 06 06 06 05 05 05 05 05 05 04 0.6
Te | 02 02 03 02 03 04 04 04 05 06 11 1.2
T, | 33 33 33 33 29 26 23 18 13 09 04 0.0
T, |22 23 22 23 21 21 20 18 16 14 10 0.1
Di/Dni | Ts | 22 22 22 22 20 20 19 17 16 15 12 14
-] T, | 27 27 27 27 23 22 21 21 21 23 22 11
Ts | 33 33 33 33 31 29 26 26 25 26 25 209
Ts | 159 156 11.1 139 6.6 56 51 40 27 19 06 04
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J.6 Time History Results Linear and Nonlinear Model

The influence of nonlinearities is visualized for extreme conditions (sea state 12) based on the

TD results of the motions, mooring loads and principal stresses. The results are shown below .
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Figure J - 11: Nonlinear and Linearized First (a) and Second (b) Principle Stresses at the Pontoon

Hotspots
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Appendix J - Linearization Approach

J.7 Principal Stress Directions (Nonlinear Model)

In Figure J - 13, the presence of multiaxiality is visualized by plotting the principal stress

directions in TD for conditions during which large multiaxial loading was observed (sea state 8).
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Figure J - 13: Principle Stress Directions at the Pontoon (a) and Mid-Section (b) Hotspots According
to the Nonlinear Model
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J.8 Numerical Confirmation of Linearity

To prove the linearity of the linearized model, the system’s response is solved, based on a single

sinusoidal point load, applied to the CoG of the structure in the direction of each DOF and in

absence of waves, currents and wind. The mooring system is linearized around an arbitrary non-

zero equilibrium point: po = [1.434 —0.010 —0.015 0 0.004 0]”.

As depicted in Figure J - 14, the steady state response is a sinusoidal function with a (nearly)

fixed amplitude ratio w.r.t. the applied force, indicating that the response is linear.

A

—_ /max (7]1)

A |—=—F,/max (i)/

500

A

—1,/max (1,)

A +F2/max(:<y

0 100 200 300 400 500
Time [s]
. Y
——1n,/max (n,)
0 +F3/max(F3)
o ‘ \/
0 100 200 300 400 500

Time [s]

A

——n,/max(n,)

+F4/max(F4)

n

400 500

AN

——1ng/max (n,)

——F./max (F,)
) B\

a

400 500

— 1, /max (1)

+F6/max§;/
I

100 200 300
Time [s]

400 500
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J.9 Validity of Equilibrium Point

To confirm that the linearization approach is valid and the numerically obtained equilibrium

point is a unique solution, the response to the environmental conditions in Table 5-1 are

simulated for varying initial displacements in the X-direction. The resulting values of py, as a

function of the initial displacement, are shown in Figure J - 15. The results demonstrate that the

equilibrium position is independent of the initial conditions and is therefore a unique, physical

solution. The slight variations in the solution are a consequence of differences in the transient

response, causing the steady state solution to be reached at different time instants. This effect

diminishes when the simulation duration is increased.
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J.10 Validity of Initial a-Value

By applying Equation [5-32], the second iteration value of o can be found for each sea state.
Although the value of o should be considered separately for each DOF, as was explained in
Section 5.5.4, it is decided to use a single value. Therefore, the surge velocities are considered as
a basis of determining the updated values. The results are shown in Table J - 8. In Figure J -
16, it is shown that the use of the updated value of o, in the case where the updated value

deviates most from the initial value, hardly improves the linear velocity approximation.

Table J - 8: Updated Values of a Per Sea State

Sea
1 2 3 4 5 6 7 8 9 10 11 12
State
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Figure J - 16: Comparison Linearized Structural Velocity for Updated Value of a
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J.11 Damage Per Sea

State for Uniaxial Load

Approximation
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Figure J - 17: Damage Per Sea State at the Pontoon Hotspots (Uniaxial)
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Figure J - 18: Damage Per Sea State at the Pontoon Hotspots (Uniaxial)
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