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Chapter 1

Introduction

1.1 Reuse of geospatial data via the web across

communities

Geospatial data is an increasingly important information asset for decision-
making, from simple every day decisions like where to park your car, to
national and international policy on topics like infrastructure and environ-
ment. The term ‘geospatial’ refers to a location on earth. While ‘spatial’
is often used as a synonym for ‘geospatial’, ‘spatial’ is strictly speaking a
broader term: it could refer to another planet, an imaginary world, a section
of a person’s body, a location on a computer screen, or any other space. But
both geospatial and other spatial data are about the location of things, i.e.
about where things are. And locational data is important. A lot of geospatial
data is created, for example, as part of governmental processes and nowadays,
also disseminated as open data. Examples are data on addresses, buildings,
zoning plans, and topographic objects.

Because of the location aspect, geospatial data is often the linking pin be-
tween different datasets and therefore important for data integration (Auer
et al., 2009). The integration of geospatial data from different sources of-
fers possibilities to infer and gain new information. Therefore, worldwide,
governments at different levels have put a lot of effort into disseminating
geospatial data via the web for wide reuse. Figure 1.1 shows an example of
geospatial data which is published through a data portal.

Within the geospatial community, work on standards and infrastructure
for geospatial data dissemination via the web, leading to the so-called “Spatial
Data Infrastructure” (SDI), has been ongoing since the 1980s (Crompvoets
et al., 2004; Maguire and Longley, 2005). SDIs facilitate the access and use of
spatial data, often on a national scale, by providing a technical access network

3



4 CHAPTER 1. INTRODUCTION

Figure 1.1: The Dutch geoportal ”PDOK” showing large-scale topographic
data.

and complementary services. They are based on a service-oriented architec-
ture (SOA), in which existing resources are documented using dataset-level
metadata, published in catalogs, which are accessible through web services.
Other web services within an SDI provide, for example, online viewing of spa-
tial data as web maps and downloading spatial data. All these web services
are based on mature standards of the Open Geospatial Consortium (OGC).

Note that the SDI can be said to disseminate both geospatial data and
geospatial information; information being “data presented in readily com-
prehensible form to which meaning has been attributed within the context
of its use.” (Reitz, 2004). An SDI could serve, for example, both raw mea-
surements of soil and soil maps, the latter being interpretations of the raw
soil data. The boundary between data and information is often fuzzy. In my
thesis I use the term ‘geospatial data’ unless ‘information’ is meant explicitly.

The goal of an SDI is to publish spatial data for reuse. Once governmental
geospatial data starts to become available as open data, the possibility for
reuse is there in theory. However, a government announcing that a specific
geospatial data set is “open” is not sufficient to make people actually reuse
the data. The first step is making the data, not just the metadata, available
on the internet, instead of potential users having to call a specific person in
order to actually get the data. Such a cumbersome process required to obtain
the data might be a big hurdle. In addition, publishing the data somewhere
on the internet is not sufficient either: it is not likely that the data will be
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reused if people have no way of knowing where the data can be found or that
it even exists, or if the provided data format is largely unknown. In short,
there are a lot of aspects of data dissemination that have to be addressed
before open data is actually in a good position for getting reused.

Wilkinson et al. (2016) describe these aspects in their FAIR principles
as findability, accessibility, interoperability, and reusability. The FAIR prin-
ciples were defined with scientific data in mind, but can be applied more
broadly to open data. In the geospatial domain, the SDI has addressed these
aspects (before these FAIR principles had been defined) by using informa-
tion models for describing data structure and semantics for interoperability;
dataset descriptions (also known as metadata) for findability and reusability;
and web services for accessibility (Crompvoets et al., 2004). The result is that
geospatial data has become much more accessible over the years, as national
and international SDIs have been implemented. An example is the Euro-
pean environmental SDI established by the INSPIRE directive (INSPIRE,
2007), which was approved by the Council of Ministers and the European
Parliament in November 2006 (Masser et al., 2008) with the aim of sharing
geospatial data throughout the European Union to support environmental
policies.

However, several challenges still need to be addressed for the FAIR use of
geospatial data outside the domains for which it was created—ultimately also
outside the traditional geospatial sector, where a lot of new uses of geospatial
data are potentially possible. This statement applies to the Netherlands—
most of my research was embedded in the national context of the Netherlands,
where the problems I studied surfaced. However, spatial data—including
more and more 3D data—is created and used all over the world, and a lot
of other countries worldwide have an SDI in place and may experience the
same problems. From reactions to and reuse of my research this seems to
be the case. Notwithstanding the national context of much of my work, I
emphasised the application of international standards to the solution of inter-
operability problems; and in some cases my work is a part of the international
development of standards.

1.2 Problem description

First problem: Lack of standard hinders reuse of geospatial data: example
of 3D data.

A general foundation of my work is the common knowledge in the geospa-
tial domain that interoperability between systems is required to make reuse
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of data possible, and standards are able to realise this interoperability. Oth-
erwise, there would only be closed software systems, which only support their
own proprietary formats, making data exchange and reuse impossible. How-
ever, geospatial data is often initially created for a specific use case which
makes it hard to reuse the same data in another context, even if it is shared
in an interoperable format. A lot of countries have, for example, a well-
established process for creating and updating topographic data. Historically,
this data is two-dimensional and created for the use case of topographic maps
(see Figure 1.1), i.e. navigation and orientation. However, because of its rich
semantics it could also be reused for other purposes, such as maintaining
public space. This is why many countries have started to define data models
underlying the topographic maps at different scales such as the Dutch do-
main model for large-scale topography, Informatiemodel Geografie (IMGeo)
(Geonovum, 2013b,a), and the German AFIS-ALKIS-ATKIS-Modell (AdV,
2009). These topographic data models describe semantics as well as geo-
metric representations of objects that occur in the real world, like buildings,
water and roads. The fact that the data is described in this way, instead of
it just being lines, symbols and colours on paper or in a computer system,
has made its reuse possible.

For three-dimensional data (3D) such a national standard did not exist
when I started this study, while there was a growing need for 3D data. There
was a standard topographic data model, but it only supported 2D geometries.
Consequently, 3D data was collected in an ad hoc manner, for specific projects
and by specific organisations, and there was hardly any reuse of 3D data.
This was an unwanted situation since the acquisition, i.e. creation of spatial,
topographic data is expensive. It involves creating and then interpreting
raw data from sources like surveying measurements, laser images or aerial
photography. Instead of different (governmental) organisations doing this
multiple times for the same land area and kinds of objects, it is much more
efficient to do this only once, collect the data and make it available in an
interoperable way so that it can be reused many times, at the same time also
centralising the process for updating this data.

Second problem: Independently developed domain models model similar
concepts in different ways, which makes reuse of data in other domains
difficult.

A second important hurdle for interoperability of geospatial data is the
fact that different data models, and datasets, developed for specific purposes,
often overlap or offer complementary information about the same objects,
while the data cannot easily be combined because the objects and concepts
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are defined in slightly different ways. In the Netherlands, for example, a
whole family of data models are based on the Base Model Geo-Information
(NEN 3610:2011 (NEN, 2011)). This national standard describes geographic
concepts and establishes a standard modelling method based on the ISO
191xx series of standards (specifically: ISO 19103:2015 (ISO, 2015a), ISO
19107:2003 (ISO, 2003), ISO 19109:2015 (ISO, 2015b), ISO 19110:2005 (ISO,
2005), ISO 19131:2007 (ISO, 2007)). It contains a generic semantic Uni-
fied Modeling Language (UML) model with definitions of the most common,
shared concepts in the geo-domain. NEN 3610 thus forms a common base for
domain specific information models. They all follow the modelling rules pre-
scribed by NEN 3610 and are based on the same high-level concepts defined
in the NEN 3610 semantic model like terrain, road and water. However, it
appeared that this does not assure these domain specific information models
are compatible from a semantic standpoint. Each model is developed for a
specific sector and use case; NEN 3610 does not prevent them from overlap-
ping or contradicting each other, and this actually does frequently happen
in reality. Domain models that are not harmonised severely limit the reuse
of the geospatial data outside the original use case for which it was created.

This is a problem observed in the Netherlands, but there is a bigger
picture. Since NEN 3610 was established as a standard, extensive interna-
tional standardisation work was done on geospatial concepts, resulting in
semantic standards for geospatial data and information exchange; e.g. the
INSPIRE thematic domain models, which model all kinds of aspects of the
world around us with a focus on the environment, and CityGML (Gröger
et al., 2008, 2012), a standardized data model and XML-based format for
the storage and exchange of virtual 3D city models. National data models
need to be harmonised with these international standards, otherwise the data
cannot be used in international contexts.

Harmonising data models to obtain semantic interoperability is an im-
portant solution to the above mentioned problem of independently devel-
oped data models that do not align. But harmonisation is not an easy task.
Although tooling can help to discover mappings between datasets or data
models (Euzenat and Shvaiko, 2013), humans are needed to identify whether
a difference between data models should be harmonised or not. In some
cases, such a difference serves a specific purpose, while in other cases the
difference is unintentional but hampers reuse of data. In the latter case,
improving semantic interoperability can truly lead to data integration op-
portunities: adjusting data definitions can be achieved and work processes
can be optimized, e.g. the same data is no longer created twice.

Realising semantic interoperability is an important step. That is, relating
the data to well-known semantic domain standards and harmonising the
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meaning of data can improve spatial data interoperability across domains
or communities within the geospatial sector; but it is not enough to fully
enable reuse outside of the geospatial sector.

Third problem: Geospatial data disseminated via SDI methods cannot be
found, accessed and used by non-geospatial experts.

For FAIR use of data outside the geospatial sector more is needed than
just disseminating the (harmonised) data via SDI based methods. A limita-
tion of SDIs is that only geospatial experts are able to find, access and use
such data, because 1) knowledge of the existence of specific portals, contain-
ing catalogues of geospatial datasets, is necessary: only people who know
these portals can go there and browse or search for geospatial data, and 2)
a high level of specific technical expertise, e.g. knowledge of geospatial stan-
dards (i.e. Open Geospatial Consortium standards), is necessary to access
and understand the descriptions of the dataset, access the web services and
use the data (Taylor and Parsons, 2015). To achieve reuse of geospatial data
outside the geospatial domain, the distribution should not be limited to the
methods of the SDI, but instead should be based on general standards and
methods for data publication from a much broader community, the World
Wide Web.

When looking at these general standards, linked data is an obvious can-
didate. Linked data ’provides a publishing paradigm in which not only doc-
uments, but also data, can be a first class citizen of the Web’ (Heath and
Bizer, 2011). The linked data paradigm is defined in a set of open, general
standards, developed by the World Wide Web Consortium (W3C), which
describe how data should be published on the web and interlinked using
hyperlink technology. However, if and how linked data standards can be
utilised to publish geospatial data, and how this can be done with existing
SDI standards and practice as a basis, is not a trivial question (Hart and Dol-
bear, 2016), as the standards underlying linked data are different from those
underlying the SDIs in the geospatial domain, having evolved in different
communities. One problem is that the data in an SDI is commonly ex-
changed using the Geography Markup Language (GML) data format, which
is based on Extensible Markup Language (XML), with standardised support
of geometry. In linked data, Resource Description Format (RDF), a W3C
standard for the publication and interlinking of data on the web, is used
for data exchange. In order to publish geospatial data as linked data, a
conversion to RDF is necessary. Moreover, RDF should be able to express
geometries; however, there is no single standard way of doing this: a geom-
etry expression method has to be selected from several options. Also, RDF
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requires Uniform Resource Identifiers (URI) for each resource i.e. each object
within a dataset; a URI strategy is needed to ensure these URIs meet sev-
eral requirements for linking data, for example persistence. In addition, data
models in the geospatial community are not described using Web Ontology
Language (OWL), as is done in the linked data community. Instead, within
SDIs, information models are commonly defined using the Unified Modeling
Language (UML), following a method described in a series of ISO standards
(ISO 19109 in particular). Both modelling languages have different underly-
ing paradigms, which leads to problems when expressing information models
originally described using one of these, using the other (Kiko and Atkinson,
2008; Cox, 2013).

Fourth problem: Geospatial data disseminated with linked data technolo-
gies are not easy to use by users who are not linked data experts.

Linked data, while broad in its applicability, is somewhat of a niche set
of standards. Using the linked data paradigm to disseminate spatial data as
the only alternative of the SDI would still keep potential users away from
geospatial data, who experience linked data as an impediment to ease of use.
A last challenge to improve reuse of geospatial data outside the geospatial
sector is therefore to practice web architecture without mandating a spe-
cific metamodel such as linked data (Wilde, 2007), thereby reaching a larger
potential audience.

An important set of present-day users can be called “data users”: web
developers, data journalists etc. who use different kinds of data, including
geospatial data, directly to create applications or visualisations that supply
information to end users (citizens). In order to achieve the wide re-use of
geospatial data across communities, data should be easily accessible by these
data users. In order for them to be able to further process the data for end
users, geospatial data must be published on the web using well-known and
widely used web standards, some of which are related to linked data, but
not all. This brings another challenge, since the SDI was not designed with
the web of data in mind: how to broaden SDIs towards the Web of Data.
Furthermore, which web standards are optimal for publication of geospatial
data, and how they should be applied, needs further research.

1.3 Research objective

In order to integrate data from different sources, standards are necessary
to achieve at least a minimum of interoperability. In the geospatial domain,
there are mature standards already and (expert) users are able to find, access



10 CHAPTER 1. INTRODUCTION

and exchange geospatial data through what is called the SDI. Geonovum—
my employer—is responsible for realising this SDI in the Netherlands. Data
models and standards play an important role in facilitating the exchange of
data and information within sectors, but also between different sectors within
the geospatial domain.

As explained in the Problem Description, even though a lot of geospatial
data is open and published using the SDI method, there are further impedi-
ments to its reuse. The main objective of my research is to overcome these
impediments, thereby improving reuse of geospatial data across communities
via the web.

1.4 Research questions

The main question of my research can be formulated as:

How to reuse geospatial data, from different, heterogeneous sources, via
the web across communities?

I have formulated four questions to cover different aspects of this problem,
related to the four problems identified above:

1. How to define a national standard for large-scale topographic objects
in 3D for wide re-use of once collected 3D data to solve current ad hoc
acquisition and use of such data?

2. How can semantic interoperability between different kinds of geospatial
datasets that have been created for different purposes best be achieved?

3. How to apply the Linked Data paradigm to disseminate geospatial data
outside the traditional geospatial data sector?

4. How to apply general Web based principles to improve the discover-
ability and accessibility of spatial data?

I have published five peer-reviewd journal papers, which address these
four research questions via several sub questions. These sub questions, di-
vided over the five publications, are introduced in the next section in which
the research approach, methodology and main achievements of each publica-
tion are summarised.
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1.5 Research approach and methodology

The research can be divided in four parts related to the four research ques-
tions. The first part studies the definition and establishment of a national 3D
standard for reusing 3D data across the whole geospatial information chain,
from 3D data acquisition to use. The second part focuses on obtaining se-
mantic interoperability by harmonising information models. The third part
studies the use of linked data technologies to achieve better linking mecha-
nisms and higher reusability through the use of general web standards. And
finally, the fourth step moves beyond linked data by studying current prac-
tice for publishing spatial data according to web architecture principles and
compiling a best practice based upon this analysis.

This section describes per part my research approach and methodology
and summarises the main achievements. All of the research described in this
thesis is qualitative in nature.

1.5.1 Defining a national 3D standard

3D data is often collected ad hoc, in specific projects and by specific or-
ganisations. In practice, reuse of once collected 3D geospatial data hardly
takes place. One of the main causes for ad hoc collection of 3D data is the
lack of 3D standards. The first part of my research focuses on improving in-
teroperability by defining and establishing a national 3D standard for large
scale topography called “IMGeo”, aligned to the international 3D standard
“CityGML”. IMGeo is the underlying standard of a national ‘basic registry’
(Basisregistratie Grootschalige Topografie, BGT). The provision and reuse of
data within this basic registry is regulated by law.

The Information Model Geography (IMGeo), originally focussing on 2D
data (Geonovum, 2007), describes the semantics of topographic objects com-
monly found on large scale maps, i.e. scale 1:1000 – 1:2000. Data about
these objects is collected and maintained by municipalities, water boards,
provinces, ProRail (the manager of Dutch railway network infrastructure)
and Rijkswaterstaat (Dutch Ministry for infrastructure). The mandatory
core model contains object definitions for large-scale representations of roads,
water, land use, land cover, bridges, tunnels, etc. Specific governmental or-
ganisations must collect this data and other governmental organisations must
reuse it. The optional part of IMGeo allows further division of these objects
into parts suitable for maintenance, and contains definitions for all kinds of
city furniture and other non-mandatory classes. IMGeo prescribes 2D point,
curve or surface geometry for all objects. The data providers are required by
law to provide their objects that fall under the definitions of the IMGeo 2.0
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core to the BGT national basic registry where they are available for reuse.
The IMGeo standard provides a semantic model for 2D large scale topo-

graphy. In my research I have contributed to the development of a national
standard for 2.5D and 3D geospatial data within the IMGeo framework: 2D
being simple point, line and polygon representations of objects on a flat
surface as on a typical map; 2.5D being points, lines and polygons with a
height component added, e.g. such that the polygon of a bridge would be
elevated above the flat surface; and 3D being full volumetric shapes in the
form of solids, positioned on a surface which models the elevation of the
terrain (often called a digital terrain model). For this, IMGeo needed to
be aligned with international 3D standards for topographic data in order to
preserve the semantics while extending 2D data into the third dimension.
The main research question was:

How to define a national standard for large-scale topographic objects in 3D
for wide re-use of once collected 3D data to solve current ad hoc acquisition
and use of such data?

I researched the question by conducting an exploratory study. The main
principle of CityGML-IMGeo is the reuse of CityGML concepts, that is,
IMGeo classes are remodelled in accordance with CityGML, as this interna-
tional 3D standard provides a good basis for a national 3D standard. To
comply with this principle, the concepts from IMGeo needed to be mapped
to CityGML concepts. I carried out the task of mapping IMGeo to CityGML
as a desk study, the result of which was reviewed and approved by a working
group of IMGeo stakeholders.

Next, I experimented with implementing this mapping in a UML class
model. Based on the mapping, IMGeo classes, as they are called in UML, are
defined as a specialisation (subtype) of the relevant CityGML generic class.
New classes have been added if they were present in IMGeo but missing in
CityGML, also modelled as a CityGML specialisation. Added classes include
constructions related to water management, separating objects like walls and
fences and other constructions which are not quite buildings, like storage
tanks or wind turbines. Pending a proposal to add constructions like this
to the CityGML standard in v3.0, these classes have been added with one
superclass called OtherConstruction. Some IMGeo classes were remodelled
in order to better fit with CityGML. These are Vegetation for modelling any
vegetation-related concept (in IMGeo these were divided over several classes)
and AuxiliaryTrafficArea for road segments which are not used for traffic.

During this work, I obtained the insight that clearer guidelines for extend-
ing CityGML are needed. The CityGML standard describes an “Application
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Domain Extension” (ADE) mechanism that should be used to extend the
standard with additional concepts; however, this is only described in the
context of GML Application Schemas, which is not compatible with UML
modelling. I have conducted an analysis of several approaches to model ap-
plication specific concepts of an ADE in UML and intensively discussed these
with CityGML and UML modeling experts within the German Special In-
terest Group 3D (SIG3D) modelling subgroup and in e-mail discussions with
SIG3D members and OGC CityGML working group members. The agreed
modeling method was implemented in a software tool, and then tested by
automatically deriving GML and CityGML compliant XML Schemas from
the model. Based on these steps I have proposed the preferred modelling
approach for modelling CityGML ADEs in UML.

The result of our work on the integration of IMGeo and CityGML is a
national standard which supports both 2D, 2.5D and 3D representations of
large scale topography objects according to geometric and semantic principles
of CityGML. The standard is established as such by the Dutch national gov-
ernment. Based on the experiences of developing this CityGML–IMGeo stan-
dard, we defined a framework for extending CityGML for national purposes.
In addition, I submitted a number of change requests to the Open Geospa-
tial Consortium (OGC). Some of these have led to revisions in CityGML 2.0,
others have been approved for version 3.0. Finally, the modelling approach
we proposed for modelling CityGML ADEs in UML has been published as
an OGC Best Practice.

1.5.2 Harmonising models

The second part of my research focuses on obtaining semantic interoperabil-
ity by harmonising information models. This is related to the research field
of ontology matching, a good and comprehensive overview of which is given
by Euzenat and Shvaiko (2013). Information models fall under their broad
definition of ‘ontology’: ‘a set of assertions that are meant to model some
particular domain’. In simple terms an ontology provides a vocabulary de-
scribing some domain and specifying the meaning of terms from that domain.
Ontology matching, which concerns the mapping of concepts from different
ontologies based on their meaning (i.e. terms that mean the same thing are
mapped), has been studied since the 1980s; most research has focussed on
automatic matching, where computer algorithms are used to find correspon-
dences between different ontologies. These algorithms have evolved to an
advanced state.

However, this was not the focus of my research; the goal was to obtain
semantic interoperability to improve the actual reuse of spatial data, and
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therefore I needed to find areas where similarities existed but semantic prob-
lems prevented interoperability, and to solve these problems by identifying
the best way to adjust the ontologies in question. The task of finding po-
tential harmonization issues was computer-assisted, but human experts were
needed both to identify the areas where harmonization would be most ben-
eficial, and to assess how each semantic problem could best be solved.

The main question in this part of my research was:

How can semantic interoperability between different kinds of geospatial
datasets best be achieved?

This part of my research addresses a problem with a much wider scope
than just one standard: semantic interoperability between Dutch informa-
tion models at a national level as well as between these models and INSPIRE
themes. It requires the integration of information models from different do-
mains and the analysis of their similarities and differences. The method of
research was again exploratory. IMGeo was taken as a starting point because
of its semantic overlap with a lot of other domain models. We compared it
to several other Dutch data models in a desk study. Next, we conducted a
series of interviews with the domain experts who were responsible for the do-
main models. Several semantic problems were identified in this phase. These
include: concepts with the same name being used in different domains with
different meanings; the same concepts being duplicated in several models,
and other forms of overlap. The next step was experimentation with tooling
that would aid humans in discovering the semantic problems in more detail.
I integrated all Dutch geo-information models and INSPIRE themes into one
software environment suited for the analysis of semantic similarity of con-
cepts from different models. I then tagged all concepts in these information
models with keywords based on two broad classifications. The tool could
then be used to group the concepts based on these keywords. Thus, related
concepts from different domains could be found. The groups of related con-
cepts were visualised and used in a brainstorm session with domain experts,
selected based on their knowledge of the domains described by the domain
models that were part of the study, to discover and analyse overlaps and
discrepancies.

This study of IMGeo and its semantic overlap with other information
models resulted in several proposed changes to both IMGeo and other Dutch
information models, some of which have already been realised, while others
will be addressed in future versions of the models. With this step multiple
semantic discrepancies that were hindering data reuse have been solved, and
the geo-information models are thus becoming more harmonised resulting in
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higher interoperability.

1.5.3 Publishing data via Linked Data principles

To address the findability, accessibility and reusability of geospatial data out-
side the geospatial data sector, in a third step I conducted an exploratory
study on linked data as a paradigm that might be employed to dissemi-
nate both spatial semantics and geospatial data to new groups of data users.
Linked data provide an alternative route for dissemination of spatial infor-
mation as compared to the traditional Service Oriented Architecture (SOA)-
based SDI approach. The linked data approach makes linking to and from
any data over the Web possible, and the semantics of the data can be made
clear by integrated use of ontologies or vocabularies, which can also be interre-
lated. Therefore, it is very promising for achieving semantic interoperability
of geo-information both within the geo-domain and across other domains.

The main research question was thus:

How to apply the Linked Data paradigm to disseminate geospatial data
outside the traditional geospatial data sector?

Since geospatial data is already structured in a standardised and defined
way using Geography Markup Language (GML), it is possible to standardise
transformation of this data to linked data, in particular the Resource De-
scription Framework (RDF). In the context of the Platform implementation
Linked Open Data, an initiative by Geonovum and other organisations, I
participated in a pilot project where we experimented with such an auto-
mated transformation, leveraging the RDF-like object-property structure of
GML. Based on a literature study we evaluated ways of describing geome-
tries in RDF resulting in the selection of OGC GeoSPARQL and designed
a URI pattern for the data object identifiers. Then, we experimented with
automated transformation of a UML model describing the data model to
an RDF Schema (RDFS)/OWL ontology. Because the resulting ontology
was not linked to existing OWL ontologies, while in OWL interoperability is
achieved via the re-use of vocabularies, we created a method of annotating
the UML beforehand with mappings to existing OWL ontologies, and tested
this method in our experiment.

Results of this part of the research include a method for semi-automated
UML to OWL conversion, which formed the basis of my contribution to the
development of a method to derive OWL vocabularies from the INSPIRE
UML models, and ultimately for the publication of INSPIRE data as geospa-
tial linked data.
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1.5.4 Web of data

In order to reach the wider audience of web “data users”, who have not
embraced the linked data paradigm, the fourth part of my research focussed
on making geospatial data part of the web of data, using widely known and
accepted general web standards and principles. The main question related
to this was:

How can we apply general Web based principles to improve the discover-
ability and accessibility of geospatial data?

While the OGC has standardised solutions for publishing geospatial data
and services in an interoperable way, the World Wide Web Consortium
(W3C) has developed standards for the web of data, with an emphasis on
the development of methods that can be rapidly taken up by application
software developers without special expertise. These organisations started a
joint Working Group on Spatial Data on the Web, of which I am a member,
and which did some crucial work in this area. I contributed in particular, as
an editor, to the effort to describe the best practices for publishing spatial
data on the Web. The best practices were compiled based on use cases and
current good practices, both gathered by members of the working group.
This was followed by an analysis of the current practices that were found,
and by discussions within the working group, to establish which practices
could be labelled ’best practice’ and in which areas gaps existed. A set of
principles that guide the selection of best practices was created based on
discussions within the working group. The result describes best practices
that are employed to enable publishing, discovery and retrieving (querying)
spatial data on the Web, and identifies some areas where a best practice has
not yet emerged.

Results of the fourth part include the Spatial Data on the Web Best
Practice, which was published as a W3C Note and an OGC Best Practice.
When implemented, the guidelines from this document make it easier to
discover, interpret and use geospatial data for data users in general – not
just geospatial experts. Implementations of the guidelines are in progress,
for example at the Dutch Geoportal and in OGC Web Feature Service 3.0
(Portele and Vretanos, 2018).

1.6 Overview of the dissertation

This dissertation consists of the five original peer-reviewed journal papers
that have been published during the research and are published unchanged
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in this thesis, except for occasional footnotes to supply current informa-
tion about outdated statements. The dissertation is divided into parts cor-
responding to the research questions formulated in Section 1.4. Part II,
”Definition and establishment of a national 3D standard” contains two ar-
ticles, in Chapters 2 and 3; the first of these addressing the definition of a
national 3D standard as a whole (van den Brink et al., 2013a), while the
latter focusses on the UML-based approach we used (van den Brink et al.,
2013b). Part III, ”Semantic harmonisation”, addresses semantic interoper-
ability between different datasets (van den Brink et al., 2017) in Chapter
4. Part IV, ”Geospatial Linked Data”, contains Chapter 5 which explores
automated conversion of geospatial data to linked data (van den Brink et al.,
2014). Part V, ”Web of Data”, describes the best practices for publishing,
retrieving and using spatial data on the web (van den Brink et al., 2018),
in Chapter 6. Finally, Part VI, ”Discussion, Conclusion and Future work”
contains Chapter 7, which discusses the developments since the five original
articles were published, and Chapter 8, which contains the conclusions and
suggestions for future work.
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Chapter 2

Establishing a national
standard for 3D topographic
data compliant to CityGML

Authors: L. van den Brink, J. Stoter and S. Zlatanova. (International Jour-
nal of Geographical Information Science, 27(1):92-113, 2013).

This paper has been published in a peer-reviewed scientific journal in 2013
and is published unchanged in this chapter, except for footnotes where neces-
sary to supply current information about an outdated statement. The paper
describes how a national standard for 3D topographic data was developed
as an extension to the international standard CityGML. To assure interna-
tional interoperability, CityGML was selected as the best suited international
standard to serve as the basis for the national standard in question.

Contributions: 1) establishment of a national standard on 3D topography
that aligns to an international 3D standard; 2) improvements for IMGeo
like the addition of classes for vegetation, auxiliary traffic areas and the
addition of 2.5D and 3D geometry; and 3)change requests for CityGML,
most importantly for the addition of a class for other constructions, which
are not buildings, bridges or tunnels (to be implemented in next version of
CityGML).

text of published paper starts after this line

Abstract: This paper describes a research project that realised a national
standard for 3D geo-information. The standard was developed as part of
a pilot in which more than 65 private, public and scientific organisations
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collaborated to analyse and push 3D developments in the Netherlands (run
between March 2010 and June 2011). The 3D standard was established
through several steps. Firstly a comparison between the existing 3D CAD
and Geographic Information Systems (GIS) standards was carried out that
selected the OGC standard CityGML as the optimal 3D standard to align
to. Secondly, the equivalent concepts in CityGML and the existing national
standard for large scale topography (IMGeo) were identified. Thirdly IMGeo
was extended to 3D following the principles of CityGML Application Domain
Extensions (ADE). The model was tested by applying it to real data. Based
on the experiences of this pilot, this paper proposes a framework of guidelines
and principles for extending CityGML for national purposes, deduced from
the modelling experiences. This is a unique contribution since experiences on
extending CityGML are new and not well-described in the OGC CityGML
specifications. Finally this paper presents the change requests which have
been submitted to OGC to make the CityGML standard more suited for
integration with existing 2D topographic information models. The change
requests were formulated based on experiences from developing this nation-
wide 3D standard.

Keywords: 3D standard, 3D geo-information, 2D/3D integration

2.1 Introduction

Over the past ten years technologies for generating, maintaining and using
3D geo-information have matured. Nowadays, many local governments have
3D models of the city, a large number of companies are providing services
for constructing 3D models, and universities and research organisations are
investigating 3D technologies (3D re-construction, data management, vali-
dation and visualisation). Yet many (governmental) organisations face nu-
merous challenges in introducing 3D applications and technologies in their
day-to-day processes. Despite the practical difficulties, it is clear that 3D
information is becoming increasingly important in many applications. These
developments motivated a pilot in the Netherlands to advance the use of 3D
in this country. The pilot was initiated by the Dutch Kadaster, Geonovum,
the Netherlands Geodetic Commission (NCG) and the Dutch Ministry of
Infrastructure and Environment.

From January 2010 until June 2011 more than 65 private, public and
research organisations got together to study the state-of-the-art of 3D devel-
opments and applications in the Netherlands and to instigate innovations.
The pilot realised a proof of concept for a 3D Spatial Data Infrastructure
(SDI) that addresses issues ranging from 3D data acquisition, maintenance



2.1. INTRODUCTION 25

of 3D data and use of the 3D information in specific applications. An im-
portant goal was establishing a 3D standard NL with wide support of many
stakeholders. For this purpose use cases were defined and executed on a 3D
test bed. In addition large amounts of test data were made freely available
for all participants. Finally the established Dutch 2D standardisation frame-
work was studied for extension into 3D while aligning to the international
standardisation developments driven by experiences of the use cases and the
test bed.

The overall pilot goals and results are described in Stoter et al. (2011).
This paper describes the development of the national 3D standard and pro-
poses a framework for this that can be used by other countries.

Although other efforts are known for defining agreements on 3D geo-
information in formal information models for different domains (Tegtmeier
et al., 2009; Emgard and Zlatanova, 2007; Penninga and Van Oosterom, 2008;
Stoter and Salzmann, 2003; Van Oosterom and Stoter, 2010), no attempts
have been made to create a 3D national standard that is aligned to both
the OGC (Open Geospatial Consortium) standard CityGML (Gröger et al.,
2008) and the national 2D standardisation framework. The Netherlands has
well-established national standards, but as in most countries, they are all
2D. The new 3D standard preserves valuable 2D concepts from the existing
national standard for large scale topography (Information Model Geography:
IMGeo), and extends them with 3D concepts from CityGML. The 3D stan-
dard is therefore not just another standard on geo-information, instead the
realised CityGML implementation profile bridges the 2D and 3D standardi-
sation developments.

The pilot experiments showed four technical reasons to preserve infor-
mation from existing 2D models, while extending to 3D and aligning with
international 3D standards. These are:

• Connection to existing datasets means connecting to existing applica-
tion areas which provides a justification for the 3D information;

• Existing datasets often contain rich semantics, which is difficult to ob-
tain from automated acquisition techniques;

• Existing datasets contain information about objects that often provides
possibilities to automatically generate a 3D model;

• The update process (which is well-established in 2D) of existing datasets
can still be used for updating the 3D datasets, before full update of 3D
data sets is developed.
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The result of a nationwide 3D standard extending CityGML and integrat-
ing it with 2D topographic information may be seen as a solution limited to
one specific country as well as to topographical context. However, the defined
3D standard contains many generalities which are of interest to both differ-
ent countries and domains. In particular, extension of CityGML to a specific
context is not well described in the OGC specifications and experiments on
CityGML extensions are new. Therefore the major contribution of this pa-
per is the proposed generic framework for extending CityGML for national
purposes that structures the findings of this research. Another contribution
are the Change Requests (CR’s) for CityGML which were formulated (and
submitted to OGC) based on insights obtained during the development of
the 3D standard and sequential testing.

The paper is organised as follows. Firstly, Section 2.2 motivates why
CityGML was elected as the most promising 3D standard for the Dutch case.
Section 2.3 describes how IMGeo was integrated with CityGML, based on
principles of CityGML Application Domain Extensions (ADEs). Section 2.4
discusses the resulting information model. Section 2.5 presents the frame-
work for extending CityGML for national purposes. The change requests for
CityGML are formulated in Section 2.6 and Section 2.7 presents conclusions
and elaborates on future developments.

2.2 Motivation to use CityGML as base for

3D standard NL

3D standards have been developed throughout the years for many differ-
ent purposes: visualisation (fast and realistic), data management (efficient
storage), modelling (validity and topology) or data exchange (platform inde-
pendent). The parties working on 3D standardisation vary from companies
to international standardisation organisations, originating from CAD/BIM
(i.e. Computer Aided Design and Building Information Models (BIMs)),
GIS or Web domains. Many of the company developed formats have be-
come de facto industry standards (e.g. SHP, DXF) or have been approved as
open international standards (e.g. KML). Other international standards have
been developed without major company involvement (e.g. CityGML). Be-
ing developed with different goals, the information (such as type of geometry,
textures, semantics, relationships) varies significantly between standards and
makes the integration of data in one 3D environment almost an impossible
task. The experiences in the 3D pilot have clearly revealed many problems
with converting data from one de facto or international standard to another:
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information was lost or was improperly converted, validity of objects was not
ensured, relationships were diminished, etc. Therefore it was important to
study and analyse the most used international and de facto 3D standards
and their characteristics.

The de facto and international standards that were compared are DXF,
SHP, VRML, X3D, KML, Collada, IFC (one of the most important standard
to model construction objects in the BIM domain), CityGML and 3D PDF.
For more details on those standards see Stoter et al. (2011).

The comparison showed that every 3D standard is designed for specific
purposes. DXF, VRML, X3D, Collada, and IFC support the largest va-
riety of geometries. VRML, X3D and Collada are the most advanced in
supporting realistic textures. All these standards, except IFC, contain poor
support for semantics and attributes. Clearly these standards originate from
the CAD domain. In contrast, standards such as SHP, IFC, and CityGML
have a very good support of semantics, objects, attributes and relationships
between the objects. This means that these standards provide the means
to keep information that is important for analysis and not only for visuali-
sation. Because of the support for semantics, geo referencing and Web use,
the selection of CityGML as generic standard for a 3D SDI envisaged in this
study was justified. IFC shows similar support but is characterised by its
local and very detailed approach, the limited number of construction models
usually available in a city and high precision necessary for reliable construc-
tion calculations. For the 3D SDI a standard for geo-information is needed
characterised by coverage of large areas (e.g. a complete city) and lower
precision. Since BIM (IFC) files may serve geo-information applications and
vice versa, it is important to study the alignment of both standards. Further
details on the comparison can be found in Stoter et al. (2011).

The OGC standard CityGML (Gröger et al., 2008) originated in academia
in Germany (Bonn, TU Berlin) and was originally defined as an exchange
format. But it is also—and especially—an information model for represent-
ing 3D spatial objects. CityGML distinguishes both at the geometric and
semantic level between thematic concepts (buildings, vegetation, water, land
use, etc.) (Albert et al., 2003; Gröger et al., 2004; Benner et al., 2005; Gröger
et al., 2007). It supports multi-resolution features by means of different levels
of detail (LODs). LOD0 represents the surface geometry of objects at ter-
rain level. In addition a building object can vary from a simple block model
(LOD1; accuracy 5m), with roof shapes (LOD2; accuracy 2m), with windows,
doors and other exterior features (LOD3; accuracy 0.5m) to a fully detailed
interior model (LOD4; accuracy 0.2m) with or without texture information
(called ‘appearance’).

The standard CityGML is based on GML3 (Consortium et al., 2007).
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Generally volumetric objects are possible as in GML 3, but the validity of
closed volumes cannot be enforced in CityGML. In addition 3D topological
structures, although available in GML 3, are not utilized. Because of the
complexity to build and maintain topology in 3D, objects are modeled with
geometrical primitives and not with topological primitives. A simple xlink
approach is followed to connect the surfaces of a 3D geometry. The time and
scale dimensions are handled in CityGML, but not in an integrated manner.
The time dimension is separately handled by adding attributes to geometrical
objects, i.e. creationDate and terminationDate. Scale is intended to be linked
to the LOD concept, although our experiences have shown that this is not
the case, i.e. many 3D models in LOD1 are created from high-accuracy data.

CityGML is intended as generic standard with limited thematic content
compared to the national information models and therefore the standard
needs further agreements to make the standard suitable for national pur-
poses. This was studied in a next step, i.e. How to use the generic standard
CityGML as a standard in a specific (i.e. Dutch) context, i.e. which addi-
tional classes, attributes and attribute values are necessary? Which codes
should be added to the code lists of CityGML to make the code lists appro-
priate for a specific context and how can this be done? Which LOD should
be used? These questions are studied in the next sections (for the specific
Dutch context in Sections 2.3 and 2.4, and in general in Section 2.5). Note
that also the European data specifications for buildings (Building, 2011) have
an optional CityGML profile.

2.3 Extending CityGML for Dutch context

After the election of CityGML as standard to align with, a CityGML imple-
mentation profile has been developed. Because the Dutch information model
on large scale topography (IMGeo) resembles CityGML the most, the first fo-
cus has been on integrating IMGeo and CityGML into one standard. For this
integration we used the available version of CityGML (version 1.0.0). Version
1.1 is in consultation at the moment of writing (OGC, 2011). This section
presents the process that established the national 3D standard CityGML-
IMGeo (Section 2.3.2). First Section 2.3.1 introduces technical aspects of
IMGeo.

2.3.1 IMGeo (BGT)

The Dutch Information model Geography (IMGeo) describes how object-
based, large scale (1:1000 and 1:2000) topographic features must be defined
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Figure 2.1: Overview of the classes in the Dutch Information Model Geogra-
phy (IMGeo); classes in light color are part of the mandatory core, the classes
in orange are optional. The names in italics are CityGML super classes of the
IMGeo classes; English translation of class names is shown in parentheses.

to make the national exchange of this information possible. This large-scale
topographic map is created and maintained by the municipalities and finan-
cially supported by local governments and private companies. Version 1.0 of
IMGeo was published in 2007 (Geonovum, 2007). Version 2.0 is due to be
completed end 20111. IMGeo 2.0 has a mandatory core, see Figure 2.1 (and
Table 2.2, Section 2.3.2.1 for English translation of the main classes).

Data providers such as municipalities, organisations responsible for the
road, water and railway infrastructure etc. will be required by law to provide
their objects that fall under the definitions of the IMGeo 2.0 core to a national
‘basic registry’ (Basisregistratie Grootschalige Topografie, BGT) where they
are available for reuse. The mandatory core contains object definitions for
large scale representations of roads, water, land use/land cover, bridges, tun-
nels etc. The optional part of IMGeo allows further division of these objects
into parts suitable for maintenance, and contains definitions for all kinds
of city furniture and other non-mandatory classes. It should be noted that
utilities and geology objects are not part of IMGeo. They are covered in
two other domain models, i.e. respectively IMKL and IMBRO (Geonovum,
2012). The terrain as a regular or irregular grid is also covered in the latter
(e.g. AHN, Height Model of The Netherlands, http://www.ahn.nl/)

The mandatory core of IMGeo prescribes 2D point, curve or surface ge-

1[Added 2018] IMGeo 2.0 was published in February 2012.

http://www.ahn.nl/
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ometry for all objects, but because the new version (2.0) of the model is
completely integrated with CityGML (as result of the study described in
this paper , the optional part of IMGeo 2.0 also allows 2.5D (i.e. LOD0) and
3D geometries (i.e. volumetric representations as prescribed at CityGML
LOD1, LOD2 and LOD3).

IMGeo (also the 2D part) contains man-made objects above (e.g. viaduct)
and below the surface (e.g. tunnels or underground waterways), modelled in
2D with the attribute relatieveHoogteligging (relative height). This attribute
indicates whether an object is located at surface level (and is thus part of
the planar partition, value=0), above (>0) or below (<0) the surface. The
attribute is mainly used to infer that objects do not exist on the same level
and which object is above which.

IMGeo classes have a small number of attributes, besides their geometry.
Most have one or two attributes to further classify the object or to indi-
cate their function. Code lists are used to provide allowed values for these
attributes. In addition, all classes share attributes for identification and ver-
sioning, for a reference to the data provider, for the object’s status (planned,
existing, or historic) and an indication whether a possible error in the data is
under investigation. In addition, all measure points of the object’s geometry
are stored with metadata such as information on the accuracy.

All objects have 2D geometry for which GML 3 geometry types are used.
Topological rules are part of the standard, but are not modelled by GML
topological types. The most notable rule is that the complete set of polygon-
objects at surface level (height level 0) in the mandatory core must together
form a complete coverage of the Netherlands without gaps or overlap.

The IMGeo standard also includes rules for visualisation, e.g. the colour
of lines and areas, type and thickness of lines, etc. These are based on a Dutch
standard for web cartography. Two visualisation themes are provided: one
where large scale topography is the main focus, and one where it is used as
a background for other themes.

2.3.2 3D IMGeo as extension of CityGML

For the design of 3D IMGeo extending CityGML, the rules for creating Ap-
plication Domain Extensions (ADE) were applied (Gröger et al., 2008; Wiki,
2012). That is, 3D IMGeo was modelled as an ADE, even though the inten-
tion is not to position 3D IMGeo as a formal (i.e. to be approved by OGC)
extension module. It is nevertheless useful to follow the rules for creating
an ADE because these rules assure a standard extension method, enabling
software systems to not only understand the CityGML part of the model, but
also the extensions. Since the rules for modelling an ADE in UML(Unified
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Table 2.1: Available LOD representation for each CityGML thematic module

CityGML module LOD0 LOD1 LOD2 LOD3 LOD4
Building o o o o
CityFurniture o o o o
LandUse o o o o o
Relief o o o o o
Transportation o o o o o
Vegetation o o o o
WaterBody o o o o o
Generics o o o o o
Bridge o o o o
Tunnel o o o o

Modelling Language) are not described in the CityGML standard we followed
the rules for implementing an ADE in a GML Application Schema, applying
those to UML as much as possible. In addition the publication by Portele
(2009) was used.

The remainder of this section clarifies the main considerations that led
to the CityGML implementation profile for Dutch context realised in IMGeo
2.0.

2.3.2.1 Reuse and extension of CityGML concepts

The main principle of CityGML-IMGeo is the reuse of CityGML concepts, i.e.
IMGeo classes are remodelled in accordance with CityGML. This principle
made it necessary to map the concepts from IMGeo to CityGML concepts.
For this mapping-study both the CityGML core standard and existing (draft)
ADEs (bridges, tunnels, noise, and utility networks) were considered. The
Bridge and Tunnel models were used (these have become part of CityGML
1.1). However, the other ADEs were not used because the (semantic) details
they add to the CityGML standard are not available in IMGeo.

As mentioned above, IMGeo only contains 2D objects, which makes the
mapping between IMGeo classes and CityGML LOD0 classes (representing
the terrain) the most obvious choice, even though the accuracy of IMGeo
(varying between 0.30m and 0.60m) is a far better match for LOD3 . How-
ever, only looking at LOD0 classes has limitations because not all CityGML
classes have representations at LOD0 (see Table 2.1). Therefore the mapping
also took other LODs into account and LOD0 representations of those classes
have been added at a later stage (see Section 2.3.2.2). It should be noted
that LOD0 for Building is added in CityGML 1.1.

The mapping was the source of the CityGML-IMGeo implementation
modelled in UML. Since CityGML 1.0 is only available as xml schema, a



32 CHAPTER 2. NATIONAL STANDARD FOR 3D

Table 2.2: Mapping between IMGeo and CityGML classes for CityGML-IMGeo implementation profile

IMGeo Class CityGML Class (not only
LOD0)

In CityGML LOD0?

Kunstwerkdeel (Construction part) Bridge, Tunnel and other construc-
tions (OtherConstruction class with
sub classes added as specialization
of Site)

No

Inrichtingselement (furniture ele-
ment; generic term for city furni-
ture and other small objects that
populate the public space)

Most are CityFurniture; Some are
Constructions

No

Pand (building part, premise) BuildingPart No
Spoor (railway tracks) Railway Yes, as network; surface from LOD1

(TrafficArea)
Terreindeel (terrain part). To
match CityGML this class was split
in two classes: bare terrain part and
covered terrain part.

LandUse (bare terrain parts, with
no vegetation) and PlantCover
(covered terrain parts, with vegeta-
tion)

LandUse: Yes Vegetation: No

Waterdeel (water part) WaterBody Yes
Wegdeel (road part) Traffic Area Yes, as network; surface from LOD1

(TrafficArea)
Ondersteunend wegdeel (auxiliary
road part). Was introduced to bet-
ter match CityGML.

AuxiliaryTrafficArea No

Registratief Gebied (administrative
area)

LandUse Yes

UML model was recreated in the modelling tool Enterprise Architect, based
on Gröger et al. (2008). IMGeo classes (with Dutch names) were defined as
a specialisation of the relevant CityGML generic class (with English names).
In cases where only extra properties were defined for an existing CityGML
class, the subclass was marked with a stereotype <<ADEElement>>and
the English names of CityGML were reused to make the link to the original
classes well-visible (which English class refers to which Dutch class) which is
reflected in the UML models via the specialisation-relationships.

New classes have been added if they are present in IMGeo but missing in
CityGML. These are also modeled as a specialization, but with a stereotype
<<featureType>>and a Dutch class name. Added classes include construc-
tions related to water management, separating objects like walls and fences,
and other constructions which are not quite buildings, like storage tanks
or wind turbines. These classes have been added with one superclass called
“OverigeConstructie (OtherConstruction)”, specialisation of CityGML Site.

Attributes are added to all classes for defining the following aspects: 2D
geometry (not modelled in CityGML), the LOD0 geometry if not present in
CityGML (see Section 2.3.2.2) and the Dutch classification code lists.

Retaining Dutch code lists instead of reusing the CityGML code lists
breaks the CityGML rules for extending code lists. However several as-
pects gave reasons to do this (and this is in line with the findings of Portele
(2009)). Firstly the national character of the standard favors Dutch language
code lists. Secondly the CityGML standard does not provide definitions for
the code list values, which makes it hard for users to decide which value to
use. Because IMGeo also contains a obligatory part which prescribes data
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providers to provide a complete set of the core objects with a certain accu-
racy and semantic correctness, it is even more important that every concept
is defined precisely. The Dutch code list values do have definitions and there-
fore these values are retained (and if possible mapped to CityGML code list
values, see Table 2.3 in Section 2.4. It should be noted that CityGML 1.1,
which was not yet available at the time of writing2, allows extension and
replacement of code lists.

A final adjustment of the model was the use of CityGML classes which
were not present in IMGeo 1.0, but which appeared to be more appropri-
ate for handling specific concepts. These are Vegetation for modelling any
vegetation-related concept (in IMGeo 1.0 divided over several classes) and
AuxiliaryTrafficArea for road segments which are not used for traffic (such
as verges).

The resulting standard supports both the 2D representations of the manda-
tory and optional objects, as well as 2.5D and possibly 3D representations of
those objects according to geometric and semantic principles of CityGML. In
addition the consequence of remodeling IMGeo 1.0 concepts into IMGeo 2.0
concepts according to the rules described above is that all matches between
IMGeo 2.0 and CityGML are 1 to 1.

2.3.2.2 Define further agreements on geometry

CityGML-IMGeo contains further agreements on the use of LOD repre-
sentations, which solves CityGML’s ambiguity about the LOD definitions
(geometry- or semantic-based):

• Accuracy: All LODs have the same accuracy according to the positional
accuracy required by IMGeo. Consequently the accuracy requirements
of CityGML are not adopted, and the LOD only represents the detail of
the object in the third dimension, i.e. LOD0 for 2.5D surfaces, LOD1
for block models, LOD2 for semantics for roofs, walls etc and LOD3
for textures and even more details.

• LOD0 representation for all classes: All CityGML-IMGeo classes get a
LOD0 representation (either inheriting from CityGML or added con-
form the IMGeo geometry type) and a 2D geometry in the 2D-LOD.
This makes it possible to have one integrated model that supports the
full range of spatial representations of real world objects, i.e. from 2D,
2.5D to full 3D, depending on the application.

2[Added 2018] CityGML 1.1 was never published; instead it was renamed CityGML
2.0 and published in 2012.
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• Solid and indoor geometry: Some classes in CityGML-IMGeo have rep-
resentations at higher LODs, up to and including LOD3 conforming to
CityGML, examples are buildings, tunnels, bridges and trees. However
LOD4 is excluded from CityGML-IMGeo as indoor information is con-
sidered to be information from another domain (i.e. BIM/IFC) than
topography (this is in line with Building (2011)).

For some classes other geometry types were used than modelled in City-
GML. In our approach Water and Road objects are represented by surface
geometry at LOD0 and Railway is represented by the curve geometry at
LOD0, while CityGML represents those classes with the GeometricComplex
at LOD0 to accommodate networks. The changes were done to be compliant
with geometry types in the previous version of IMGeo.

2.3.2.3 Define agreements on topological structure

As mentioned above IMGeo defines a topological structure containing all
objects at surface level. This topological principle is extended to LOD0.
Consequently the LOD0 representations of all objects at surface level con-
stitute a 2.5D topological structure (without gaps and overlaps). Because
this topological structure contains also the footprints (i.e. the geometry of
objects at the surface), no specific Terrain Intersection Curves are necessary
to locate the LOD1-LOD3 representations in the terrain.

This principle extends the CityGML topological structure for LandUse
(page 94 of CityGML specifications (Gröger et al., 2008)) to other classes at
surface level which may be additional LOD0 classes compared to CityGML
(since LOD0 representations have been added for all classes). At the same
time the class LandUse is limited to those objects which do not represent the
other classes, such as water, road, railway, vegetation.

Figure 2.2 shows the result of a 2.5D triangulated surface of IMGeo ob-
jects. The 2.5D surfaces are a result of a “constrained triangulation” of high
density laser points and the 2D geometry of all IMGeo objects at surface
level.

2.3.2.4 Model objects above or below the surface

The concept of levels (relative height) in IMGeo is reflected in the integrated
model. LOD0 representations of objects above and below the surface are
located in space while connected to the topological structure at surface level
(based on the assumption that those objects do connect to the surface some-
where). It may be necessary to add extra 2.5D surfaces to the structure
to avoid gaps (see Figure 2.3). This is because objects that touch in 2D
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Figure 2.2: Triangulated terrain integrated with IMGeo objects (Emgard and
Zlatanova, 2007)

may not touch in 3D, for example a waterbody and a road along the water-
body. This is further explained in Oude Elberink and Vosselman (2009) and
Oude Elberink (2010).

Another Dutch dataset, i.e. the 2.5D topographical dataset of Rijkswa-
terstaat (DTB) already supports a similar 2.5D topological structure of to-
pography. Examples are shown in Figure 2.4 (Rijkswaterstaat, 2011). Al-
though this dataset shows that such 2.5D data structures are already in exis-
tence and therefore feasible, it does not yet contain height information within
the polygon-surfaces, in contrast to the LOD0 representations of CityGML-
IMGeo.

2.3.2.5 Define the reference system

CityGML-IMGeo uses the Spatial Reference System (SRS) EPSG:7415. This
is a combined SRS of x, y coordinates in the national reference system
(called Rijksdriehoeksmeting) (EPSG:28992) and z coordinates in the na-
tional height system (called Nieuw Amsterdams Peil) (EPSG:5709). The
experiences in the pilot showed that this reference system should be explic-
itly stated in the CityGML files.
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3D model of 3D Pilot test area (Oude Elberink, 2010), based on
high resolution laser data and the 2D topographic dataset at scale

1:10k

Figure 2.3: Example of the employed 2.5D topological principle

(a) a. (b) b.

Figure 2.4: Examples of 2.5D topographic data provided to the 3D Pilot by
and Province of Noord Brabant (a) and Rijkswaterstaat (b)
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2.4 Experiments with the model

This section illustrates how the model works in practice by showing how
the IMGeo class ‘TrafficARea (Wegdee)l’ (i.e. Road Part; road segments
that constitute a road) is modelled in CityGML-IMGeo and by applying the
model to real data at the end of this section.

The IMGeo TrafficArea (Wegdeel) class is modelled as a specialisation of
the CityGML class TrafficArea, with a stereotype <<ADEElement>>to re-
flect that only properties are added. The UML diagram for class TrafficArea
is shown in Figure 2.5.

IMGeo-Object is the collection of the generic properties that all IM-
Geo classes share. In IMGeo 1.0 all IMGeo classes were specialisations of
this abstract feature type. To avoid multiple inheritance in the new model
the IMGeo-Object class is no longer a <<featureType>>but an <<ADE-
Element>>. When a GML Application Schema is created from this UML
model, the specialisation relation between IMGeo-Object and Wegdeel is
not seen as inheritance but as an addition of properties to CityGML class
CityObject. These properties are realised in the GML application schema

by attaching them to the CityObject type using the CityGML ‘hook’ mech-
anism described in OGC (2011).

The stereotype <<BGT>>indicates the parts that are in the mandatory
core of IMGeo. As can be seen, the only part which is not mandatory is
lod0SurfaceWegdeel.

The attribute Wegdeel.fysiekVoorkomen is equivalent to TrafficArea.sur-
faceMaterial. The attribute Wegdeel.functieWeg is equivalent to TrafficArea-
.function, while TrafficArea.usage gives sometimes significant additional in-
formation to establish a better matching, e.g. for the values “Ruiterpad”
and “Voetgangersgebied”. In a 3D IMGeo dataset both English and Dutch
attribute names must be provided. This is also true for the code list values,
because the Dutch code lists are retained (see Section 2.3.2.1). However, the
mapping between attributes, code lists and code list values is not modelled
explicitly in the UML model. Although it would have been possible to use
constraints for this, those mappings are described in a document added to
the standard. This is less formal but more accessible by users. The format
that was used for the mapping is illustrated in Table 2.3 for the attribute
Wegdeel.functieWeg. This attribute has two equivalent CityGML attributes,
as was explained above.

As can be concluded from Table 2.3, the mapping between IMGeo and
CityGML naming conventions is not perfect, because of several reasons:

1. In IMGeo there is no equivalent class for TransportationComplex or
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Figure 2.5: Example – IMGeo modelling of Wegdeel as subclass of CityGML-
TrafficArea
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Table 2.3: Example - Mapping of code values for Wegdeel-TrafficArea

IMGeo CityGML CityGML
Attribute Attribute Attribute
FunctieWeg TrafficAreaFunctionType TrafficAreaUsageType
Code list value Code list value Code list value
OV-baan (public transport lane) Rail or (missing: bus lane) Bus, taxi Train Tram, streetcar
Overweg (railway crossing) (missing: level crossing / railway

crossing)
Car Truck Bus, taxi Train etc.

Baan voor vliegverkeer (lane for
aeroplanes)

airport runway, airport taxiway, or
airport apron

Aeroplane

Rijbaan: autosnelweg (driving lane:
motorway)

Motorway Car Truck Motorcycle

Rijbaan: autoweg (driving lane:
main through road)

driving lane Car Truck Motorcycle

Rijbaan: regionale weg (driving
lane: district road)

driving lane Car Truck bicycle etc

Rijbaan: lokale weg (driving lane:
road)

driving lane Car Truck bicycle etc

Fietspad (cycle path) Cyclepath Bicycle
Voetpad (footpath) Footpath Pedestrian
Ruiterpad (bridle path) unknown (missing: path) Horse
Parkeervlak (parking area) parking lay by or car park Car
Voetgangersgebied (pedestrian
area)

unknown (missing: pedestrian area) Pedestrian

Inrit (road to private property) private area Car Truck bicycle etc
Woonerf (pedestrian priority area) unknown (missing: pedestrian pri-

ority area)
Car Truck bicycle etc

Attribute Attribute
FysiekVoorkomenWeg TrafficSurfaceMaterialType
Gesloten verharding (closed hard-
ening)

asphalt or concrete

Open verharding (open hardening) pavement or cobblestone
Half verhard (semi hardened sur-
face)

Gravel

Onverhard (unhardened) soil or sand

Road. Only road parts (Wegdeel) are modelled. However, the code list
for Wegdeel function in some cases gives the function of the road part
as well as the function of the whole road it is part of. This is the case
with the values starting with ‘rijbaan’ (English: driving lane).

2. Some values are difficult to map because there is no good equivalent
in the CityGML code list. For example, there are values available
in TrafficAreaFunctionType for cycle path and footpath, but not for
paths designated for use by equestrians. A generic term ‘path’ in
CityGML would have better suited, in combination with the Traf-
ficAreaUsageType code list to indicate the modes of transportation
allowed on the path.

3. The corresponding code list for traffic surface material in IMGeo starts
at a more abstract level than TrafficSurfaceMaterialType in CityGML.
These issues of mapping code list value should be addressed in a future
version of the model, since currently insufficient experiences are avail-
able to show which modelling approach (i.e. CityGML or IMGeo) is
best.

To test the CityGML-IMGeo implementation profile, the UML model was
converted into an xsd file. In addition data modelled according to IMGeo 2.0
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(a) (b)

Figure 2.6: Visualisation of CityGML-IMGeo encoded data: CityGML LOD2
(a) and 2D-LOD (b)

and laser point data were combined to generate CityGML-IMGeo encoded
data. Figure 2.6 shows the result. Since the model supports 2D as well as
2.5D and 3D representations, both 2D IMGeo data (Figure 2.6b) and 3D
IMGeo data (Figure 2.6a) can be generated according to the same model.

2.5 Framework for extending CityGML for

national purposes

Based on the experiences of developing the CityGML-IMGeo standard, this
section defines a framework for extending CityGML for national purposes.
The framework defines how a 2D information model can be integrated with
CityGML to support the full range of dimensional geometry types for ge-
ographical features in an integrated manner: i.e. 2D, 2.5D and 3D. The
current research focused on the integration of CityGML and 2D large scale
topographical information. Future research should identify how such an inte-
gration works for mid- and small scale topography as well as for geographical
information captured in information models from other domains. The frame-
work covers the following aspects:

• Integration of 2D information model and CityGML

• Geometry types and LOD

• Topology

• Use of code lists
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• Use of CityGML properties

• Reference system

2.5.1 Integration of 2D information model and CityGML

The main principle of the framework is that the integration of the national
information model on 2D topography and CityGML should adhere to the
CityGML standard as much as possible while keeping the CityGML standard
unchanged. This requires the following steps:

1. Conceptual mapping is needed between CityGML and the 2D informa-
tion model to identify equivalent concepts, i.e. classes, attributes, code
lists and code list values. In these mappings one should compare at
semantic level, i.e. considering the concepts in any CityGML-LOD.

2. All classes of the national information model (in most cases with class
names in national language) must be modelled as subclasses of CityGML
classes (with English class names).

3. For classes for which no equivalent CityGML class can be found, two
solutions are possible of which the first one is preferred:

(a) Remodel the 2D concept so that an equivalent CityGML class can
be found (as was done for Vegetation and AuxiliaryTrafficAra in
IMGeo)

(b) If a. is not possible, CityGML needs to be extended with a new
class (as was done for Construction in CityGML-IMGeo).

NB1 : For extending CityGML with our own classes and additional
class specific attributes we did not make use of the extension possibilities of
GenericCityObject and genericAttribute. The reason was that the extension
would not be formally defined in a schema with (Dutch language) names and
definitions, and it would therefore not be possible to validate data that uses
such extensions.

NB2 : Also for extending the generic CityObject with own attributes
(that apply to all classes) we did not make use of genericAttribute. Instead
the stereotype <<interface>>was used to enable that a subclass inherits
attributes both from the CityObject (via a generalisation-specialisation re-
lationship) and the root class of the 2D information model (via the <<inter-
face>> stereotype). The reason for this is that some of the 2D IMGeo
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attributes have datatypes (complex, Boolean, code list) that cannot be de-
scribed with genericAttribute.

2.5.2 Geometry types and LOD

For the use of geometry types and the LOD concept, the following guidelines
apply:

1. Which LOD is used should depend on the required level of detail in
the third dimension rather than the positional accuracy as mentioned
in CityGML specifications. Therefore the integrated model defines the
same positional x, y accuracy for all LODs as prescribed by the 2D
information model.

2. Extra attributes defining geometry types are needed to support the
full range of geometries for every class: 2D geometry (not modelled
in CityGML) and the LOD0 geometry if not present in CityGML (as
footprints). With those LOD0 representations the exact 3D location of
objects is known and 3D representations of those objects (LOD1 and
higher) can easily be placed on the terrain assuring that they do not
float in the air or disappear in the ground. In addition this approach
supports 2D, 2.5D and 3D representations of objects in an integrated
manner. Other deviations of CityGML geometries may be necessary
if the 2D information model supports different geometry types than
CityGML. For example surface for Water and Road at LOD0 instead
of network geometry as in the CityGML-IMGeo case.

3. Special attention should be given to the link between buildings and
terrain. Two approaches can be followed:

(a) The buildings have always horizontal foundation in the terrain
and can sink, but the above surface and below surface geometries
are modelled separately. The 2D representations of the build-
ings represent the building geometries at surface level, which can
straightforwardly be extended into 2.5D. This modelling makes
the Terrain Intersection Curves redundant (TIC) . This approach
was used in CityGML-IMGeo.

(b) The buildings have always horizontal foundation and may have
underground parts (Zlatanova et al., 1996). This means that the
building can sink under the surface and the TIC for buildings
has to be maintained to ensure the consistency with the terrain
surface.
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4. Terrain object as given in CityGML should be carefully considered.
Three different approaches can be followed:

(a) Terrain is represented by a surface of a regular or irregular grid.
The topographic objects are not integrated in the terrain (the
current concept of CityGML)

(b) Terrain is represented by constrained TIN, which ensures the con-
sistency between objects and terrain surface. The terrain is still
present in the model.

(c) Terrain is not represented as a separate object, i.e. all the object
on the ground (such as roads, land use, etc.) incorporate the
terrain curvature in their representation (see Figure 2.2. This
approach is used in CityGML-IMGeo.

2.5.3 Topology

The following guidelines apply for the topological structure:

1. If the 2D model contains a topological structure, the 2.5D surface
(LOD0) should support this as well: all objects at surface level have a
representation at LOD0 (= 2.5D surface) which together form a 2.5D
topological structure for those objects located at surface level.

2. Objects that are located above and below the surface can also be placed
in the third dimensional space with their LOD0 2.5D representation.
An important requirement here is the connection to the 2.5D DTM that
represents the surface. This may require adding new 2D boundaries for
adding more variance in 3D or extra 2.5D surfaces to the structure at
the surface to avoid gaps.

2.5.4 Use of code lists

To make use of national classification code lists (which will be so specific in
most cases that those national lists are preferred over the CityGML code lists)
mapping tables between the code lists/ code list values should be provided
(see Table 2.3 as example).

Code list validation can be done using standard XML techniques such
as Schematron constraints (ISO, 2006). CityGML 1.1, which was not yet
available at the time of writing, allows extension and replacement of codelists.
Further work is needed to assess how code lists can be used, maintained and
validated in the new approach.
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2.5.5 Use of CityGML properties

Mapping tables should prescribe which CityGML properties must, may or
must not be filled when exchanging data according to the national 3D stan-
dard. For example, in the case of IMGeo, 2D geometry must always be
provided, LOD0 – LOD3 may be provided, and LOD4 must not be provided.
Another example is that the ‘function’ and ‘surfaceMaterial’ properties of
TrafficArea must be present and filled exactly once for each TrafficArea ob-
ject. For the IMGeo standard more work is needed to describe these rules
and mappings.

2.5.6 Reference system

For a national 3D standard it is required to identify the reference system (x,
y, z) to be used in all CityGML files.

2.6 Change requests for OGC CityGML

The development of the model and sequential testing revealed some deficien-
cies both for IMGeo and CityGML. The deficiencies for IMGeo have been
solved in the modelling process (for example adding classes for Vegetation
and AuxiliaryTrafficArea). For CityGML a number of change requests (CRs)
have been formulated and submitted to OGC if not yet covered by already
submitted CRs (which are being considered for the next version of CityGML,
see OGC (2011)). The CRs that were formulated as part of this research are
summarized and justified in this section.

Firstly, using CityGML as implementation for a national standard re-
quires clearer definitions. The advantage of not having definitions for classes,
properties and code list values is that the model can be applied in different
contexts with greater flexibility. However lack of definitions makes it difficult
to understand what is meant by a concept in CityGML. This issue confirms
the CityGML change request (Portele, 2010) resulting from the OWS 6 test
bed (Portele, 2009). This change request has been accepted with the decision
to collect such definitions in a registry which has just been set up.

Another change request relates to the use and extension of code lists.
The CityGML codelists are difficult to use because the values may not be
ignored. However they are not easy to reuse since definitions are missing,
concepts are overlapping or missing, etc. Therefore a guideline is needed for
how to extend code lists or replace them. This issue is already addressed by
the CityGML change request mentioned above (Portele, 2010) and is solved
in CityGML 1.1.
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For an implementation of CityGML further clarification is needed for the
CityGML accuracy requirements: are these rules or guidelines? Page 10 of
the CityGML standard states that “accuracy requirements in this standard
are debatable and should be considered as discussion proposals”. Further
on, the requirements are formulated as formal requirements (“The positional
and height accuracy of LOD2 must be 2m or better”. . . ). This issue is also
addressed in the mentioned change request (Portele, 2010) and is solved in
CityGML 1.1.

Clearer guidelines for extending CityGML are needed for CityGML im-
plementation profiles that support a specific context. Currently it is not
clear whether the extension mechanisms of CityGML (generic objects and
attributes and the ADE mechanism) are guidelines or rules, nor is it clear
when to use which method for extension. Also, the ADE mechanism is only
described in the context of GML application schemas. How to use the method
in UML modelling is not described. The guidelines (or rules) for extending
CityGML should be described more fully and clearly so that a working ex-
tension of CityGML (i.e. working in CityGML software) can be created by
relying on these rules and/or guidelines. This issue is partly addressed by the
CityGML CR09-039 (Portele, 2010). A separate change request has therefore
been submitted to the OGC to cover this issue. At the time of writing a de-
cision on this CR has not yet been made, but it is likely it will be postponed
to a later version of CityGML to allow more discussion on the topic3.

LOD0 footprints for all CityGML classes are required in order to integrate
the full range of possible geometries of semantic objects in one model, i.e.
2D, 2.5D and volumetric geometries. This enables to use 2D topographic
data with a DTM and to upgrade 2D data to 2.5D and 3D. All geometries at
LOD0 including these footprints must ideally have a topological structure.
This issue is partly addressed by an earlier change requests, which asks for
planimetric building footprints in LOD0 (Roensdorf, 2010b). A separate
change request has been submitted to the OGC to cover this issue. At
the time of writing a decision on this CR has not yet been made. As a
result of having footprints of all classes available at LOD0, the LandUse
functions that are not related to terrain but represent other classes that are
at the moment missing at LOD0, should be removed from the LandUse class.
A change request has been submitted to cover this issue, combined in one
change request with the previous, related issue.

Enriching LandUse class with land cover information would improve the
semantics for this class significantly. Information on the usage of land is
sufficiently addressed in CityGML, but land cover is not. The code list

3[Added 2018] The guidelines were published as an OGC Best Practice in 2014.
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values for the usage often refer to land cover, i.e. the physical appearance.
This is often different from the way the land is used, analogue to traffic areas
which do have function, usage, as well as physical appearance properties in
CityGML. In the INSPIRE domain models Land Cover and Land Use are
modelled as separate entities, which might be even better. A change request
has been submitted to cover this issue. It has been addressed in CityGML
1.1 by adding a paragraph stating that the LandUse class can also be used
for land cover information.

The semantics in CityGML could be enriched with an additional class
for constructions other than buildings. In the 3D IMGeo model such a class
was added, i.e. Construction as a specialisation of Site. These other con-
structions are human-built objects, that are not ‘buildings’ in the normal
meaning: e.g. they have no roof, doors, windows etc, may not be able to
be closed off, etc. The INSPIRE Building data specification also has a class
OtherConstruction (Building, 2011). This issue is partly addressed by earlier
change requests:

• Harmonisation with Inspire Themes (Roensdorf, 2010a)

• Thematic module for bridges (Nagel, 2010b)

• Thematic model for man-made subsurface structures (Nagel, 2010a)

• Thematic model for walls in cities (Nagel, 2010c)

Since those thematic models do not cover all types of Constructions rep-
resented in IMGeo, a change request has been submitted to cover this issue
in line with these earlier requests. At the time of writing a decision on this
CR has not yet been made.

2.7 Conclusions and further research

This paper presents the development of a national standard for 3D geo-
information as one of the main results of an extensive collaboration pilot in
the Netherlands. The standard aligns both to the existing 2D standardisa-
tion framework and the OGC standard CityGML. Aligning to existing 2D
information models is considered as important to reuse the valuable concepts
as defined in those domain models. In May 2011 the full integration with
CityGML was approved as modelling approach for large scale topography in
the Netherlands. The resulting model was formally approved in February
2012. From this moment on it will be the standard for both 2D and 3D
large scale topography in the Netherlands. This close integration between an
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existing information model for 2D geo-information and CityGML is a major
step for 3D use and a unique achievement for standardisation in 3D. The
involvement of many stakeholders in the development of the standard ap-
peared to be essential to obtain the necessary support for the national 3D
standard.

The main contributions of this paper can be characterised as a nationwide
3D standard on geo-information, covering all topographic classes, extending
OGC CityGML standard, while integrating the different CityGML LODs
with a 2D LOD and preserving the concepts of the 2D information model.
Other main contributions are the generic findings deduced from our experi-
ences: the proposed framework for extending CityGML for national purposes
(Section 2.5) and change requests submitted to OGC to make the CityGML
standard a better fit for integration with 2D topographic information models
(Section 2.6).

In the development of CityGML-IMGeo a number of aspects were iden-
tified for further research.

Firstly, follow-up research is needed to test the 3D IMGeo model on
its usability in practice including the consequences of this new modelling
method for IMGeo when used for both 2D and 3D datasets, e.g. how to
preserve the links between the different LODs and how to upgrade 2D LOD
to higher LODs (see for example Van Oosterom and Stoter (2010)). Secondly,
technical issues must be tested such as the ability to use 3D IMGeo data in
CityGML-aware software. The new insights will lead to further refinements
of the model.

Also the other domain information models need to be studied for exten-
sion into 3D when appropriate. Besides specific IMGeo aspects, CityGML-
IMGeo contains generic aspects that can be reused for extending other do-
main information models such as for 3D cadastre (Stoter and Salzmann, 2003;
Stoter and Ploeger, 2003; Döner et al., 2010, 2011) and 3D noise mapping
(Stoter et al., 2008).To get a feeling of the possibilities a study was carried
out in the context of the 3D pilot on how to match the concepts of the other
Dutch domain models to CityGML. For this matching also several ADEs
were considered, such as the extensions for Tunnel and Bridge. In the future
the planned ADE for cables and pipelines may be relevant (Becker et al.,
2010; Hijazi et al., 2011). A proposal for support of voxels in CityGML is
already in preparation. This proposal builds on Tegtmeier et al. (2009) and
Zobl and Marschallinger (2008).

Other aspects that warrant further research are:

• use of the CityGML Relief module to represent specific aspects of ele-
vation (not used in current approach);
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• use of the Tunnel and Bridge ADEs for more detailed modelling of
these types of constructions;

• classify certain types of LandUse using the Vegetation class;

• define constraints to exclude CityGML concepts that are not used by
IMGeo (or other external model), such as LOD4 geometry;

• define constraints to make optional properties of CityGML classes manda-
tory and to relate them to class properties of IMGeo (or of another
external model);

• describe use, maintenance and validation of code lists;

• define constraints to link attributes that inherit from a CityGML class
to added attributes with specific codelists of IMGeo (or of another
external model).

Finally, more research is needed concerning the creation and management
of CityGML-IMGeo data. Which methods can be used to generate CityGML-
IMGeo data? How should this data be maintained? How can 2.5D topology
be created, validated and maintained? Best practice documents could be a
useful result of such studies. Therefore a new project has been started4 (more
than 140 participants have subscribed) in which the results as presented in
this paper are being made ready for use in practice by addressing the open
issues as described above.
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Chapter 3

UML-Based Approach to
Developing a CityGML
Application Domain Extension

Authors: L. van den Brink, J. Stoter & S.Zlatanova. (Transactions in GIS,
17(6):920-942, 2013).

This paper has been published in a peer-reviewed scientific journal in
2013 and is published unchanged in this chapter, except for footnotes where
necessary to supply current information about an outdated statement. The
paper extends the research of the first paper and focuses specifically on the
modelling of the national base topography standard as an extension of the
UML class diagrams of CityGML. It focusses on how a national 3D standard
can be best described as an extension of the international standard CityGML.
Specifically, the Application Domain Extension (ADE) mechanism is applied
to Model Driven Architecture (MDA) UML modelling of CityGML exten-
sions. The paper studies several alternatives for a model-driven framework
to model CityGML ADEs and selects the most optimal one.

Contributions: The UML-based ADE mechanism was adopted as OGC best
practice and is currently used for other ADEs, such as the CityGML Util-
ity Network Ade (Kutzner and Kolbe, 2016), the CityGML Energy ADE
(Nouvel et al., 2015), The Land Administration Domain Model (LADM)
CityGML ADE (Rönsdorff et al., 2014), and an ADE for immovable prop-
erty taxation (Çağdaş, 2013).

text of published paper starts after this line
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Abstract Recently1 a national 3D standard has been established in the
Netherlands as a CityGML Application Domain Extension (called IMGeo).
In line with the Dutch practice of modelling geo-information, the ADE is
developed using a model driven approach. The classes are designed in UML
and automatically mapped to GML schema. The current OGC CityGML
specification does not provide rules or guidance on correctly modelling an
ADE in UML. This paper fills this gap by studying how CityGML can be
extended for specific applications starting from the UML diagrams. Six al-
ternatives for modelling ADEs in UML are introduced and compared. The
optimal alternative is selected and applied to obtain the national 3D stan-
dard. The approach was extensively discussed with international experts,
who were members of both SIG3D and other working groups. As a conse-
quence the approach was adopted by the SIG3D, the Special Interest Group
3D which, among other things, work on the 3D standard CityGML in co-
operation with OGC. Therefore the approach contains many issues that can
be generalized and reused by future domain extensions of CityGML. To fur-
ther support this, this paper formulates a model-driven framework to model
CityGML ADEs. Open issues are described in the conclusions.

Keywords: 3D, Open GIS consortium, Unified Modeling Language, three-
dimensional, geo-information, standard, CityGML

3.1 Introduction

In the last several years a broad discussion has started in the Netherlands
on the need to develop a national standard for a 3D city and landscape
model. The discussion is summarised in a number of papers (Stoter et al.,
2010, 2011, 2013a; Verbree et al., 2010). The main question was whether to
develop a separate 3D model from scratch or to re-use and extend already
existing 3D standards. The study on international and vendor specific 3D
standards and formats has clearly revealed that CityGML is a good candi-
date for a national 3D standard (Stoter et al., 2013a; Zlatanova et al., 2012).
The OGC standard CityGML (Gröger et al., 2008, 2012) is an application
independent information model and exchange format for 3D city and land-
scape models. It maintains semantics, geometry, topology and appearance of
objects (Stadler and Kolbe, 2007). Furthermore CityGML is supported by an
increasing number of vendors by providing import/export functionalities and
viewers (Lapierre and Cote, 2007; Rumor and Roccatello, 2009; Groneman
and Zlatanova, 2009). CityGML database implementations are also available

1[Added 2018] IMGeo 2.0, in which the 3D standard was included, was published in
February 2012.
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(de Vries and Zlatanova, 2011). Considering all these aspects, it was decided
to not generate a separate 3D model but to align the existing national 2D in-
formation model to CityGML. The CityGML standard is meant as a generic
standard for modelling topographic features. Domain specific information
can be modelled in CityGML either by generic classes or by the definition of
an extra formal schema based on the CityGML schema definitions. Such a
schema is called a CityGML Application Domain Extension (ADE). The sec-
ond approach allows definition of classes, their relationships and attributes
and is recommended for applications that require a large number of new fea-
tures to be defined. Therefore the recently developed national 3D standard
in The Netherlands is also based on the ADE mechanism (Van den Brink
et al., 2012; Stoter et al., 2011). This ADE extends CityGML with the ex-
isting 2D national Information Model for large-scale Geo-information (called
‘IMGeo’).

IMGeo is modelled in UML (Unified Modelling Language) and contains
object definitions for large-scale representations of roads, water, land use/land
cover, bridges, tunnels etc. and their properties. It prescribes 2D point, curve
or surface geometry for all objects. The original IMGeo classes were com-
patible with CityGML but there were also quite some differences. The new
version of IMGeo (version 2.0) is developed as specialization of CityGML.
Using this approach 2D IMGeo data can be extended into 2.5D (i.e. as height
surface representation) and 3D (as volumetric representation) according to
geometric and semantic principles of CityGML.

The development of the ADE encountered two major challenges: de-
signing ADE in UML, and automatically deriving the GML schema from the
UML diagram. According to the Dutch practice of modelling geo-information,
all information models must be represented with UML. However, the CityGML
specification does not provide rules or guidance on modelling an ADE in
UML. It describes how an ADE must be modelled in the XML schemas,
which is not compatible with UML modelling. A complete description of the
CityGML-IMGeo ADE (i.e. how the model was established) can be found in
Van den Brink et al. (2012).

This paper presents the generic technical modelling principles of the ADE
that were encountered during the establishment of the national 3D standard,
i.e. how the UML models of CityGML can be extended to support concepts
defined in a specific domain (e.g. noise (Stoter et al., 2008) and 3D cadastre
(Stoter and Van Oosterom, 2005; Stoter et al., 2013b)), and how a GML
application schema can be automatically generated from the UML model.
We have followed strict rules and reached the solution proposed in this paper
together with international teams, which are involved in GML and CityGML
modelling. Furthermore the proposed modelling approach is adopted by the
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SIG3D and our experiences are accepted as OGC best practice to standardise
the developments of domain specific CityGML ADEs (Van den Brink et al.,
2012). Therefore the approach described in this paper may serve as generic
approach. Compared to the OGC best practice paper, this paper contains
more detailed descriptions of the alternative approaches. In addition the
application to derive new ADEs (by giving the example of the new Dutch
IMGeo standard) has been added.

The paper is organized as follows. Section 3.2 describes the background of
the study, i.e. the Dutch context in which the ADE is modelled, including the
UML-based approach for modelling geo-information. Section 3.3 compares
several alternatives for modelling an ADE in UML and selects the optimal
modelling approach. Section 3.4 explains how the selected modelling ap-
proach has been applied to model the CityGML ADE ‘IMGeo 2.0’. Although
IMGeo is country-specific, our approach to model a CityGML ADE in UML
and to automatically generate a GML schema accordingly can be seen as a
standard approach for designing a CityGML ADE. In order to make our ap-
proach reusable for future domain extensions of CityGML, in Section 3.5 we
propose a model-driven framework for modelling CityGML ADEs in UML.
Section 3.6 concludes on findings and topics for further research.

3.2 Explanation of the Dutch context

The Dutch standardisation organization for geo-information (Geonovum) fol-
lows a formal approach for modelling and implementing Information mod-
els. Such an approach is currently not provided by the SIG3D and OGC
CityGML SWG, which is responsible for the development of the CityGML
standard. Therefore, in the following section we further explain the generic
UML modelling approach for geo-information in the Netherlands. Then the
Information Model IMGeo is briefly presented and the most important fea-
tures are highlighted. The last section describes the implications of our UML
modelling approach for the IMGeo ADE.

3.2.1 Model driven approach

Formal representation of conceptual models for geo-information applying
UML is seen as an important prerequisite of the Dutch Spatial Data In-
frastructure (SDI). UML is one of the most used modelling languages by
standardisation bodies dealing with geo-information. Using UML class di-
agram, geo-information objects can be formally described with their prop-
erties, relationships and semantic meaning. A good understanding of the
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Figure 3.1: Pyramid of information models. The abbreviations are
mnemonic names for Dutch standards e.g. IMRO = Information model
ruimtelijke ordening (spatial planning); IMWA=Information model water;
IMGeo=Information model geography.

meaning of objects is especially important when different organisations reuse
each other’s information. Although not as elaborated as some modelling
languages focused on semantics (such as OWL, RDF, etc.,), UML provides
sufficient means to record the meaning of objects.

In the Netherlands, the Base Model Geo-Information (NEN, 2011) forms a
common base for domain specific information models. This national standard
establishes a standard modelling method based on ISO 19101 and contains
a generic semantic UML model with definitions of the most common, shared
concepts in the geo-domain such as Road, Water, etc. Since NEN 3610 was
first published in 2005, many domain specific information models have been
developed. These domain models, such as the information model for spatial
planning (IMRO) or the information model water (IMWA) extend the classes
defined in NEN 3610 with properties and more specific classes. IMGeo is also
one of these information models. The semantic geo-standards in the Nether-
lands can be viewed as a pyramid of information models (see Figure 3.1),
which forms a common language across organisations containing definitions
of concepts from different domains. Because these are all based on the shared
definitions in NEN 3610, exchange of information across organizations, based
on different information models in the pyramid is possible.
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In the Netherlands, a Model Driven Approach (MDA) is applied for mod-
elling concepts and their implementation in different domains (Gaševic et al.,
2006). A key point of this approach is either that the conceptual informa-
tion models are independent of their technical implementation(s) or they are
platform-independent (OMG, 2003; Hespanha et al., 2008). This means that
the technical implementations (for data storage or data exchange) are auto-
matically created from the UML schemas of the domain models. For data
exchange based on these models, Geography Markup Language (GML) is
used. The technical implementations (in this case GML application schemas)
are not designed and maintained separately, but are automatically derived
from the UML models using the Java tool ShapeChange (Portele, 2008).
ShapeChange implements the UML to GML encoding rules described in ISO
19136:2007, ISO/TS 19139:2007, ISO 19118 rev 1, ISO/TS 19103:2005, and
ISO 19109:2005.

3.2.2 Information Model Geography (IMGeo)

The Dutch Information model Geography (IMGeo) describes how object-
based, large-scale (between scale 1:1000 and 1:2000) topographic features
must be defined to make the national exchange of this information possible.
This large-scale topographic map is created and maintained by the munici-
palities and several other public organizations, and financially supported by
local governments and private companies. Version 1.0 of IMGeo was pub-
lished in 2007 (Geonovum, 2007). Version 2.0 was completed end 2011 and
published in February 2012. IMGeo 2.0 has a mandatory core, see Figure 3.2
and Appendix A. The mandatory core model contains object definitions for
large-scale representations of roads, water, land use, land cover, bridges, tun-
nels etc. The optional part of IMGeo allows further division of these objects
into parts suitable for maintenance, and contains definitions for all kinds of
city furniture and other non-mandatory classes.

Data providers such as municipalities, organisations responsible for the
road, water and railway infrastructure etc. are required by law to provide
their objects that fall under the definitions of the IMGeo 2.0 core to a national
‘basic registry’ (Basisregistratie Grootschalige Topografie, BGT) where they
are available for reuse.

All IMGeo object types have 2D geometry for which ISO 19107 geometry
types are used. Topological rules are part of the standard, but are not mod-
elled by ISO topological types. The most notable rule is that the complete
set of polygon-objects at surface level (height level 0) in the mandatory core
must together form a complete coverage of the Netherlands without gaps or
overlap.
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Figure 3.2: Conceptual overview of the classes in the Dutch Information
Model Geography (IMGeo); classes in light colour are part of the mandatory
core; the classes in orange are optional. English translation of class names is
shown in parentheses (i.e. as alias).
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IMGeo classes have a limited number of attributes. Most of the classes
have one or two attributes to further classify the object or to indicate their
function. Code lists are used to provide allowed values. In addition, all
classes share attributes for identification and versioning, for a reference to
the data provider, for the object’s status (planned, existing, or historic) and
an indication whether a possible error in the data is under investigation. In
addition, all measurements are stored with metadata such as information on
the accuracy. The IMGeo model also includes rules for visualization, e.g. the
colour of lines and areas, type and thickness of lines, etc.. These are based
on a Dutch standard for web cartography. Three visualization themes are
provided: one vector-based representation where large-scale topography is
leading, and two where it is used as a backdrop map for other themes.

3.2.3 Implications of the Dutch UML approach for the
CityGML ADE

As mentioned above, it was unclear how exactly the CityGML UML diagrams
can be extended. Although it is not explicitly specified in the CityGML spec-
ifications, there are examples of CityGML ADE modelling in UML (Wiki,
2012). Most of these ADEs extend CityGML with one or more new feature
types, while our IMGeo ADE should (also) extend existing CityGML feature
types with domain specific properties. In the CityGML standard, the infor-
mative Annex G shows one example of an ADE using UML diagrams: the
Noise ADE. In this example, new classes are added, but also properties are
added directly to the CityGML Building class. These extra properties are
visually distinguishable from the Building properties defined in CityGML by
using a different colour and addition of a namespace prefix ‘noise:’ to the
property names.

Although this results in a visually understandable diagram, from a mod-
elling perspective these properties are in fact part of the CityGML Building
class, and not part of the ADE. In UML there is no concept that allows a
class having a number of properties in one package, while other properties of
the same class reside in another package. When generating a GML applica-
tion schema from these diagrams using the ISO 19118 rules, the properties
would be added to the CityGML namespace and not the ADE namespace.
Therefore we had to look for another option, which is studied further in the
remainder of this paper.
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3.3 Extending CityGML UML diagrams with

application specific concepts

To understand how the problem of modelling ADEs in UML can be ad-
dressed, we first further explain the technical issues. Then we present and
evaluate different alternatives for extending CityGML UML diagrams and
finally select the best alternative. For clarity some basic UML terms used
throughout the text are introduced first. See also Figure 3.3.

A set of objects with shared characteristics (attributes, associations and
behaviour) is modelled as a class. A class has a name, attributes, relations
with other classes and operations. Classes can be abstract or concrete. Ab-
stract classes (represented in UML diagrams with their class name in italics)
are used to model super categories with characteristics shared by several
subclasses (specialization). The subclasses inherit all characteristics of the
superclass. Individual objects (object instances) are always members of a
concrete class (NEN, 2011).

The properties of a class and its relations to other classes are modelled
as attributes or associations. Attributes have a name and a value, and their
cardinality indicates how many times they may occur (zero, one or many
times). Both ends of an association have a cardinality and a name.

Stereotypes are meta properties of classes, attributes and associations,
used to semantically extend UML for a specific domain. In diagrams they are
shown between angled brackets at the element they apply to. Another way
to extend UML is by using tagged values that can be used to add properties
to classes, attributes and associations. Often tagged values are used to add
properties relevant for automatic code generation (ISO19103). Tagged values
are usually not shown in diagrams.

Code lists and enumerations are special types of classes, which both give
a list of allowed values for a specific class attribute. In the case of an enu-
meration the list may not be extended, while for a code list this is allowed.

Finally, hook elements are not a standard UML concept, but a concept
from CityGML and XML modelling. Basically this is an abstract, exten-
sible class property, which can be re-used for many classes with different
definitions. Hook elements are explained further in the next section.

3.3.1 Detailed technical explanation of the problem

The main challenge that we had to face was that ‘hook elements’, the CityGML
approach for adding properties in XML Schema as described in Gröger et al.
(2008): 10.13.1, do not have an equivalent in UML modelling. Consequently,
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Figure 3.3: UML overview
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we also had to design an encoding rule that establishes a mapping between
the method for adding properties to CityGML classes in a UML ADE and
the way this is encoded in an XML Schema according to the CityGML stan-
dard. It should be noted that CityGML 1.0 (Gröger et al., 2008) was the
valid CityGML version at the moment of modelling our CityGML ADE.
However, developments on this issue were still ongoing when CityGML 2.0
was established (2012) and therefore the problems of modelling an ADE in
UML remain in the new version of CityGML.

The reason the CityGML approach for adding properties in XML Schema
does not have an equivalent in UML modelling can be explained as follows.
For creating XML schemata based on UML models we follow ISO 19118
encoding rules. According to these rules, UML classes are represented by
a global element in the XML schema and UML class attributes are repre-
sented by local elements in the global element’s complex type. UML class
specialisation is represented by the complex type of a subclass extending the
complex type of its super class. In addition, the corresponding global XML
element of a UML subclass is added to the substitution group of the element
representing the UML super class. In this way it may appear anywhere in the
content model where the super class element is allowed. As noted in Gröger
et al. (2008); 10.11.1, a disadvantage of this approach is that two different
subclasses, each with their own extra attributes with regard to their common
super class, cannot be used together. Either one or the other must always
be chosen, and thus attributes from both subclasses cannot be combined.
Also, applications must have knowledge of the XML Schema to recognise the
subclass as a more specific form of a super class from the CityGML standard.

Because of this, CityGML has a different approach for extending classes
with additional properties. Basically, the approach chosen in CityGML is
a form of an attribute substitution. Each CityGML class has a ‘hook’ in
the form of an abstract, global XML child element which is referenced from
each CityGML class complex type and which can be replaced an arbitrary
number of times with ADE property definitions. In the ADE XML Schema,
such a property is defined by extending the ‘hook’ element’s complex type and
by placing the property element in the ‘hook’ element’s substitution group
(Gröger et al., 2008); 10.11.1. This is the same technique as is normally used
for mapping UML class specialization to XML Schema, as described above.

While this is perfectly normal in XML Schema, UML has no concept of
sub-classing properties and there is nothing in UML or in the ISO 19100
series that is similar to global properties and/or substitution of properties.
Therefore, a way of representing this in UML had to be found during the
modelling of the IMGeo ADE.

Several approaches to model application specific concepts of an ADE
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in UML have been considered and intensively discussed within the SIG3D
modelling subgroup and in email discussions by the authors, SIG3D members
and other participants. The alternatives for modelling ADEs in UML class
diagrams, which featured in these discussions, are introduced and evaluated
in the next sections.

3.3.2 Alternatives for modelling ADEs in UML

Alternative 1: Use the extension possibilities of GenericCityObject
and genericAttribute (Gröger et al., 2008); 10.10

Advantage: No extra modelling work is required.
Disadvantage: As noted in the CityGML standard (Gröger et al., 2008):

10.11, the extension would not be formally defined with names, definitions,
and types, and it would therefore be impossible to validate data that uses
such extensions.

Alternative 2: Add properties in the CityGML classes directly in
the CityGML package instead of in an own ADE package (discussed in the
SIG3D). The added properties would be marked as ADE extensions in the
UML model using a stereotype or tagged value.

Advantage: No subclass definition is necessary.
Disadvantage: There are two disadvantages: a) It is in conflict with UML.

Packages are namespaces and reflect governance. The CityGML packages are
controlled by the CityGML SWG, an ADE package by some other authority.
That authority cannot edit the CityGML packages. b) It does not meet the
requirements of the modular specification standard of OGC (OGC, 2009) for
very similar reasons. In particular, see section 7.2.2.

Alternative 3: Add properties in a subclass in the ADE package but
suppress this subclass from the generated XML Schema

Advantage: This approach does not violate UML, ISO 19100 series, and
OGC rules.

Disadvantage: It is confusing to introduce an ADE subtype of a CityGML
type although the ADE hooks provide a means to avoid subtyping; and also
because in UML a subclass inherits all methods and attributes from its super
class, but in this case this is not intended. The class would be marked as ADE
extension in the UML model using a stereotype or tagged value. A stereotype
is preferred because it makes clear from the UML diagrams that the ADE
subtype is not mapped to an XML Schema component. Tagged values are
not always (and usually not) shown in the graphical notation. However, this
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could be viewed as violating the GML encoding rule that stereotypes are
used for conceptual aspects and tagged values for encoding-related aspects.

Alternative 4: Define the ADE hook ‘ GenericApplicationProperty-
Of...’ as a class associated to the CityGML class and add properties as
subclass of the ADE hook class.

Advantage: this way of modelling provides a clear distinction between
the concept of sub typing a CityGML class and extending a CityGML class
with properties; any confusion is avoided.

Disadvantage: It is less clear than sub typing the CityGML class, which
is a well-known way of modelling. Furthermore it is not in line with the
ISO 19109 General Feature Model, where there is no concept of attribute
substitution.

Alternative 5: Define the ADE hook ‘ GenericApplicationProperty-
Of...’ as a class associated to the CityGML class and add properties in an
abstract superclass.

Advantage:This avoids the problem of using a subclass while not intending
inheritance of properties.

Disadvantage:The generalization relationship would have to be added to
the CityGML class which violates basic UML and XML namespace gover-
nance rules, i.e. an ADE cannot make changes to the CityGML package
which is controlled by the CityGML SWG at OGC.

Alternative 6: Define a general type ADEPropertyType with name,
definition, type, and extendsType and maintain the added types outside the
UML in a registry.

Advantage: This avoids violating UML rules, the General Feature Model
(ISO 19109) and other rules from the ISO19100 series.

Disadvantage: It is necessity to maintain added feature properties out-
side the UML. The ADE extension cannot be completely modelled in UML.
Extension with extra classes would be part of the UML model, but extension
with properties would not. Also, the feature properties that are modelled
outside UML would still have to be included somehow in the generated XML
Schema.

3.3.3 Conclusion on the alternatives: best approach

After comparing the advantages and disadvantages of the above alternatives,
alternative 3 has been selected as the best option for the IMGeo ADE. Both
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the authors and the SIG3D decided to implement this option. This approach
defines the to be added properties in subclasses in the ADE package but
suppresses these subclasses from the generated XML Schema. There are
several reasons why we have chosen this approach.

Firstly, conceptually IMGeo is an extension of CityGML and therefore
defining the IMGeo classes as subclasses of CityGML classes and adding
the extra properties to these subclasses is appropriate. Another aspect in
favour of this alternative is that the use of sub classing is understandable for
people with basic knowledge of UML class diagrams. This is an important
requirement of the IMGeo UML model. In addition, this approach conforms
to relevant rules of UML, the ISO 19100 series and OGC unlike most of the
alternatives described previously. Finally this approach is the most in line
with the current geo-information modelling approach in the Netherlands.

The fact that in the XML Schema implementation the subclasses are
omitted, is seen as a technical implementation choice to allow the combining
of properties from different ADEs. While this is a valid reason on the tech-
nical level, it is not taken to mean that in the conceptual UML model sub
classing should also be avoided.

3.4 Modelling IMGeo as CityGML ADE

This section presents the procedure that was followed to model IMGeo as
an ADE of CityGML in UML using the selected approach. In the following
sections we will elaborate on the modelling of classes, subclasses, code lists,
geometry and topology. Finally we explain how the XML Schema can be
automatically generated.

3.4.1 Modelling IMGeo classes as subclasses of City-
GML classes

Since CityGML 1.0 (and also 2.0) is only available as XML Schema, the first
step was to recreate the UML model in the modelling tool Enterprise Ar-
chitect, based on Gröger et al. (2008). In the next step all IMGeo classes
were modelled as subclasses of CityGML classes. Using the selected mod-
elling approach, these subclasses get the same class name as the CityGML
class they are extending. The stereotype <<ADEElement>> is assigned to
the subclasses and the specialization relation is marked with a stereotype
<<ADE>>. Having a stereotype also on the specialization relation, as well
as the names of these stereotypes were proposed by members of the SIG3D
during the discussion on this issue. The stereotypes mark these classes as
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special subtypes that only add properties to the CityGML class, and ac-
cordingly no XML component for these classes will be created in the XML
Schema. For documentation purposes, a Dutch translation of the class name
is added as an alias. For all CityGML classes, relevant for IMGeo, a subclass
is created, adding at least a 2D geometry property to all classes.

Figure 3.4 shows an example in the IMGeo ADE of a subclass TunnelPart
that contains additional properties compared to the equivalent CityGML
class (2D geometry and LOD0 geometry properties). The yellow classes
are classes from the CityGML Tunnel package. The <<ADEElement>>
TunnelPart is a class defined in the IMGeo ADE package as a subclass of
CityGML TunnelPart class. The Dutch alias is shown between brackets on
the class diagram.

By applying this inheritance structure the domain specific information
model gets the same structure as defined by the CityGML model, see Ap-
pendix A.

To identify equivalent concepts that can be modelled via this sub classing
method, first a conceptual mapping was made between CityGML and IMGeo
classes. These mappings compared the concepts at semantic level, i.e. inde-
pendent of at which LOD the concept appears in CityGML. The CityGML
Levels of Detail (LOD) concept is used to model objects with different ac-
curacy for different purposes between LOD0 (terrain) to LOD4 (interior);
where LOD1-LOD3 also represent volumetric properties. Some classes only
get spatial representations at higher LODs in CityGML and because we also
wanted to take these concepts into account, we compared the IMGeo and
CityGML classes independent of the LOD it appears.

Obviously, not for every IMGeo class a 1-to-1 mapping to an equivalent
CityGML class could be found. For these classes, two solutions are possible.
The first option, which is preferred and therefore applied as much as possible,
remodels the IMGeo concept so that an equivalent CityGML class can be
found. For IMGeo this is for example done for Vegetation that models any
vegetation-related concept (in IMGeo 1.0 divided over several classes) and
AuxiliaryTrafficArea meant for road segments that are not used for traffic,
such as verges (in IMGeo modelled under the classes Road or Land Use).

If it is not possible to remodel the concept into a CityGML class, CityGML
is extended with a new class, as a subclass of one of the CityGML classes. In
this case, because a whole new class is added and not just properties to an
existing CityGML class, the hook mechanism is not used; instead the class is
modelled as subclass of a CityGML class with stereotype <<featureType>>
and not suppressed from the XML Schema. Figure 3.5 shows an example in
the IMGeo ADE of a class, which is not available in CityGML but needed
in IMGeo. The class ‘OverigeConstructie’ (OtherConstruction) is a class to
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Figure 3.4: TunnelPart AD Element with 2D geometry
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Figure 3.5: OverigeConstructie (OtherConstruction), new class added, de-
rived from Site

represent man-made constructions other than buildings, bridges and tun-
nels. Examples are water management constructs such as pumping plants,
locks, and weirs but also wharfs, fences, loose-standing walls, high-tension
line towers, wind turbines, and so on. It is modelled as a <<featureType>>
subclass of the CityGML class Site (with a Dutch class name) that is not
suppressed from the XML Schema. Note that this class does not get the
<<ADEElement>> stereotype; this is only used for classes that model ex-
tension properties on an existing CityGML class and that need to be sup-
pressed from the XML Schema. The class has its own properties that are
modelled similar to CityGML classes, such as implicit geometry on different
LODs as well as 2D and 3D geometry up to LOD3.

In 2D IMGeo, the parts of larger built objects like buildings, tunnels and
bridges are modelled, but the whole object is not. For the 2D application of
IMGeo this is not necessary. When mapping these classes (e.g. TunnelPart)
to CityGML, we selected the concept in CityGML that was the closest match
semantically, not to the abstract superclass (e.g. Tunnel), even though this
could make the model more flexible. When creating 3D IMGeo data from a
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2D dataset, a problem occurs because in CityGML the whole object must be
modelled as well as the parts, while in the 2D IMGeo data the geometry of
the whole objects (buildings, bridges) is not present. This is a gap in IMGeo
which remains to be addressed.

Additional properties in an ADE must have a globally unique name. To
cope with this restriction in the ADE approach, all additional properties in
the IMGeo ADE have a property name containing the class name. In our
approach this was done manually in the UML model, but it is feasible to
generate globally unique names for properties automatically when the XML
Schema is inferred from the UML model, for example by appending the class
name.

3.4.2 Code lists in the ADE

CityGML provides code lists to allow predefined values for the CityGML
attributes. However, the CityGML-IMGeo ADE makes use of national clas-
sification code lists instead of the CityGML code lists, because the national
lists are specifically suited to the Dutch context and contain a definition for
each concept, approved by the Dutch organizations involved. Other reasons
for not using the CityGML code lists are that IMGeo favours Dutch language
code lists and that the CityGML standard does not provide definitions for
the code list values, which makes it hard to decide which value to use.

The current version of CityGML (2.0), which was not yet published at the
time of establishing IMGeo, does allow extension and replacement of code
lists. However for the IMGeo ADE there is no need to map the Dutch code
lists to the CityGML code lists, as these are non-normative and software does
not check on code list values nor process them in specific ways.

Both CityGML and GML do not provide a normative way to structure
code lists. Prominent choices are GML dictionary and SKOS (Simple Knowl-
edge Organisation System (Miles and Bechhofer, 2009)).

GML dictionaries can be used to collect sets of definitions or references
to definitions (Consortium et al., 2007). In GML, these can be used, for
example, to define coordinate reference systems or units of measure. The
GML dictionary model implements a simple nested hierarchy of definitions,
but is not intended to represent complex interrelating sets of definitions such
as taxonomies, thesauri or ontologies. A definition in a GML dictionary has
an identifier, and possibly one or more names and inline descriptions or links
to descriptions.

GML 3.3 states that “Definition and Dictionary encoding is part of the
GML schema as a stop-gap, pending the availability of a suitable general
purpose dictionary model” (OGC, 2012). Now that new standards have
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matured (in particular RDF, OWL and SKOS) the use of GML dictionaries
is deprecated in GML 3.3 for generic definitions and code lists. The best
practice, emerged from the semantic web community, is now to use URIs
for referring to items in vocabularies. The Resource Description Framework
model (RDF; (Klyne and Carroll, 2004)) is in line with this best practice.

Simple Knowledge Organization System (SKOS; (Miles and Bechhofer,
2009)) is based on RDF and contains a common model for vocabularies, the-
sauri, and taxonomies. It is more lightweight than Web Ontology Language
(OWL; (W3C, 2009)), which is a formal knowledge representation language.
Items in a SKOS vocabulary are called ‘concepts’ and can have several labels
as well as broader, narrower, and non-hierarchical, associative relations with
other concepts. Concepts can be part of concept schemes (vocabularies) and
can be grouped in collections.

GML dictionary was considered but not selected, because these are dep-
recated in GML 3.3, while SKOS adoption is growing in the geo community.
SKOS was therefore selected. The code lists are maintained in the UML
model and XML structured code lists can be generated from the UML us-
ing a ShapeChange customization which allows generation of SKOS-encoded
code lists from UML classes with a <<code list>> stereotype. The disad-
vantage of maintaining the code lists in the UML model, is that the UML
model needs to be updated in case the code lists need an update. For IMGeo
the code lists are considered as part of the standard and allowed to change
only when a new IMGeo version is published.

The SKOS code lists will be published in a national, publicly available
registry, which also contains the IMGeo XML Schema. Each code list and
code list value is accessible via its own URL. Code list validation can be
done using standard XML techniques such as Schematron constraints (ISO,
2006). Further work is needed to assess how the IMGeo code lists are best
represented and structured in SKOS. Open questions are whether each code
list is encoded as a SKOS concept scheme or a collection, how to construct
valid URIs for all code list values and whether the code values are stored in
one SKOS file for all code lists, one per code list, or one per code list value.

Figure 3.6 shows the IMGeo code list for classification of WaterBody in
UML (attribute class) and a fragment of how this could be encoded in SKOS
as a concept scheme, including each code list value’s definition. The UML
class has a stereotype <<code list>>. The first five values are marked with
a stereotype <<BGT>>, which means these are part of the mandatory core
of IMGeo. The others are optional further classifications. In the SKOS
fragment the first value from the UML code list is shown. Its unique URI is
declared in the rdf:about attribute. The code list value itself can be found
as a SKOS prefLabel, and its definition as SKOS definition. The inScheme
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Figure 3.6: UML code list for Waterbody, attribute typeWater

property declares the concept as a member of the concept scheme TypeWater
for WaterBody.class.

3.4.3 Geometry and topology in the IMGeo ADE

For the use of geometry types and the LOD concept in the IMGeo ADE, we
formulated the following guidelines:

• The higher LODs will always be derived from IMGeo data. Therefore
all LODs have the same x, y accuracy as the 2D IMGeo data. This
assures consistency between all LODs starting from the 2D geometry.
Which LOD is used depends entirely on the required level of detail in
the third dimension rather than the positional accuracy as mentioned
in CityGML specifications.

• Extra attributes defining geometry types are added to the subclasses to
support the full range of geometries: 2D geometry for all subclasses (not
modelled in CityGML) and the LOD0 geometry if not present in the
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equivalent CityGML super class. With the LOD0 representations the
footprint and the exact location of the footprint in the terrain is known.
Consequently 3D representations of those objects (LOD1 and higher)
can easily be placed on the terrain assuring that they do not float in
the air or disappear in the ground. In addition this approach supports
2D, 2.5D and 3D representations of objects in an integrated manner.
For some classes other geometry types were used than modelled in
CityGML. In our approach Water and Road objects are represented
by surface geometry at LOD0 and Railway is represented by the curve
geometry at LOD0, while CityGML represents those classes with the
GeometricComplex at LOD to accommodate networks. The changes
were done to be compliant with geometry types in the previous version
of IMGeo.

• Special attention was given to the link between buildings and terrain.
Two approaches can be followed:

– The buildings always have horizontal foundation in the terrain and
can sink, but the above surface and below surface geometries are
modelled separately. The 2D representations of the buildings rep-
resent the building geometries at surface level, which can straight-
forwardly be extended into 2.5D. This modelling makes the Ter-
rain Intersection Curves (TIC) as solution proposed in CityGML
redundant. This approach was used in CityGML-IMGeo.

– The buildings always have horizontal foundation and may have
underground parts (Zlatanova et al., 1996). This means that the
building can sink under the surface and the TIC for buildings
has to be maintained to ensure the consistency with the terrain
surface.

• For applying the CityGML Digital Terrain Model three different ap-
proaches can be followed:

– Terrain is represented by a surface by regular or irregular grid.
The topographic objects are not integrated in the terrain (the
current concept of CityGML)

– Terrain is represented by constrained TIN in which the bound-
aries of objects form the constraints. This approach ensures the
consistency between objects and terrain surface. The terrain is
still present in the model.
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– Terrain is not represented as a separate object, i.e. all objects on
surface level (such as roads, land use, etc.) incorporate the terrain
curvature in their representation (as in Emgard and Zlatanova
(2007)). This approach is used in CityGML-IMGeo and supported
in CityGML.

For topology the following principles were copied from IMGeo 1.0. Al-
though not expressed in the formal model, the IMGeo standard contains a
general rule that the 2D objects at surface level must form a topological
structure of the surface of the Netherlands without gaps or overlaps. Since
the 2D IMGeo is a topologically correct model, the 2.5D surface (LOD0)
should support this as well: all objects at surface level have a representation
at LOD0 (= 2.5D surface) which together form a 2.5D topological structure
for those objects located at surface level. Objects that are located above and
below the surface can also be placed in the third dimensional space with their
LOD0 2.5D representation. An important requirement here is the connec-
tion to the 2.5D DTM that represents the surface. This may require adding
new 2D boundaries for adding more variance in 3D or extra 2.5D surfaces
to the structure at the surface to avoid gaps (see Stoter et al. (2011) for an
example).

3.4.4 Generating XML Schema from the UML ADE

The Java tool ShapeChange is used to generate an XML Schema (GML
application schema) from the ADE defined in UML. As mentioned before,
ShapeChange implements the UML to GML encoding rules described in ISO
19136, ISO 10118, and ISO 19109. ShapeChange was only used to generate
the XML Schema for the IMGeo ADE, not to generate the XML Schemata
for CityGML. These schemata are already publicly available and the gener-
ated ADE schema only needs to correctly import the CityGML Schemata,
which ShapeChange does based on dependencies between UML packages.
The CityGML 2.0 XML Schema as published by OGC is not generated from
the UML model and this would not be possible without changing the current
UML model, because it does not adhere to several aspects of the relevant
encoding rules. It is, however, beyond the scope of the paper to discuss this.

ShapeChange was modified to add a custom encoding rule for classes
with the <<ADEElement>> stereotype. These classes are suppressed from
the GML Application schema, while their properties are added to the ADE
namespace as substitutes for the CityGML “ GenericApplicationPropertyOf-
<Featuretypename>” hooks as described in CityGML 2.0, section 10.13.1.
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The generated schema fragment below shows that the IMGeo ADE exten-
sion class of TunnelPart (see Figure 3.4) is suppressed from the XML Schema,
while the extra properties (only one example shown below) are implemented
according to the CityGML extension hook mechanism. The IMGeo class
OverigeConstructie (see Figure 3.5) on the other hand, is a newly added
class, and not suppressed from the XML Schema.

<element name="geometrie2dTunneldeel"

substitutionGroup="tun:\_GenericApplicationPropertyOfTunnelPart"

type="gml:SurfacePropertyType"/>

...

<element abstract="true" name="OverigeConstructie"

substitutionGroup="cit:\_Site"

type="imgeo:OverigeConstructieType"/>

<complexType abstract="true" name="OverigeConstructieType">

<complexContent>

<extension base="cit:AbstractSiteType">

<sequence>

<element maxOccurs="unbounded"

name="plaatsbepalingspuntOverigeConstructie"

type="imgeo:PlaatsbepalingspuntPropertyType"/>

...

</sequence>

</extension>

</complexContent>

</complexType>

Fragment of the generated GML application schema

3.4.5 Creation of IMGeo 2.0 Data

The organizations responsible for IMGeo data are now in the process of
creating IMGeo 2,0 compliant data based on existing large scale data. IMGeo
2.0 compliant test data has been generated to show how the model works
when applied to data, see Figure 3.7. The viewer used is FZK Viewer.

3.5 Model-driven Framework for developing

CityGML ADE

The approach to model an ADE of CityGML in UML as presented in this
paper contains many points that can be generalized and reused by future do-
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Figure 3.7: Visualisation of CityGML-IMGeo encoded data: CityGML LOD2
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main extensions of CityGML. Therefore, in this section we propose a generic
model-driven framework for developing a CityGML ADE in UML based on
our experiences. It should be noted that this approach is not only CityGML
specific. For example the German standard XPlanGML also supports the
ADE mechanism. Therefore XPlanGML ADEs can be developed in the same
way (Benner et al., 2012).

The steps to be followed when developing an ADE can be summarised as
follows:

1. Select a formal modelling language, e.g. UML to represent all the
classes. In the Netherlands UML is widely used for modelling in the
geo-domain. The Basic Schema for Geo-Information (NEN, 2011) is
modelled in UML since 2005, and many other information models in
the geo domain have followed. Reasons for selecting UML include:

(a) its visual modelling approach makes the model suitable for com-
munication with stakeholders (users, software developers)

(b) it is possible to generate XML schema and documentation directly
and automatically from the model, i.e. it supports the MDA ap-
proach

(c) it is a formal language which can unambiguously express the struc-
ture and rules of an information model

(d) it is an international standard

(e) it is used extensively in ISO 19xxx standards which are relevant
to the GIS domain

In this step, all object types are created as UML classes in UML class
diagrams with the appropriate properties and relations. A UML model
of CityGML is also needed. During our work on the CityGML ADE
IMGeo, the CityGML classes also had to be created, because a UML
model in which these classes were already fully defined, and which could
be imported in the UML tool of choice, was not available. The SIG3D
group is currently completing the CityGML part of our UML model
and plans to make it publicly available so that future ADEs can build
on this work.

2. Define correspondences between semantic classes of the application and
CityGML generic classes. In this step, a first study is done on the
semantic correspondence between the classes from the application do-
main and CityGML. The mapping is not yet formally defined, but only
intended to list all the correspondences, mainly on the class level. In
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Figure 3.8: Information model for spatial planning

our approach we have created only informal drawings and text in this
step. For all classes in the application model, an equivalent class in
CityGML was searched based on its name, description, geometry rep-
resentations and properties. More details on schema mapping can be
found in Lehto (2007). Based on this exercise the relevant CityGML
classes were identified. Figure 8 below shows the mapping of two other
Dutch information models to CityGML.

3. Decide which subclasses should be extended. In the current approach we
use specialisation relations to define this correspondence. We distin-
guish two types of correspondence. Either the class is semantically the
same as the corresponding CityGML class, and only adds properties,
or the class is semantically a subclass of the corresponding CityGML
class. In both cases specialization is used, but in the first case the spe-
cialization relation is marked with a stereotype <<ADE>>, the appli-
cation specific class is marked with a stereotype <<ADEElement>>,
and its class name is the same as the corresponding CityGML class
name. The UML class in this case is only a placeholder for addi-
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Figure 3.9: Information model for cultural and historic objects

tional properties that are attached to the ‘hooks’ CityGML provides
for extension of its classes. In the second case, the specialization re-
lation receives no stereotype, the application specific class receives the
stereotype <<FeatureType>> (ISO19109) and the class name is differ-
ent from the corresponding CityGML class name. When classes in the
source domain model do not correspond exactly with CityGML classes,
e.g. some instances of the class correspond with a CityGML class but
other instances do not, then the classes in the domain model should be
harmonized with CityGML.

4. Define application code lists if necessary. Code lists provide additional
semantic richness in CityGML. CityGML has non-normative code lists
for most properties that add semantic detail. As of CityGML 2.0 it
is possible to replace these code lists with others. Reasons for using
own code lists include the need to provide non-English code lists and
a need for clear definitions of each code list value (not provided in
CityGML). To make use of national classification code lists (which will
be so specific in most cases that those national lists are preferred over
the CityGML code lists) mapping tables between the code lists/ code
list values should be provided.

5. Optional: define a geometry representation for each class for each ap-
plicable level of detail. This step is optional because often only non-
geometric additional properties are defined in ADE-classes, the geomet-
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ric representations provided by the CityGML base class being sufficient.
In the case of IMGeo, additional geometry representations are required.
It was already defined which 2D geometry types must be used for each
class. Which levels of detail apply for which classes, and which geome-
try representations they have in those LODs, should be decided based
on user requirements, rather than the positional accuracy as mentioned
in CityGML specifications. That is, for each class it should be decided
whether it should be represented with full solids or if a 2.5D represen-
tation is sufficient. Extra attributes defining geometry types could be
needed to support the full range of geometries for every class: 2D geom-
etry (not modelled in CityGML) and the LOD0 geometry if not present
in CityGML (as footprints). Special attention should be given to the
link between buildings and terrain. Finally, terrain object as given in
CityGML should be carefully considered (Van den Brink et al., 2012).

6. Make a decision on which LOD should be topologically correct. The
most notable rule in IMGeo is that the complete set of polygon-objects
at surface level (height level 0) in the mandatory core must together
form a complete coverage of the Netherlands without gaps or overlap in
2D. If the 2D model contains a topological structure, the 2.5D surface
(LOD0) should support this as well: all objects at surface level have
a representation at LOD0 (= 2.5D surface). Objects that are located
above and below the surface can also be placed in the third dimensional
space with their LOD0 2.5D representation. An important requirement
here is the connection to the 2.5D DTM that represents the surface.
This may require adding new 2D boundaries.

3.6 Conclusion and further research

This paper presents a model driven approach to generate a CityGML ADE
starting from UML schema. Several alternatives were proposed, investigated
and discussed within a group of international experts (SIG3D members and
others). The most beneficial approach to model a CityGML ADE in UML
was applied for the CityGML ADE IMGeo (i.e. the Dutch national 3D
standard on large-scale geo-information). The main principle of the selected
approach is that all classes of IMGeo are modelled as subclasses of CityGML
classes. If these subclasses only add properties to existing CityGML classes,
they get the same class name as the CityGML class they are extending. The
stereotype <<ADEElement>> marks these classes as subtypes that only
add properties to the CityGML class, and accordingly no XML component
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for these classes will be created in the XML Schema. Following the design
approach for CityGML ADE IMGeo, we have established a model-driven
framework for developing CityGML ADE.

In the development of the CityGML ADE IMGeo 2.0 a number of topics
are identified that require further research. Firstly, more research is needed
to understand how this model works in practice including the consequences
of this new modelling method for IMGeo when used for both 2D and 3D
datasets, e.g. how to preserve the links between the different LODs and how
to upgrade 2D LOD to higher LODs. Secondly, knowledge is required on the
ability to use the CityGML ADE IMGeo UML model to generate working
database schemes. Thirdly, more research is required on how to handle every
type of correspondence between CityGML and domain classes, for example
how to deal with overlapping classes that are neither super- or subclass of
a CityGML class. Finally, more research is needed concerning the creation
and management of CityGML-IMGeo data. Which methods can be used
to generate CityGML-IMGeo data? How should this data be validated and
maintained? How can 2.5D topology be created and maintained?

These open issues are currently being studied in a follow-up project of the
3D pilot NL. The first phase finished in June, 2011 and has been reported
in Stoter et al. (2011). Since October 2011 over 100 organisations (over
300 persons) are contributing to the six activities of the 3D Pilot NL. The
activities related to learn more about the UML modelling approach for ADEs
are the generation of 3D IMGeo example data (several levels of detail and
several classes) and the design and implementation of a 3D validator that
tests whether both the semantics and the geometry of the data are compliant
with the standard.

In conclusion, this is the first study on extending the UML diagrams of
CityGML for specific domains. Since the OGC CityGML specification does
not provide rules or guidance on correctly modelling an ADE in UML, and
this paper reflects the combined efforts of international experts, we believe
that this paper may serve as best practice for future ADEs to be modelled
in UML.
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Figure 3.10: Main classes of the IMGeo ADE
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Semantic Harmonisation



Chapter 4

Towards a high level of
semantic harmonisation in the
geospatial domain

Authors: L. van den Brink, P. Janssen, W. Quak & J. Stoter (Computers,
Environment and Urban Systems, 62:233-242, 2017).

This paper has been published in a peer-reviewed scientific journal in
2016 and is published unchanged in this chapter. In this paper, the problem
of semantic non-interoperability of Dutch information models and INSPIRE
themes is analysed as a case to describe the problem of lack of semantic
harmonisation between existing information models in the geospatial domain.

The main question, how semantic interoperability between different kinds
of geospatial datasets can best be achieved, is addressed in this paper by
studying how information models from different domains can be integrated
and the similarities and differences between them can be analysed and solved.
Because of the volume of concepts from information models that needed to
be analysed, this is done in a semi-automated way, while human domain
experts are involved in solving semantic interoperability problems that were
found.

The semantic overlap and differences of the information models are stud-
ied. First by taking one information model, IMGeo (Information model for
large scale topography), as the basis and comparing it with the others. IM-
Geo was selected for this because its scope is large scale topography. This
makes it a good candidate to identify and solve semantic overlap with other,
more specific domain information models that contain similar concepts. In
the second part of this study I developed and implemented a methodology in
which all the relevant geo-information models can be maintained (and pub-
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lished) together. This provides the possibility to identify similar concepts
that may be slightly differently defined in different data models in order to
improve the semantic interoperability in a next step.

Contributions: 1) several proposed changes to both IMGeo and other Dutch
information models, some of which have already been realised, while others
will be addressed in future versions of the models; and 2) tool for the discov-
ery and resolution of semi-automated semantic interoperability problems.

text of published paper starts after this line

Abstract Spatial Data Infrastructures (SDIs) aim at making spatial (ge-
ographical) data and thus content available for the benefit of the economy
and of the society. Agreement and sharing of vocabularies within the SDI
are vital for interoperability. But there is a limitation: many vocabular-
ies have been defined within domains while other domains have not been
taken into account. Therefore, little harmonisation has been achieved and
data sharing between domains within the SDI is problematic. This paper
presents a methodology and tools for non-automatic, community driven on-
tology matching that we developed to harmonise the definition of concepts
in domain models that are already being defined and used in operational use
cases. Besides the methodology and tools that we developed, we describe our
experiences and lessons learned as well as future work.

4.1 Introduction

Spatial Data Infrastructures (SDIs) aim at making spatial (geographical)
data and thus content available for the benefit of the economy and of the so-
ciety. The traditional approach of SDIs is characterised by service-based dis-
semination of GML data (Geography Markup Language) (Consortium et al.,
2007), structured according to agreed information models. In the INSPIRE
(INSPIRE, 2007) programme, for example, a lot of effort has been put into
establishing information models (i.e. data specifications) to define the vo-
cabulary of a specific domain in a standardised way and to structure spatial
data accordingly.

The strong point of this approach is that the purpose of standardisation
and harmonisation, being interoperability, can be addressed through agree-
ment and sharing of vocabulary. Once agreed the requirements and rules
for communication are set and can be implemented in a verifiable way. But
there is a limitation: the vocabularies are defined within domains and thus
interoperability is only assured by shared and foreseen concepts. However,
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between domains little harmonisation has been realised, and for unforeseen
reuse of both concepts and relations across domains the structure of existing
information models may be too rigid.

A common problem of the lack of harmonisation between domains is the
existence of similar concepts in different domain models. It is often not clear
if these concepts are in fact the same in a semantic sense, or subtly different—
either unintentionally, or because of different domain specific needs. Linked
data and semantic web technology are often expected to solve this problem
because they enable data from one domain to be integrated and harmonised
with other data and data models. However, re-using or integrating data
with similar, but different semantics is often problematic. Consequently,
geographical data is often created instead of reusing existing data (a costly
process in the geospatial domain). The underlying problem is often one of
semantic harmonisation: either the semantics are not clear across domains,
or there are subtle semantic differences that limit reuse. Harmonising similar
concepts in different domains and related information models is therefore still
needed to enable the reuse of data over domain boundaries and to prepare
for a linked data approach at a later stage.

This paper presents the methodology that we developed to harmonise
the definition of concepts in domain models that are already being used in
operational use cases. The starting point of our research is the SDI approach
in The Netherlands in which object-oriented information models have been
developed in different domains. This resulted in technical harmonisation, but
not in semantic harmonisation. The most semantic harmonisation that has
been achieved is on an ad hoc basis and depending on the domain model being
currently updated or developed; in addition, the outreach of each domain
model, for example in the form of public consultations is mainly done within
domains. The lack of semantic harmonisation between domains and resulting
inefficient data distribution became only apparent after the data distribution
within domains was working properly. The research presented in this paper
aims at resolving this harmonisation gap.

Since solving harmonisation issues between existing (i.e. currently oper-
ating), independent domain models requires an ex post harmonisation repair
process, it needs a different approach than harmonisation via establishing
new, common data models like INSPIRE. Every domain model is created
with a domain-specific world view in mind; classes in the domain models are
specialisations of a very generic global ontology that has been standardised in
the Netherlands, but their similarity with classes from other domain models
has never been considered.

Our study to improve harmonisation between different domain models
contained two parts. The first part (I) aimed at obtaining in-depth insight
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into semantic differences and overlap in existing domain models and com-
pared semantic concepts defined in existing domain models of a national SDI.
The second part (II) aimed at establishing an environment to capture and
publish all concept definitions valid in the SDI to make reuse of concept def-
initions possible. This enables concepts to operate as individual information
objects instead of being only related to individual domains or information
models.

In this paper, we describe the methodology and tools for non-automatic,
community driven ontology matching that we developed in our research. In
addition, we describe our experiences and lessons learned as well as future
work.

Section 4.2 describes the background of the SDI approach in the Nether-
lands and the resulting harmonisation problems between domain models.
Section 4.3 presents related work on harmonisation and ontology matching.
Section 4.4 presents the overall methodology and tools that we developed
to obtain a higher level of harmonisation between domain models. Sec-
tion 4.5 presents the first part of the research (part I) in which we developed
a methodology to provide in-depth insight into semantic overlap and discrep-
ancies between information models of the current SDI. Section 4.6 presents
part II of the research in which a further step was taken to resolve semantic
discrepancies between information models where possible. Section 4.7 closes
with conclusions and future work.

4.2 Background: Model driven approach of

the Dutch SDI

As explained in van den Brink et al. (2013), formal representation of concep-
tual models for geo-information defined with the Unified Modelling Language
(UML) is seen as an important prerequisite of the Dutch Spatial Data Infras-
tructure (SDI). UML is worldwide one of the most used modelling languages
by standardisation bodies dealing with geo-information. With UML class
diagrams, geo-information objects can be formally described with their prop-
erties, relationships and semantics. A good understanding of the meaning
of objects is required when different organisations reuse each other’s infor-
mation. Although not as elaborate as some ontology engineering languages
focusing on semantics (such as Ontology Web Language (OWL) W3C (2009),
UML is not widely different from these languages and provides sufficient
means to record the meaning of objects (Kiko and Atkinson, 2008).

In the Netherlands’ SDI, a Model Driven Approach (MDA) such as de-



4.2. BACKGROUND: MODEL DRIVEN APPROACH 95

scribed in Gaševic et al. (2006) is applied for modelling concepts and their
implementation in different domains. A key point of this approach is that
either the conceptual information models are independent of their technical
implementation(s) or they are platform-independent (Hespanha et al., 2008;
OMG, 2003). As the UML models are conforming to an agreed meta model,
i.e. the ISO 19109 citepiso19109 general feature model, the technical imple-
mentations for data storage or data exchange can automatically be created
from the UML schemas using standardised mapping and encoding rules. For
data exchange based on these models, Geography Markup Language (GML)
(Consortium et al., 2007) is used. The technical implementations (in this
case GML application schemas) are not designed and maintained separately,
but are automatically derived from the UML models using the standardised
mapping rules described in GML 3.2.1 appendix E. This provides a one to
one relation between the conceptual UML environment and the GML imple-
mentation specifications.

In the Netherlands, the Base Model Geo-Information (NEN, 2011) forms a
common base for domain specific information models. This national standard
describes geographic concepts and establishes a standard modelling method
based on the ISO 191XX series of standards (specifically: ISO 19103 (ISO,
2015a), ISO 19107 (ISO, 2003), ISO 19109 (ISO, 2015b), ISO 19110 (ISO,
2005), ISO 19131 (ISO, 2007)). It contains a generic semantic UML model
with definitions of the most common, shared concepts in the geo-domain such
as Road, Water, etc. Therefore it can be considered as a global ontology,
although a small one. In 2011 the standard was revised and parts of the
INSPIRE Generic Conceptual Model (INSPIRE, 2014) were included. Many
domain specific information models have been developed on top of NEN3610.
These domain models define specialisations of the base classes defined in
the NEN 3610 global ontology with more specific classes and properties.
The resulting semantic geo-standards in the Netherlands can be viewed as a
pyramid of information models (see Figure 4.1).

The abbreviations in the pyramid of Figure 4.1 are mnemonic names for
Dutch standards; from left to right these are (IM=Information Model):

• IMRO = ruimtelijke ordening (spatial planning)

• IMWA= water

• IMLG=landelijk gebied (rural area)

• IMNAB= Natuur Beheer (Nature Management):

• IMOOV= Openbare Orde en Veiligheid (Public Order and Safety)
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• IMKL= Kabels en Leidingen (Cables and Pipelines)

• IMKAD= Kadastrale percelen (cadastral parcels)

• IMKICH=Kennisinfrastructuur Cultuurhistorie (cultural heritage)

• IMWE= Welzijn (welfare)

• IMGeo= geography

• IM01010= soil

• IMBRO= Basisregistratie Ondergrond (subsoil)

• IMTOP= Topography

• IMMetingen= Measurements

Via the extension of NEN 3610, vertical harmonisation, i.e. from more
generic to more specific concepts, has been realised. However, since every
domain model has been established independently of other domain models,
horizontal harmonisation, i.e. cross-domain harmonisation is poor and simi-
lar concepts with slightly different definitions or different properties may have
been defined in two or more different domains. They are specialisations of
the same class defined in the NEN 3610 global ontology, but their similarity
has not been considered by the domain modellers. Having a global ontology
did apparently not ensure harmonisation across domains.

Some attempts have been made to realise better harmonisation across
domains, i.e. when a model was updated or newly developed. However,
sharing semantics and thus data across domain borders needed a more drastic
and systematic approach for semantic alignment.

4.3 Our research in the context of related

Work

Information models fall within the domain of “ontology” according to Eu-
zenat’s broad definition of this term: ‘a set of assertions that are meant to
model some particular domain’. There is a lot of research in the field of
ontology matching. Euzenat and Shvaiko (2013) give a good overview.

As can be concluded from Euzenat’s overview, matching of ontologies
in a broad sense, e.g. schema integration and data integration, has been
applied to the information integration problem since the 1980s. Ontology
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Figure 4.1: The pyramid of domain information models.

matching is the process of finding correspondences (relationships between
terms) between different ontologies. The result is ontology alignment. Often,
ontology matching is automated as much as possible. Most research focusses
on this; again, a good overview can be found in Euzenat and Shvaiko (2013).
An example of a matcher that was used in the context of SDI is Vaccari et al.
(2012).

Automated matching is difficult and often requires human interpretation.
There are several ways of obtaining better matching results.

First, to assure better results of the automated procedure, some initiatives
have involved users in the matching process. Human users can provide an
initial alignment before automatic matching is carried out, they can tune
parameters of the matching system, or they can provide feedback on the
alignment. Collective matching is a process where many users work on the
matching together using supporting tools. In Euzenat and Shvaiko (2013)
this is called ‘community-driven ontology matching’ and an overview of this
is given in chapter 11 of their work. Community-driven ontology matching
involves publishing the ontologies and obtaining alignment via tools for social
interaction and collaboration. For example, users can record their feedback
on alignments by annotating or voting (Correndo et al., 2008). Their input
can be collected using online surveys and serious games (Dewaraja, 2010) or
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using crowd sourcing (McCann et al., 2008).
Nogueras-Iso et al. (2004) studied the problem of harmonisation of meta-

data standards for the geographic domain and described transformations be-
tween ISO 19115 (ISO, 2014), Dublin Core (Board, 2012) and other metadata
standards. This can be seen as an earlier step in harmonisation: metadata
is about datasets; harmonising metadata supports the better discovery of
datasets across domains. Our aim is one step further: to harmonise data
models in order to be able to reuse data across domains.

Another example of ontology matching is the ISO 19146 standard on
cross-domain vocabularies (ISO, 2010). This standard defines a methodol-
ogy for cross-mapping technical vocabularies in the geospatial domain. The
methodology proposes to take a reference vocabulary that serves as the tar-
get to which different domain vocabularies are mapped. A detailed schema
of a vocabulary register is defined including terminology for concept relation-
ships. For our study this approach was only partly implemented and on a
very basic level because we were starting from a more experimental point of
view. We started with a topographical model as a reference vocabulary and
later on positioned all domains at the same semantic level. Our first goal was
to simply bring to light related and possibly shared concepts from different
domains. The second step was to relate the concepts and harmonise when
possible.

Another way for obtaining matching results, is defining common defi-
nitions of concepts at an abstract level and providing transformation tools
between the concepts in existing information models and in the common
model. This way of harmonisation of geospatial data and models has been
studied by several researchers. Cruz et al. (2004) created a semi-automatic
alignment tool for matching land use classifications. The resulting alignment
is used as a mapping between different data models and a global ontology.
Our study does not use a global ontology. Although NEN 3610 contains a
basic global ontology, this has not resulted in harmonisation between con-
cepts on a more specific level. We therefore concentrate on harmonising more
specific concepts directly.

Finally, Reitz and Kuijper (2009) describe an interactive matching process
in the geo-information domain, where users are aided by visual tools, imple-
mented in the HUMBOLDT Alignment Editor (HALE). The HUMBOLDT
project, started in October 2006, was supported by the European Commu-
nity through the 6th Framework Programme and had the aim of bringing
together a variety of scientific, technical, economic and policy driven points
of view with the aim of implementing a Framework for harmonisation of
data and services in the geo-information domain (Villa et al., 2008). They
state that user interaction is required to overcome heterogeneity on the se-
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mantic interoperability level. This is also our observation and premise for
choosing mainly a non-automatic method with emphasis on the social aspect
of harmonisation. The geo-information domain has some specific matching
problems. This becomes apparent from examples where concepts seem the
same, but are not applied in the same way in data, due to differences in
the geometric representations. For example, the concept of ‘flood plane’ is
used in one case to define designated flooding zones, while in the other the
regularly flooded area is meant. This becomes apparent from the data which
is visualised in HALE, which thus aids users in judging whether possible
matches are actual matches or not.

All this is relevant to our study of semantic harmonisation. However, au-
tomatic matching is not the method we chose to apply in our cross-domain
harmonisation case. In the first part of our study an important reason for
this was that the goal was not only to harmonise concepts but to focus on
cases where better harmonisation would lead to more actual data reuse. Au-
tomatic matching would probably give us a significant amount of matches,
but whether this would actually lead to harmonisation and ultimately more
data reuse was uncertain. Instead, as also stated by several researchers men-
tioned above, user interaction is required to overcome semantic differences.
The different domain models are created and maintained by stakeholders,
derived from their own specific use cases. These human stakeholders are
needed in the process of harmonisation; they are the ones that can assess the
change of a concept definition. However, they must first become aware that
it is beneficial to do so. This is a social process.

The number of concepts from all domains within the Dutch SDI together
is in practice too high to search by hand for all concepts that possibly overlap.
However, when the matching is done by a group of people, aided by tools, a
high number of concepts can be considered in the study to find possible over-
laps. For these reasons we chose not to use automatic matching techniques,
but instead offer tools and methods that support data users in discovering
matches between domain models. The focus was not on matching per se, but
on finding and describing the issues with possible matches. This led to some
interesting insights, as is discussed in the rest of this paper.

4.4 The road to semantic harmonisation:

methodology

The aim of our research is to harmonise concepts defined in different domain
models within the model driven framework of the Dutch SDI. This framework
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Table 4.1: Methodology

What How Main result
Part I: Identifying semantic overlap and resolving these (section 4.5)
Identifying semantic differ-
ences and obtaining insight
into how to resolve these

desk study, interviews and
workshops with domain model-
owners with the focus on over-
lap with one specific informa-
tion model (i.e. IMGeo)
In depth discussions with do-
main model-owners

Identification of:
Similar concepts modelled in
different models
Semantic overlap of these
similar concepts
Semantic difference of these
similar concepts

Action plans to resolve differ-
ences

Part II: Designing tools for obtaining insight in overlaps, similarities and differ-
ence and to solve the differences (section 4.6)
Generate overview of semantic
landscape of SDI

Import all classes from all
domain models in one environ-
ment
Apply domain-independent
classification on classes

Visualisation of semantic land-
scape of SDI

Resolve conflicts in semi-
automated manner

By discussing domain-
independent semantic posters
(based on neutral classifica-
tion) with model-owners

Insights into needs for cross
domain harmonisation via se-
mantic posters

Publish concept-definitions
crossing model-boundaries for
reuse

Develop semantic concepts reg-
istry

Information modellers can eas-
ily find related concepts and
assess if they are suitable for
reuse

was explained in section 4.2. This section presents the methodology that we
developed and applied to realise better harmonisation across the pyramid of
information models.

Although ‘top down’ harmonisation from the most generic concepts in
NEN 3610 to more specific ones in domain-specific models has been realised
(i.e. the NEN 3610 pyramid assures a common way of modelling for all
models extending NEN 3610), ‘cross-sector’ harmonisation has not because
similar concepts from other domains have not been reused. Therefore, certain
concepts occur in more than one domain model (e.g. building, road, water).
Our goal is to achieve a high level of cross-sector harmonisation, eliminating
overlapping concepts with slightly differing meanings and reusing concepts
from other domains if appropriate. The methodology that we applied re-
spects that harmonisation is a social process that starts with presenting and
sharing the semantics between domains. See the steps in Table 4.1.

The first main step of this community driven ontology matching method-
ology was obtaining an overview of concepts defined in domain specific UML
class diagrams, identifying possible conflicts (i.e. same concept; different
definition) and solve these conflicts if possible. This was a labour intensive
process. In a second step we therefore developed a register to better facilitate
this process so that better and more harmonisation can be achieved. The
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register captures and publishes all concept definitions valid in the SDI, i.e.
all concepts that have been defined by the different information models. As
domains all have their proper view and related language on reality, we devel-
oped domain independent classifications based on Theme, Function and Use
Case. The concepts from different models were then visualised on semantic
posters and semantic conflicts analysed and discussed with model-owners.
This clearly showed the existing but not yet quantified need and potential
for cross domain harmonisation. It was then concluded that a combined se-
mantic register of all domains was needed, firstly to get a centralised semantic
library containing all semantic concepts available and secondly to provide a
base for reuse and harmonisation. A semantic register with decentralised
governance was finally developed to meet these needs.

4.5 Step 1: Identifying differences between

information models

The first step was obtaining an overview of concepts defined in domain spe-
cific UML class diagrams, identifying possible conflicts (i.e. same concept;
different definition) and solve these conflicts if possible. This section details
the methodology that was applied for this first step (4.5.1), results (4.5.2)
and conclusions (4.5.3).

4.5.1 Methodology

To obtain insight into the differences and overlap between domain models
that model similar concepts, we performed a comparison study starting from
an information model that presumably has significant overlap with other
models, i.e. Information model Geography (IMGeo). IMGeo, published in
2012, contains object definitions for large-scale topographical representations
of roads, water, land use, land cover, bridges, tunnels etc. (approximately
at scale 1:1k). For the comparison, we first did a desk study (where each
individual model was compared with IMGeo and initial conclusions were
drawn on semantic differences and overlaps). In a second step we interviewed
each domain model-owner to confirm the results of the desk study. Finally,
we organised two workshops with all domain model-owners to harmonise
findings.

For all domain models that are extensions of NEN 3610, we studied the
following questions:

a. Which concepts defined in IMGeo are also modelled in the other do-
main models and what is the semantic overlap and/or difference between
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those similar concepts? Do the differences in modelling represent differences
in reality or underlying requirements and are they justified, or can (should)
the differences be harmonised?

b. What is required to achieve better harmonisation: either solving defi-
nition differences or explicitly modelling intended differences?

The models that were considered are:

• IMBRO – base registry soil

• IMBAG – base registry buildings and addresses

• IMNa - nature

• IMWa - water

• IMWOZ – taxes on real estate

• IMBRT- small scale topography

• IMLB - agriculture

• IMKICH – cultural heritage

4.5.2 Results

The results of comparing concepts in IMGeo and other domain models are
presented in this section. Because of limited space, we here address the two
questions for three representative domain models only. IMBRO was selected
to show how some semantic differences can be solved straightforwardly in
a process with all stakeholders. IMWA was selected to show the findings
for an information model that was independently modelled from IMGeo and
IMLB to show the findings of an information model that was developed in
close harmony with IMGeo. After the presentation of findings for these three
models, the main findings and conclusions of the complete study (based on
all domain information models) are summarised.

4.5.2.1 Comparison IMGeo and IMBRO

The Information Model Basisregistratie Ondergrond (IMBRO) contains def-
initions of objects relevant for soil and subsoil. IMBRO covers four data
categories, each with their own focus: measurements, permits, infrastruc-
tures and 2D/3D models.
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4.5.2.1.1 a. Similar concepts and semantic overlaps with IMGeo
Only the infrastructure category has possible overlap with IMGeo. This cat-
egory models public works as well as networks in the underground. Relevant
features are Boreholes and Wells used for different purposes, such as moni-
toring water quality and quantity.

The equivalent IMGeo features are Well-borehole and Sensor-pipe (used
to measure the water table), both subclasses of Engineering Element.

These feature types are modelled in IMGeo if they are visible as phys-
ical objects (i.e. topography) in the terrain. That means that non-visible
pipelines and wells are not modelled in IMGeo. On the contrary, IMBRO
contains a register of all pipes and boreholes, independently of their physi-
cal appearance in the field. Consequently, IMGeo contains a subset of the
IMBRO boreholes and pipes, i.e. only those relevant for topography. Ideally
IMGeo should reuse the IMBRO boreholes and pipes, when relevant (i.e.
visible in the terrain).

4.5.2.1.2 b. How to resolve the semantic differences? After this
analysis, it was decided with all stakeholders that IMBRO would become the
source for the relevant IMGEO features including their definitions. Boreholes
and pipes are relatively unimportant features for topography, because they
are small. Therefore, it was possible to adjust the definitions in IMGeo and
to agree on a process where IMBRO will provide the information about these
objects.

4.5.2.2 Comparison IMGeo and IMWA

The Information Model Water (IMWA) is the domain model for the water
sector in The Netherlands. It was developed in 2001 as extension of NEN
3610 and adjusted in 2005 to align to the updates of NEN 3610. The current
version originates from 2010, before IMGEO 2.0 was developed.

In IMWA all features are specialisations of a main class with a geograph-
ical description, called ‘Geo-Object’; examples are Protected Areas, Ground-
water Withdrawal, Engineering Element, Water, Measurement, Road and
Construction.

4.5.2.2.1 a. Similar concepts and semantic overlaps with IMGeo
A comparison with IMGeo showed significant overlap with IMGeo concepts.
However, since both models were developed independently, overlap or dif-
ferences between similar concept definitions are mostly by coincidence, yet
problematic for reusing data.
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Table 4.2: Water classifications in IMGeo and IMWA

IMGeo IMWA
Sea Backwater Natural
Canal Not available Non natural Channel Ditch
Water area Not available Not available Not available Sail-ditch
Dry ditch Not available Not available Not available Dike ditch
Not available Water areas Not available Not available Not available
Not available Coast and transition Not available Not available Not available
Not available Wetlands Not available Not available Not available
Not available Wells Not available Not available Not available

A representative example is the difference in the definition of water.
IMWA defines Water as “ground surface in principle covered with water”.
IMGeo defines Water as: “Smallest independent area of water with homoge-
nous characteristics, permanently covered with water”. Is the same Water
object type meant here or does the difference in definition serve differences
in application requirements? Moreover, the classification of Water differs
significantly, see Table 4.2.

Also certain concepts which are expected to be the same have been mod-
elled very differently. Three examples are:

Constructions: IMGeo Constructions are limited to constructions that
cannot be modelled as bridge, tunnel or building. In IMWA this class also
contains tunnels and bridges, separate classes in IMGeo.

Weir is an important feature type in IMWA and therefore modelled with
a separate class for dikes, dams, dunes, constructions and high grounds. In
IMGeo these features are modelled via a wide variety of classes (Construction,
Land use, Separating construction).

“Function of Roads” in IMGeo modelled as one attribute of the class
Road and in IMWA as two attributes of Road: road nature and road type.

In conclusion, IMWA and IMGeo have a different modelling approach for
a number of concepts. Most of the differences are a result of independent
development of both models.

4.5.2.2.2 b. How to resolve the semantic differences? To better
align both models, it was decided with IMWA-stakeholders that IMWA will
adopt the modelling of non-water sector specific objects like roads. The
differences in the types of Engineering objects will be studied in more detail
to see if more alignment can be achieved. This was also decided for the
differences in code lists (for example for Sensors). Some other differences do
not give problems for example “wetland” is a type of Water in IMWA and
type of Vegetation in IMGeo. The link between those two concepts needs to
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be explicitly modelled to be able to reuse these concepts that refer to the
same thing.

4.5.2.3 Comparison IMGeo and IMLB

The Information Model Landbouw (IMLB, i.e. rural areas) supports the
subsidy provision of farmers.

4.5.2.3.1 a. Similar concepts and semantic overlaps with IMGeo
The development of this information model was aligned with the development
of IMGeo, and therefore a high level of semantic harmonisation has been
achieved. This shows for example from how IMLB models the class Area.
This can either be a physical or administrative area. The physical area
can either be built objects or not. For IMGeo only the physical areas are
relevant. Via a modelled relationship (i.e. association named “occurs in
IMGeo as. . . ..”) the nonbuiltPhysicalAreas are linked to 0, 1 or more areas of
different IMGeo types, for example Vegetation, Water, Non-vegetated areas
and SolitaryVegetationObjects. Whenever there is a link, the semantics are
reused. The strong alignment is also achieved because the IMGeo code lists
are adopted within IMLB and IMLB objects are specialisations of IMGeo
objects, when appropriate.

4.5.2.3.2 How to resolve the semantic differences? The conclusion
of the comparison between IMLB and IMGeo is that the models are highly
aligned which enables reuse of data, i.e. IMLB objects can be reused and
possibly aggregated in IMGeo objects.

Some research questions remain. For example, the modelling of equivalent
concepts is similar, but are the acquisition rules also the same so that data
can be reused? Another question is if the links can be modelled more formally
so that they can be used in automated matching approaches. Now the links
are only visible when exploring the additional information for each class.

4.5.3 Conclusions of initial research on semantic over-
laps and differences

This in-depth study on semantic overlaps and differences between existing in-
formation models confirms that the pyramid approach does not assure cross-
domain harmonisation. Different domains are hardly aware of each other’s
information models. Therefore, if concepts are reused this is on an ad hoc
basis. More often, domains define their own concepts when they need them,
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without looking for other information models that might have modelled sim-
ilar concepts.

In more detail, the following conclusions can be drawn.

4.5.3.1 Differences between models that were or were not devel-
oped independently

The issue of differently defined concepts is heterogeneous. Sometimes the do-
main is already working together with another domain and therefore seman-
tics have been harmonised, while other domains that define similar concepts
operate completely independently from each other.

An example of domain information models that were developed in har-
mony is IMLB and IMGeo. Whenever there is a link between classes in the
information models, the underlying instances from IMGeo will be reused in
IMLB data by referring to their unique identification. If domain models have
been developed independently, similar concepts are easily defined in different
ways, as was shown with IMWA and IMGeo.

4.5.3.2 Differences in modelling approaches

Another conclusion is that while all the studied information models comply
with NEN 3610 which, as described in section 4.4, establishes a standard
modelling method, there are still significant differences in the way of mod-
elling on a more detailed level (for example model explicit links to other
models or not; modelling a concept as class or attribute). This requires
agreements on how to model a domain model and also how to model links
to other models. If domain models use common approaches it is easier to
harmonise them.

4.5.3.3 Reuse of concepts not authentic to the domain

We also observed that domain models define concepts, which are not au-
thentic to that domain. Authentic means that classes, properties and rela-
tionships are essential to the domain and/or that they originate from that
domain. Objects that are instances of these classes can serve as reference
objects to other domains. A concept should preferably be defined by the do-
main to which it belongs while its definition is taken over by other domains.
For example, buildings are defined in the information model “addresses and
buildings” (IMBAG). They are also collected according to the IMGeo model
as objects on the large scale map. In that case, IMGeo reuses both the
concept and the instances; although with another geometry (BAG models



4.6. STEP 2: TOOLS FOR OBTAINING INSIGHT 107

building geometries as seen from above; IMGeo models building geometries
at surface levels).

4.5.3.4 Other issues that were revealed by the comparison study

1. Domain model experts are hardly aware of possible overlap with an-
other model.

2. It is hard to discover and access the original, currently valid source of
the models.

3. It is not always clear who the owner of a definition is, i.e. who has the
authority to change it.

4. Definitions are ambiguous; best practises for specifying understandable
and unambiguous definitions are lacking.

5. Most models act independently, i.e. relationships between them are
not defined.

6. Overlap of similar concepts is not always 100%, because the context
may be different. Data may be eligible for reuse in another context,
but not with the exact same definitions. Design patterns for linking
equivalent but yet not the same concepts may be accomplished via
Linked Data.

In conclusion, although semantics within domains is well organised for
SDIs, little overview nor steering on semantics across domains exists. This
seriously limits the reuse of data.

4.6 Step 2: Tools for obtaining insight in over-

laps, similarities and differences

The first part of our research aimed at obtaining in-depth understanding
in semantic differences and overlap in existing models and used a labour
intensive approach to find and resolve these. The second part of our research
aimed therefore at providing tools to ease this process. Such an environment
enables us to easily identify overlaps of similar concepts in different domain
models. This is a necessary step before semantic differences can be solved,
ultimately leading to an SDI with, as much as possible, harmonised semantics
on the object level. We call such an environment a ‘concept library’. This
enables us to move away from an SDI as a set of standalone datasets that are
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structured according to agreed information models, to an SDI that provides
information on individual concepts.

This section first describes the design process of the concept library (4.6.1)
and finishes with results and conclusions (4.6.2).

4.6.1 Methodology

The concept library was realised in two iterations: 1) a prototype, and 2) a
production system.

4.6.1.1 Concept library prototype – Creating semantic posters.

In the first iteration the concept library was created as a prototype which was
an extension of a UML modelling environment. To establish the “information
concept” based approach, we first imported all UML models of the Dutch
SDI into one UML modelling environment. All Dutch spatial information
models were requested from the organisations that are responsible for their
maintenance. These were usually not published on the web, but had to be
provided to us by the maintainers of the models. The 34 INSPIRE thematic
data specifications were already available for download as one integrated
UML project. These were also included in the prototype. In this stage
we considered all UML Classes to be “concepts” and we called the whole
a “concept library”. Concepts also included semantic concepts defined in
code lists. This was done because harmonisation and reuse of code lists is
an important part of the harmonisation process. Note that at this stage the
content of the code lists, the values, were not included.

All concepts from the UML-based concept library were automatically
loaded into a spreadsheet, so that all classes of all information models were
listed with their definitions. The list contains almost 500 concepts from
Dutch models and around 900 from INSPIRE models (1400 in total). In-
formation analysts then applied classifications to the concepts, by assigning
keywords of the classifications to all individual concepts. Three classifications
were used representing different high level concepts (see Table 4.3) based on
1) a functional viewpoint, i.e. classifying concepts based on their function
in the world, 2) a thematic viewpoint which corresponds to how things are
often classified in topography, and 3) a use case viewpoint based on high
level use cases.

The classification types were chosen in a plenary stakeholder session and
developed on our own experience, i.e. no reference to existing classifications
was made. The motivation for the three classifications (functional, thematic
and use case) is that these different viewpoints were expected to differentiate
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Table 4.3: keywords for the classification of concepts in the concept library

Thematic classification Functional classifica-
tion

Use case classification

Physical – nature Addresses Noise
Physical - manmade Living / accommodation Air
Administrative
Regulatory

Cadastre / rights Nature

Populations Maintenance / adminis-
tration

Archaeology

Health and risks Traffic / transportation Safety
Supportive Agricultural Water
Network topology Nature and landscape Soil
Economical production
units

Recreation Space

Measurements - monitor-
ing

Retail trade Other

Other Public service Not applicable
Technical infrastructure
Economic activity / In-
dustry
Other

enough within models, and aggregate enough between models. If this proved
to be not the case classifications could be added: the approach allows for
an arbitrary number of classifications. All classification lists contained an
‘other’ keyword to allow unclassified concepts that can be subject of further
discussion. The principal goal of the applied classifications was to relate
concepts from different models according to similarity in assigned keywords.
As was expected, the classifications indeed provided a common semantic view
overarching the individual domain classifications.

As an example: the thematic keyword Physical-nature was assigned to
concepts like Plantcover, SolitaryVegetationObject, Biomarker, and Wet-
land. Concepts can also have several keywords assigned. A water reten-
tion can for example be natural or manmade. Then the spreadsheet was
re-imported into the UML-based concept library and based on the assigned
keywords, the concepts were added to corresponding collections. Each unique
keyword led to the creation of a collection of concepts, with all concepts that
had that keyword assigned members of that collection.

After adding the keywords and re-importing the thus enriched concepts in
the concept library, the third step consisted of queries that could now be used
to find all classes from different models that were part of a certain collection
or combination (i.e. intersection) of collections. The three different classifi-
cations allowed for combinations of keywords that provided useful common
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semantics for grouping concepts. Of course not all combinations were use-
ful, for instance a functional keyword Addresses, combined with the use case
keyword Nature will not provide any concept. But a theme Administrative
combined with use case Agriculture combines all agricultural administrative
concepts like Parcel, Site, Production unit, Animal unit. Concepts that be-
long to the same collection could be visualised together on a diagram even
though they might be from different information models. In this way, a num-
ber of diagrams were created semi-automatically based on generated queries
for all combinations of functional and thematic keywords. So the total of
over 1400 concepts was now presentable in subsets according to the assigned
classes (Figure 4.2). The resulting diagrams were a good basis for further
study of classes that, based on the collections they were members of, had
been grouped together.

These diagrams were the basis for different “posters” that were printed,
showing a combination of concepts from different domain models for a spe-
cific use case. The use case posters were compiled by querying different
combinations of function and theme, for example function “health and risks”
in combination with theme “agriculture”. These posters1 were used to anal-
yse differences and overlap, both as a desk study and in several interactive
workshops with stakeholders (data owners and model owners). This created
awareness about the possibilities and opportunities for aligning concepts from
different information models. During these sessions, several (dis)alignment
issues were discovered. The fact that this was done by the stakeholders them-
selves, improves their willingness to cooperate in aligning similar concepts.

An example poster of all relevant classes for the combination of theme
‘administrative‘ and function ‘Addresses’ is shown in Figure 4.3.

These overviews enabled to browse the concepts in a thematic, cross-
domain fashion and thus to reveal semantic overlap and differences that were
hidden until now. The resulting list is public and is being used to solve
alignment issues and to reach a higher level of semantic harmonisation2.

Examples of such harmonisation issues are:

• The concept “building” appears in INSPIRE, IMDBK, IMLB, IMBAG,
IMGeo, TOP10NL and IMWOZ: how can the reuse of concepts be
modelled?

• IMWA and IMGeo both model “well” with different definitions, can
this be harmonised?

1see http://www.geostandaarden.nl/geoconceptregister/posters/index.htm
2See http://www.geonovum.nl/melding/project/52/geosemantiek

http://www.geostandaarden.nl/geoconceptregister/posters/index.htm
http://www.geonovum.nl/melding/project/52/geosemantiek
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Figure 4.2: Snapshot of the concept library prototype showing a list of di-
agrams with the results of combining the thematic keyword ‘administra-
tive’ (prefix ‘t-‘ stands for ‘thematic’) with all functional keywords: ‘ad-
dresses’, ‘agricultural’, economic activity, administration, retailing, services,
cadastre/rights, nature and landscape, other, traffic/transportation, liv-
ing/residence. (prefix ‘f-‘ stands for ‘functional’) .
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Figure 4.3: Example poster: Administrative & Addresses. Concepts from
Dutch models are in orange, INSPIRE concepts in blue. The figure shows
that related concepts such as ‘Woonplaats’ (residence) from different models,
IMKAD, IMBAG, INSPIRE, IMGEO, IMSIKB, IMLB are presented in one
view to facilitate discussion on semantics .
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• Do (INSPIRE)LandWaterBoundary and (IMWA)Oever (Bank in En-
glish) model the same concept?

• Definitions of measurements are different in IMKL and IMRO

• INSPIRE Air transport does not have an equivalent in Dutch domain
models

• Different attributes are used to model the same concepts for railway
and roads in IMWA, IMGeo and TOP10NL

• etc.

4.6.1.2 Concept library – Web based registry (production system)

The UML-based concept library from the first iteration was useful for the
creation of thematic posters that could be used in discussions with stake-
holders. However the concept library was only available in a desktop UML
tool and therefore not publicly accessible. In the second iteration, a concept
library was created in which all concepts and their definitions are published
on the web so that they can easily be accessed. The concepts were harvested
from UML information models; classes as well as terms from code lists were
included in the library.

The concept library allows the domain model owners and other stakehold-
ers to view and compare concepts from other domains. Search functionality
allows users to find concepts that contain the same word or part of the word
across all domains, and view their definitions. The problem that was dis-
covered in part 1 of our study: domain model experts hardly being aware
of possible overlap with other models because of the difficulty in discovering
and accessing them, is solved with this instrument.

A second advantage of the concept library is that the concepts are pub-
lished using a persistent http URI, making it possible to create stable links
to the concepts. For example, this can be done from an information model,
a GML application schema or using JSON-LD (Sporny et al., 2014). The
meaning of the data can then be accessed during data exchange. Links be-
tween concepts from different domains can now also be created, which further
meets our goal of semantic harmonisation.

The concept library is open and can be accessed at http://definities.
geostandaarden.nl. At the moment more domains are being added to the
library. Five domain models are registered at the time of writing, as can
be seen in the green menu bar: IMGeo (large scale topography), NEN 3610
itself, IMRO (spatial planning), IMBRT (small scale topography), and IMKL

http://definities.geostandaarden.nl
http://definities.geostandaarden.nl
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(utility networks). Work is ongoing and cross-domain harmonisation has not
yet been realised.

Figure 4.4 shows the metamodel that underlies this concept library. In
this phase a metamodel was designed jointly by stakeholders. The metamodel
had to provide for the semantic information in the UML class diagrams,
the versioning of concepts and the publication on the web. The developed
metamodel was partly related to the source data (UML models) and partly
to the target. The SKOS metamodel was therefore not yet considered at the
conceptual level. In the implementation stage this metamodel was mapped to
SKOS terminology. All entities in the model have an http URI as identifier.
A Concept is always part of one Domain (i.e. the information model it
originates from) and has one or more versions. To differentiate between
concepts in UML stereotyped as feature types and concepts as values in code
lists a Value class was added and it’s associated ValueList.

All properties of the concept are versioned except for its URI identifier,
which is persistent. A concept’s properties include its name(s), definition,
possibly an additional clarification and/or illustrations, and some metadata.
A concept version has a ’super type’, indicating its parent concept in the
taxonomy of concepts. In addition concepts can be associated with zero or
more value lists.

A concept version can also link to one or more related concepts via the
ConceptRelation. Four possible relationship types are specified in the Rela-
tionType enumeration. At the introduction of the concept library the rela-
tions between the concept instances were not specified since the concepts are
provided per domain and across domains concepts are not yet harmonised.
These are specified during the harmonisation process by domain model own-
ers. The first relationship type they apply is ‘similar’, indicating that two
concepts that have been thus linked are candidates for harmonisation.

We considered the following alternatives for classifying the relationships
between concepts more precisely. We selected the first alternative, SKOS, as
it combines simplicity with as much functionality as we needed at this stage.

• In SKOS concepts can be linked to other SKOS concepts via seman-
tic relation properties (Miles and Bechhofer, 2009). The SKOS data
model provides support for hierarchical and associative links between
SKOS concepts. For hierarchical links the properties skos:broader and
skos:narrower can be used indicating that the related concepts are
respectively broader and narrower. To assert an associative link the
skos:related property can be used. These semantic relations are only
intended to be used if the related concepts have been designed together
and are hence part of the same concept scheme. When aligning concepts
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of different concept schemes, mapping properties can be defined be-
tween the concepts. The various mapping properties indicate different
levels of similarity between the concepts. Properties that can be used
include: skos:mappingRelation, skos:closeMatch, skos:exactMatch,
skos:broadMatch, skos:narrowMatch and skos:relatedMatch. In case
of an exact match the preferred outcome of the harmonisation process
may be a full merge of the concept resulting in a library with one less
concept.

• OWL 2 is an ontology language for the semantic web. It has many
well defined language elements to describe the relationships between
concepts and parts thereof. Using OWL, formal ontologies are created.
However, this level of semantic precision was beyond our requirements
at this stage.

• A well-known process in mapping is cartographic generalisation; in this
process the number and complexity of objects on a map is reduced to
create a map of a different scale. Typical operations that are used in
generalisation are: selection, simplification, combination, smoothing or
enhancement (Burghardt et al., 2014). When concepts in the concept
register are related via a cartographic operation this could be registered
in the concept register, for example the building in TOP10NL is a
simplified version of the building in IMBAG. However, a standardised
relationship to express this was not found.

• The concept of aggregation is available as a relation type in UML mod-
elling and often used in geospatial modelling, where it is used to model
that instances of two classes have a part-whole relationship. More
specifically, the geometries of the part-objects together form the ge-
ometry of the whole object. For example, administrative units at dif-
ferent levels often have part-whole relationships. This relation type is
not available in SKOS or OWL, although part-whole relationships are
available on the data level in e.g. GeoSPARQL (Perry and Herring,
2010), Dublin Core and WordNet (Miller, 1995).

This metamodel can easily be mapped to SKOS, which is the language
underlying the concept library.

Note that instead of creating one environment in which all concepts and
definitions are published, the linked data approach could have been used:
all concepts and definitions could have been published on the Web with
http URIs by the domain model owners, and links could have been realised
between concepts even though they are published in a distributed manner on
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Figure 4.4: Metamodel of the concept library

the web. However, it would have required all domain model owners to create
their own solution for publishing their concepts on the web. Therefore, we
created a central repository instead from which all the concepts are published.
An additional advantage is that functionality for browsing and searching
concepts across domain models is easy to provide. For the future however it
is foreseen that using linked data to provide a distributed platform in which
semantics are published on the web and maintained by the domains is the
preferred solution. The concept libraries architecture provides for this future
requirement.

4.6.2 Designing the concept library for harmonisation:
results and conclusions

The realisation of the concept library led to new conclusions and insights
about semantic harmonisation within SDIs. The most important conclusion
is that gathering all concepts from different domain models in one environ-
ment, and providing ways to browse (possibly) similar concepts across these
domains, supports stakeholders in discovering overlaps and also in their will-
ingness to address these overlaps. Other conclusions are:

Although we have not specified relations between concepts from different
domains, we have found existing relation types from SKOS and OWL that
can be applied to harmonise our domain models. However, some relation
types that are needed in the geospatial domain, like the part-whole relation,
are missing on the class level.

Differences between similar concepts in different vocabularies are, in some
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cases, justified. These are often related to requirements for the spatial prop-
erties of concepts and stem from different domain specific needs. In addition,
we observed that concepts in the geospatial domain models often describe
different representations of things because they represent a different view
on the same real world objects. This could partly explain the overlap we
observed.

The establishment of a concept library as a derived product from existing
UML information models raises the question of where the source of semantics
is published. The information models started as a source of semantics but the
concept library evolves to a product that eventually becomes the authentic
source of semantic concepts.

4.7 Conclusions and Future work

This paper presents the methodology that we developed to fundamentally
improve harmonisation of a model-based SDI. The starting point was a set
of different domain models, modelled in UML, operating well within the own
domain but all with very little linkages to or awareness of other domain
models that may model similar concepts. The methodology consists of two
steps. The first step analyses all existing domain models on overlap and dif-
ferences in order to understand the differences and to identify which concepts
in the models relate to the same concept in reality (section 4.5). The second
step aims at establishing an environment that provides information on all
individual concepts within the SDI and explicitly modelling overlap between
concepts to be able to reuse semantics in the SDI (section 4.6).

One of our observations is that it requires human interpretation to solve
semantic irregularities, (i.e. slightly different concept definitions which may
or may not be intended) between existing domain models. Therefore, we
chose not to use automatic matching techniques; instead our methodology
is based on harmonisation by humans. Since the number of concepts from
all domains within the Dutch SDI is too high to search by hand for all
concepts that possibly overlap, we developed tools to help domains modellers
in discovering matches between domain models themselves, by organising and
publishing available concept definitions. This approach makes it possible to
include a high number of concepts in the study to find semantic overlaps.
In addition, information modellers can easily reuse existing concepts in new
models to be developed.

After differences have been resolved and similarities between concepts in
different domain models have been identified, the next step is to apply a
standardised way of modelling such relationships in order to reuse concepts
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(and eventually data). From our inventory of concept relationship types, we
can conclude that the spatial domain has semantic relationships between con-
cepts that are not yet well described in the semantic domain. Further steps
are necessary to study these semantic relationships, define new relationship
types where necessary, and make them available for use.

Another observation is that in the geospatial domain, information models
that have semantic overlap often describe different representations of things
because they represent a different view on the same real world objects. For
example, there are two distinct concepts for building in two Dutch domain
models, IMGeo and BAG, because one models the building as a ground level
representation, and the other as a representation of the building as seen
from above. On the instance level, there are two sets of instances, which
both represent the same set of buildings in the real world. In general, we
observed that within the information models of the Dutch SDI, there is no
concept representing the real world but only views thereof. Thus, it is not
possible to model, for example, all Building concepts as representations of
the same real world thing. Further research is necessary to confirm this and
provide ways of dealing with the harmonisation issues accordingly.
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Chapter 5

Linking spatial data:
automated conversion of
geo-information models and
GML data to RDF

Authors: L. van den Brink, P. Janssen, W. Quak & J. Stoter (International
Journal of Spatial Data Infrastructures Research, 9:59-85, 2014).

This paper has been published in a peer-reviewed scientific journal in
2014 and is published unchanged in this chapter, except for footnotes where
necessary to supply current information about an outdated statement. It
studies how geospatial data can become part of the wider semantic web,
by studying how to apply the generic Linked Data paradigm to disseminate
geospatial data outside the traditional geospatial data sector. The first part
of the paper focuses on deriving linked data from GML data in a generic way.
This includes the creation of URI identifiers and selecting an encoding for
geometries in linked data. The second part describes how more meaningful
RDF, where the data is enriched with semantics, can be created from GML,
given the underlying information model, by transforming it from UML to
RDFS/OWL.

Contributions: my research was used by the Joint Research Centre (JRC)
as input for the development of a method and guideline for deriving OWL
vocabularies from the INSPIRE UML models.

text of published paper starts after this line

125



126 CHAPTER 5. LINKING SPATIAL DATA

Abstract Linked data provide an alternative route for the dissemination
of spatial information compared to the traditional SOA-based SDI approach.
The traditional approach has provided a wealth of standardized and struc-
tured location data based on Geography Markup Language (GML), while
linked data provides an open mechanism for sharing and combining this data
with anything, once the data is available as linked data. The first part of the
paper focuses on deriving linked data from GML data. In the second part, we
study how more meaningful data, expressed in Resource Description Frame-
work (RDF) can be created from GML, given the underlying information
model, by transforming it from Unified Modeling Language (UML) to Web
Ontology Language (OWL).

Keywords: SDI, Linked Data, Semantic Web, GML, RDF

5.1 Introduction

Linked data provide an alternative route for the dissemination of spatial
information compared to the traditional service-oriented architecture (SOA)-
based Spatial Data Infrastructure (SDI) approach. Where the latter is built
on predefined structuring of semantics within domains, linked data is open
to linking information to any data over the Web. In this respect both are
complementary: the traditional approach provides a mechanism for a basis of
standardized and structured data within domains, while linked data provides
an open mechanism for sharing and combining data. GML (OGC, 2012) as
the ISO standard for exchange of service based spatial data and Resource
Description Framework (RDF) (Klyne and Carroll, 2004) as the linked data
format are therefore related. GML provides the format in which many spatial
datasets are available and exchanged. This standardization process and effort
has been realized on a large scale. The web of linked data could profit from
this effort, as large amounts of standardized spatial information could be
made available as linked data. This article will focus on the use of GML
structured data as a source for deriving RDF structured data.

The first part of the paper focuses on deriving linked data from GML data.
The first version of GML, v1.0 (Lake and Cuthbert, 2000), was based on RDF.
From version 2.0 onwards GML was based on Extensible Markup Language
(XML) and XML Schema, but the object-property structure was retained.
We describe a transformation for translating any correctly structured GML
to RDF automatically, using Extensible Stylesheet Language Transforma-
tions (XSLT) (Kay, 2007). Because GML’s object-property structure trans-
lates very well to triples, the transformation is straightforward. Well-known
GML content elements such as names and descriptions are mapped to their
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RDF equivalent. Geometries are transformed to Well Known Text (WKT), a
compact format for expressing geometries described in Simple Features (ISO,
2014). However, any semantics specific to the input GML data (a.k.a. the
application schema) are ignored in this translation.

In the second part, we study how more meaningful RDF can be created
from GML, given the underlying information model, by transforming it from
UML to Web Ontology Language (OWL) (W3C, 2012a). There exists a
straightforward mapping to convert a UML model into an OWL vocabulary.
However, the re-use of existing concepts in vocabularies takes a central role
in OWL while in UML the use of vocabularies is not supported. We describe
how annotating the UML model could improve this translation.

5.2 Spatial data as reusable web resources

Linked data is receiving increasing interest as a technology relevant for ge-
ographic information. It provides an alternative route for the dissemination
of spatial information compared to the already considered traditional SOA-
based SDI approach. The key difference is that linked data is much more
flexible and open. Where the SDI approach is built on predefined structuring
of semantics within domains, linked data is open to linking information to
any data over the Web. In this respect it much more appeals to the web
3.0 philosophy: unique information features that are available on the web
and can be accessed and extended at any time, by anyone and for any pur-
pose (CEN, 2012). In the Eye on Earth White Paper (Smits et al., 2011)
the Linked Data approach and technologies are recommended for accessing
resources in environmental information systems. However, the implication
of this on what has been done and realized in the spatial information in-
frastructure until now is unclear. We argue that it is complementary. The
traditional approach provides a mechanism for a basis of standardized and
structured data within domains, while linked data provides an open mecha-
nism for cross-domain sharing and combining. The traditional approach is
characterized by a service based dissemination of GML structured data. In
that approach data specifications provide clear definitions of semantics in
predefined domains and use cases. These are implemented in XML schema,
providing a well-defined and verifiable means of information exchange. The
strong point of it is that the proper purpose of standardization and harmo-
nization, interoperability, can be addressed through agreement and sharing
of vocabulary. Once agreed the requirements and rules for communication
are set and can be implemented in a verifiable way. The quality of imple-
mentation can be measured and therefore managed.
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However, there is a downside: the semantics are defined within informa-
tion domains. This results in predefined information silos, each related to
different information domains. Within the context of a silo interoperability is
assured by shared and foreseen concepts, but between silos little harmoniza-
tion takes place, and for not yet foreseen concepts and relations the structure
is too rigid. This is exactly the weak spot where linked data can be of help.
It allows data to become part of a web of data where it is integrated with
other data and data models can be interrelated and harmonized.

In a Spatial Data Infrastructure (SDI), GML data are generated and
served from different feature based sources. Generally transformation ser-
vices will do the transformation from these local sources to the GML struc-
tured data. In many SDI projects and programmes a lot of effort has been
put into that activity. For linked data, including the related RDF format
and the Geographic Query Language for RDF Data (GeoSPARQL) (Perry
and Herring, 2010), a similar approach can be followed: transformation ser-
vices that act on the same local sources, generating linked data instead of
GML, and making it available through GeoSPARQL endpoints. However,
another option is to reuse the already existing GML sources. There are large
amounts of existing feature data represented either in a GML file (or similar
serialization) or in a data store supporting the general feature model (ISO,
2005). For example, the INSPIRE Directive of the European Union (IN-
SPIRE, 2007) will lead to a lot of geospatial data becoming available in a
standardized way. In addition, on the national level, e.g. in the Netherlands,
more and more data is being published using Open Geospatial Consortium
(OGC) standards. Since these data are already structured in a standardized
and defined way, RDF transformation can be standardized as well. Linked
data can therefore build on the structure already provided. One would ex-
pect a simple rule of benefit: profiting twice by reusing work that has been
done once.

5.3 Related work

The problem of publishing spatial data as linked data is addressed in Schade
and Cox (2010), who show that GML and RDF are isomorphic and suggest
the addition of a façade on top of SDI web services to transform GML re-
sponse data into RDF. Smits et al. (2011) describe linked open data as a
new paradigm for sharing resources and recommend RDF for making data
available on the web. They suggest that linked data based approaches avoid
the heavyweight platform, application, and interface issues inherent in many
more traditional SDI approaches. López-Pellicer et al. (2012) discuss prin-
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Figure 5.1: Source: López-Pellicer et al, 2012

cipal ways of integrating linked data in a spatial data infrastructure. The
following diagram (Figure 5.1) from their publication depicts several ways of
building linked data on top of an SDI:

As shown in this diagram, GML to RDF transformation can be positioned
in the RDF-izer part. The Linked Data Wrapper is also of interest in this
context. As mentioned, the idea was already described by Schade and Cox
(2010). An implementation of such a wrapper, which creates linked data on
top of OGC web services is described in Ciardi et al. (2013). An ongoing effort
to create spatial linked data sets is LinkedGeoData, an RDF representation of
OpenStreetMap data, interlinked with other spatial data sets (Stadler et al.,
2012).

A recent, thorough overview of ways to encode geometry in RDF can be
found in Athanasiou et al. (2013). This report was produced in the context
of the GeoKnow project, a 3-year project funded by the European Com-
mission. GeoKnow addresses the problem of linking geospatial data from
heterogeneous information systems and uses the web as a platform to exploit
this data (Project, 2013). Another relevant overview is given in the Core Vo-
cabularies specification, which was developed as part of the Interoperability
Solutions for European Public Administration (ISA) programme of the Eu-
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ropean Union (ISA, 2012a). It has a section on location, the Location Core
Vocabulary, which was recently installed in World Wide Web Consortium
(W3C) space (Perego et al., 2013). The Location Core Vocabulary defines
three classes, Location, Address, and Geometry, and a few properties for
describing places in terms of their name, address or geometry.

An early effort to create and implement rules for transforming UML mod-
els into OWL ontologies was carried out in the context of an OGC Web
Services Testbed (OWS-8) and is described in Hobona and Brackin (2011).
Standardization efforts for such rules are currently underway within ISO/TC
211 project 19150-2 (ISO, 2013). This work will be published as an ISO Stan-
dard, and is currently in Draft International Standard (DIS) status1. Experi-
mentation with this mapping is being undertaken, for example by Cox (2013),
who describes an explicit OWL representation of the ISO/OGC model for
observations and measurements based on the ISO 19150-2 rules.

Tschirner et al. (2011) achieved good results in transforming GML data
models into OWL ontologies. We therefore used the experiences of these
researchers and further develop the ideas and initial experiences into imple-
mentations to convert GML data to RDF instances accordingly. Also, we
introduce more linked data geo vocabularies than GeoSPARQL to express
geo data as linked data on the web and we provide, as main contribution, a
method to link information models to existing vocabularies. New in our work
is also the use of the above-mentioned standard ISO19150-2 that provides a
set of rules to convert UML to OWL.

Another important topic in this context is how to create persistent, unique
identifiers for data on the web. Developing a Uniform Resource Identifier
(URI) strategy is one of the first steps needed to publish (geo) data as linked
data. The W3C (and other experts groups) has led the development of
guidelines and best practices on how to design “good” URIs in general and
for the government domain in particular (W3C, 2012b). In addition, several
coordinating organizations issued guidelines on persistent URIs, such as the
guidelines of ISA for European governments (ISA, 2012b), the guidelines
for the UK public sector (Davidson, 2009) and the URI Design Principles
of Linking Open Government Data (LODG, 2013). Abbas and Ojo (2014)
worked on the improvement of the implementation of such guidelines by
consolidating existing URI design rules, distilling core URI design aspects or
facets from these rules, and abstracting the rules into a set of consistent URI
Design Patterns specifications. In our work we use the URI strategy designed
by Overbeek and van den Brink (2013); Overbeek and Brentjens (2013) that
describe guidelines for formulating URIs for the Dutch public sector.

1[Added2018] Published as an ISO standard in 2015.
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5.4 Research questions and method

Geospatial data is already structured in a standardized and defined way,
making it possible to standardize RDF transformation of this data as well.
The GeoSPARQL standard specification recognizes this by mentioning the
development of standard processes for converting (or virtually converting and
exposing) these data to RDF as beneficial future work (Perry and Herring,
2010).

The challenge therefore is to investigate a way of generating linked data
out of GML. Both GML and linked data have a level of data instances and
a level of data model. In GML, data structures are defined in GML appli-
cation schemata as extension of the abstract GML elements. Usually this
data structure is expressed in a UML information model which defines the
semantics and from which the GML application schema is automatically de-
rived. In a linked data context, the data instances are expressed in RDF and
the underlying model can be described as an ontology in OWL. Rules for
transforming UML models into OWL ontologies are being developed within
ISO/TC 211 project 19150-2 (ISO, 2013). There are several issues with the
rules as described in this ISO standard, related to the closed world assump-
tion of UML versus the open world assumption of linked data; the connection
between concepts in a UML model and related concepts in vocabularies from
the Semantic Web; and modelling conventions and restrictions in UML which
are absent in OWL.

Several questions related to generating linked data out of GML are exam-
ined in this paper. First, is it possible to describe a generic transformation,
without knowledge of the information model of the data, from GML to RDF?
Second, how is geometry to be encoded in the resulting RDF? And third, how
can GML application schemata, or the UML information models in which
their structure and meaning are defined, be automatically transformed into
an OWL representation, and integrated with other ontologies in the Semantic
Web?

To address the first question, in section 5.4.1 we examine GML and to
what extent it is similar to RDF. In section 5.4.2 we consider how geom-
etry should be encoded in RDF by studying existing vocabularies and use
cases. This gives us an overview of what options and criteria there are and
allows us to select a method of encoding geometry. In section 5.4.3 we ad-
dress the construction of URIs for our resources in RDF based on the Dutch
URI strategy. The next step, which we describe in section 5.4.4, is to im-
plement an experimental generic GML to RDF transformation in Extensible
Stylesheet Language Transformations (XSLT) (Kay, 2007) and to test it with
existing GML data. This allows us to determine if a generic GML to RDF
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transformation is possible and answers the first question. Note that the ge-
ometry2RDF tool (Group, 2014) could have been an alternative to transform
GML to RDF. However the source data of this tool is Oracle with geometry
described in spatial columns and not in GML, as in our case.

Finally, in section 5.4.5 we describe our study of the third question by
experimenting with an automated mapping from UML to OWL and with
annotating the UML to better integrate the resulting ontology with existing
ontologies or vocabularies on the web. For the experiments, we use a sample
GML file containing land use plans, conforming to the Dutch standard IMRO
(Information Model Ruimtelijke Ordening - spatial planning), and the IMRO
UML information model (Geonovum, 2012).

5.4.1 GML: A Triple Structure

GML (Geography Markup Language) is a standard for the storage and trans-
port of geographic information. The first version of GML, v1.0 0, was pub-
lished in May of the year 2000. Key concepts in the GML model of the
world are the “feature”: an abstraction of a real world phenomenon; the
“geographic feature”: a feature which is associated with a location relative
to the Earth; and the “feature collection”, a collection of features which can
itself be regarded as a feature and gives a digital representation of the real
world. Features have properties; geographic features have properties whose
value may be a geometry.

GML 1.0 used a geometry model called ‘Simple Features’, with definitions
for point, line string, polygon, and some other basic geometric shapes. In
addition it provided a coordinates element for encoding coordinates, and a
Box element for defining extents. In its simplest form, GML contains no more
semantics than this: geographic features with associated geometric shapes.
The standard, however, includes an extension mechanism which makes it
possible to define application-specific extensions with added semantics, for
example distinct object classes for River and Road, each with their specific
properties.

GML 1.0 described three encoding profiles for geographic features, two
of which were based on XML, while the third was based on RDF and RDF
Schema (RDFS). The model of GML was consistent with RDF. GML features
have properties, which can have either literal values or have a geometry object
as value (‘geometric value’). All features had an optional ID which could be
used together with the GML document URI as a fragment identifier. In this
manner, GML objects could be referenced as resources. GML 1.0 example,
in which ‘yourhouse’ and ‘myhouse’ have the same location:
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<Building ID = ‘yourhouse’ .. >

<location>

<Point ID = ‘134’>

<coordinates>2455.12, 3443.78</coordinates>

</Point>

</location>

</Building>

<Building ID = ‘myhouse’ .. >

<location>

<Point resource = ‘#134’ />

</location>

</Building>

From version 2.0 onwards GML was based on XML and XML Schema,
and the RDF profile was no longer used. But an interesting fact is that the
object-property structure, in which objects have properties and properties
have either literal values or objects as values—basically a triple structure –
always stayed, and is present in the current version, 3.3 (OGC, 2012).

5.4.2 Encoding Location in RDF

Resource Description Framework (RDF) (Klyne and Carroll, 2004) is a cor-
nerstone standard of the Semantic Web. Where the World Wide Web as we
know it is a web of interlinked documents, the Semantic Web is a web of
interlinked data. RDF provides the foundation for publishing and linking
data on the web.

RDF is slightly older than GML. The first version of the suite of stan-
dards documents related to RDF was published in February of 1999. A
second version was published in 2004. RDF is to linked data what Hyper-
Text Markup Language (HTML) is to the World Wide Web: where HTML
is a language for (re)presenting documents on the World Wide Web, RDF
is a language for representing information about resources on the web. A
resource can be a web document, about which metadata can be represented
in RDF; the term ‘resource’ however can be interpreted more widely to mean
anything that can be identified on the Web. This can be any (meta)data
about anything, whether or not these things can be directly retrieved on the
Web (Manola and Miller, 2004). In RDF, things are identified using Uniform
Resource Identifiers (URIs) (Berners-Lee et al., 2005). Resources have prop-
erties and property values, property values can be URIs of other resources.
RDF statements can be represented as a graph of nodes and arcs: the nodes
represent the resources and values, the arcs represent the properties. The
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basic resource - property - value structure of RDF can also be expressed as
a triple consisting of subject, predicate, and object (always in that order).
Each triple corresponds to a single arc plus the two nodes it connects in the
graph.

As explained, RDF is a language for expressing any data, including geo-
graphic information, as resources. As a generic language, it has no specific
features for encoding geometry, which is central to geographic information.
However, several vocabularies and extensions have been proposed for this
purpose. Athanasiou et al. (2013) give an overview of currently available
ways to encode a geometry in RDF and of RDF stores with geospatial sup-
port. The RDF stores are evaluated by measuring their performance with
several geospatial queries against RDF triples.

When storing coordinates directly in RDF instead of referencing a spatial
feature from another dataset, there are several options. These differ in what
they offer, ranging from only lat/long point geometries, point line and sur-
face geometries, topology, to the possibility to use any coordinate reference
system. We give a short overview of the most well-known ones. A more
extensive overview is given in Athanasiou et al. (2013).

An early vocabulary for representing location data in RDF is W3C Basic
Geo (Brickley, 2003). This vocabulary is explicitly created to be simple,
providing just a few basic terms that can be used in RDF for describing
lat(itude), long(itude) and other information about spatially-located things,
using World Geodetic System 1984 (WGS84) as a reference datum. This RDF
vocabulary was created with cross-domain data mixing in mind. By defining
an encoding for point geometries in RDF, it makes it possible to “describe not
only maps, but the entities that are positioned on the map.” (Brickley, 2003).
Although a W3C activity, this vocabulary is not a W3C standard nor is it in
the process of becoming one. As is evident from the name, the vocabulary is
very basic and has only classes ‘geo:SpatialThing’ (similar to GML’s Feature)
and ‘geo:Point’, and properties ‘geo:latitude’, ‘geo:location’, ‘geo:longitude’,
and ‘geo:altitude’. It has no classes or properties for topology. Acceptance
is high: it is used in both GeoNames and DBPedia, both in turn highly used
data sets, and in web applications and services including Yahoo! Maps.

GeoRSS is an extension of Really Simple Syndication (RSS), a family
of formats for news feeds on the web. GeoRSS adds the ability to encode
geometries in RSS. It offers two methods for geometry encoding: Simple
and GML. GeoRSS Simple is a very basic format with point, line, box and
polygon properties, and allows only WGS84. GML is a GML application
profile that supports a greater range of features and adds support for other
coordinate reference systems. GeoRSS can be used in RDF to make simple
geographical assertions about objects. However, this is only applicable for
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GeoRSS Simple, not for the GML variant. GeoRSS Simple is used in e.g.
DBPedia and implemented in e.g. OpenLayers, GeoServer, Drupal, and the
Google Maps Application Programming Interface (API).

GeoSPARQL (Perry and Herring, 2010) is an OGC standard for rep-
resenting and querying geospatial data on the Semantic Web. It defines
a set of SPARQL Protocol and RDF Query Language (SPARQL) exten-
sion functions for spatial queries, a set of Rule Interchange Format (RIF)
rules (Boley et al., 2010) for transforming simple topological relation tests
into queries involving concrete geometries, and a core RDF/OWL vocabu-
lary for geographic information. In this article the vocabulary is of interest,
specifically where it addresses geometry. GeoSPARQL is based on accepted
standards from the geospatial domain: the General Feature Model (ISO,
2005), Simple Features (ISO, 2014), Feature Geometry (ISO, 2003), and
Structured Query Language Multimedia (ISO/IEC, 2011). It defines three
classes, ‘geosparql:SpatialObject’, representing “anything that can have a
spatial representation” (Perry and Herring, 2010), (p. 6), and its subclass
‘geosparql:Feature’; and ‘geosparql:Geometry’, representing the top-level ge-
ometry type. Also, several properties are defined for associating features with
geometries and for recording metadata on geometries. In addition, it defines
several sets of properties representing topological relations. The vocabulary
allows two serializations for geometry, WKT and GML.

WKT is a text based format for encoding geometries, defined in the Sim-
ple Features specification. It is not only used in RDF, but is supported in
several spatial databases and APIs. It is supported in several RDF seman-
tic stores with geospatial capabilities, such as Virtuoso and uSeekM. The
WKT option in GeoSPARQL allows only simple feature geometry types, but
this is still a wide range of geometry types such as points, curves, surfaces
and geometry collections. The GeoSPARQL vocabulary defines a property
‘geosparql:asWKT’ in which a geometry can be recorded as a text value. It
is possible to use any coordinate reference system (CRS); a reference to the
used CRS is recorded with the coordinates.

The GML option in GeoSPARQL allows all ISO 19107 spatial schema
geometry types, which is a much wider range than the simple features allowed
in WKT, including a lot of less commonly used types. The vocabulary defines
a property ‘geosparql:asGML’ in which a geometry can be recorded as a GML
literal, i.e. a geometry element from the GML schema can be embedded in
the RDF. The ‘geosparql:asGML’ serialization is implemented in several tools
(Athanasiou et al., 2013), and is offered as an option to record geometry in
several vocabularies, such as the Location Core Vocabulary (part of the Core
Vocabularies Specification, created as part of the European ISA programme).
The Location Core Vocabulary (Perego et al., 2013) also allows WKT.
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An alternative, more simple way of indicating a location in RDF is by ref-
erencing an already existing named place resource. DBPedia and GeoNames
are existing RDF datasets with spatial features, i.e. besides place names
and a lot of other information, a set of coordinates is also available for the
objects in these datasets. The advantage of referring to these named place
resources is that it makes clear that different resources which refer to, for ex-
ample, http://dbpedia.org/page/Utrecht, are all referring to the same city.
If these resources would not use a URI reference but a literal value “Utrecht”
this could mean the province Utrecht, the city Utrecht (both places in the
Netherlands), the South African town called Utrecht, or maybe something
else entirely. In DBPedia and GeoNames (in the free service) however, spa-
tial features are limited to the lat/long coordinates of a point, encoded using
W3C Basic Geo. This means it is only possible to refer to a point on a map,
which could be the location of a small object such as a traffic light, but also
the centre point of a city or a country. These datasets do not contain, for
example, the exact boundaries of a country, as this would be represented by
a polygon feature instead of a single point.

Another ongoing effort to create spatial linked data sets is LinkedGeo-
Data, an RDF representation of OpenStreetMap data (Stadler et al., 2012).
This dataset contains nodes, ways and relations, representing all kinds of
spatial features, such as roads or boundaries. The dataset is interlinked with
DBpedia and GeoNames. Part of the effort is to establish a lightweight on-
tology based on OpenStreetMap, and an OWL vocabulary for the exchange
and reuse of geographic data. LinkedGeoData uses points, lines and polygons
to represent spatial features. For every way (such as a road), there exists a
triple that contains the positions of all its nodes as a sequence. Each node
is a point, represented as an OGC WKT literal. In addition the geometries
of nodes are encoded as Basic Geo point geometries.

Since the IMRO test data uses the Dutch Rijksdriehoeksstelsel (RD) co-
ordinate reference system and not WGS84, and uses both point and polygon
geometry types, the best option is to use the GeoSPARQL vocabulary. For
the experiments, WKT was selected because there was no need to go beyond
simple feature geometry types and WKT is more compact than the GML
serialization.

5.4.3 URI strategy

An important question when creating RDF data is which criteria the URI
identifiers which are formulated should follow and how to meet these criteria.
In the Netherlands, we proposed a URI strategy describing guidelines for for-
mulating URIs (Overbeek and van den Brink, 2013; Overbeek and Brentjens,
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2013). The main criterion for linked data URIs is persistence: the URIs must
still work even when things have changed, e.g. after the organization that
minted them ceases to exist. For that reason a neutral domain name, with no
organization name in it, is preferred. Other criteria to take into account in
a URI strategy are scalability, intelligibility, trust, machine-readability and
human-readability.

The Dutch URI strategy describes the following URI pattern based on
these criteria:

http://{domain}/{type}/{concept}/{reference}

{domain} = {internet domain}/{path}

This pattern is adopted from ISA (2012b). The domain serves two purposes.
It is first of all an important instrument in obtaining unique identifications:
two objects that are administered in two different databases can coinciden-
tally be designated with the same identification. Should both objects be
published as linked data, then two unique URIs will still be generated: both
will start with a different internet domain name.

Secondly, a well-chosen domain will ensure recognisability and trust.
Plots in the Land registry with a URI such as http://data.brk.nl/perceel/-
010101 (BRK stands for the Dutch base registry for cadastral information)
seem more reliable than http://data.findithere.com/perceel/010101, for ex-
ample.

The ‘persistence’ criterion leads to two recommendations: the domain
should be reserved exclusively for the publication of the register, not for other
publications as well as this may result in a re-organisation of the publications
now and then; and its name should not include the name of an organization
as these tend to change over time.

The path can be used if various collections of objects exist within a reg-
ister, in which double identifiers (IDs) may be present. The path can then
be used to create extra namespaces. It is recommended to use this with
restraint.

The type indicates which kind of URI is involved. This may be either ‘id’,
‘doc’, or ‘def’. The first two are used to identify resources and information
about these resources respectively, and the latter is used for ontology terms.

The concept part serves mainly to give the human reader an indication
of the type of concept that is identified by the URI. In addition it offers
a solution if there are objects within the registration that have no unique
identifiers, but that are unique per type of object. One should also consider
persistence when choosing the concept.If it is conceivable in a registration
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that object types (classes) can change names, while continuing to represent
the same class, then it is not wise to include this component in the URI. A
more abstract class should be used in such cases.

The reference is the identifying name or code of the individual object.
This may be an identifying number, alphanumerical code, a word or name,
etcetera.

In the case of IMRO, these recommendations on URI creation were ap-
plied in the following manner.

{domain} = http://data.ruimtelijkeplannen.nl

ruimtelijkeplannen.nl is the location on the web where Dutch spatial plans
are publicly available. This is an appropriate, well-known and trustworthy
domain name and not tied to a specific organization. Note that although we
used this domain to assign URIs to our resources, no linked data is actually
there in practice at this point in time. The optional path is not used.

{type} = ‘id’

Only URIs of type ‘id’ are created. When information on the resource is sup-
plied at the URI at a later stage, the type ‘doc’ will be used when supplying
this information through content negotiation.

{concept} = ‘ruimtelijkplan’

‘ruimtelijkplan’ (English: spatial plan) is a generic, conceptual name for the
different types of plans that are described in the data. As the IMRO data
model is subject to change every few years, and names of classes may change,
we did not opt to use the class names of resources directly in the URI in the
interest of persistence.

{reference} = [numeric id from the source data]

For the last part of the URI the numeric id of objects is taken from the source
data. If a numeric id is not present, as is the case for nested, anonymous
objects, an id is generated.

URIs for an IMRO vocabulary are also minted. These are created from
the following pattern:
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{domain} = http://data.ruimtelijkeplannen.nl

{type} = ‘def’

This is followed by a hash ‘#’ and the name of the vocabulary term. For
the vocabulary, hash URIs are used to make the vocabulary recognisable as
not part of the content; also the vocabulary is relatively small and can be
requested as a whole in this way.

5.4.4 Experimental Transformation Implementation

Earlier in this article, we described GML in terms of its inherent triple struc-
ture. Because GML and RDF both have a triple structure, it is easy to define
a transformation for translating any correctly structured (that is, conformant
to the object-property triple structure) GML data to RDF automatically. As
an experiment, we implemented such a transformation using XSLT 2.0. In
this Generic-GML2RDF script, well-known GML content elements such as
names and descriptions are mapped to their RDF equivalent. Objects, in-
cluding nested features, data types and properties are recognized based on
their place in the triple structure and are transformed accordingly.

The experimental implementation has 10 templates; counting whitespace
and comments it has 98 lines. This shows the simplicity of the transfor-
mation. However, the stylesheet is presented here as a proof-of-concept and
would need to be extended for general applicability. The stylesheet was tested
on a sample GML file containing land use plans, conforming to the Dutch
standard IMRO.

The transformation starts at the top of the GML file and selects all fea-
tures, even the ones that are nested as property value of another feature.
The features can be recognized because they always have an even number
of ancestors (levels in the XML hierarchy). The GML file starts with a fea-
ture (usually a feature collection), which has properties, which in turn have
features as values. A simple filter can take advantage of this fact. Those ele-
ments that have an even number of ancestors (levels in the XML hierarchy)
are transformed to rdf:Description elements. The rdf:about attribute is filled
with gml:id if available; if not, an id is generated.

Well-known, standardized GML properties are transformed to an appro-
priate property. When possible a standard property from RDF or RDFS is
used. For example, gml:description is transformed to rdfs:comment, gml:name
to rdfs:label. Properties that are not known (i.e. not standard GML, but
from the domain-specific IMRO extension) are not changed, but receive the



140 CHAPTER 5. LINKING SPATIAL DATA

Figure 5.2: Sample XSLT Fragment
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same name in the RDF output.
In the IMRO data properties sometimes have nested content: they have

an object as value, which is not referenced, but included in the hierarchical
XML structure as a child element representing the object which in turn has
child elements representing the properties. This construct receives special
treatment in the stylesheet. The nested object is recognized by its even
number of ancestors, and transformed to an rdf:Description. The property
with nested content is transformed to a property that references the object
that was nested, using an rdf:resource attribute containing the identifier of
the feature prefixed with a hash ‘#’. Usually an identifier is not present in
these cases, and one is generated automatically.

Properties that reference another feature in the GML data are trans-
formed to an RDF ObjectProperty with an rdf:resource attribute containing
the URI of the referenced feature.

The IMRO sample file contains simple Point and Surface geometries.
These are transformed to a WKT serialization conform GeoSPARQL. The
stylesheet currently only implements transformation of these two geometry
types, but can easily be extended.

The XSLT stylesheet described above transforms GML data to RDF in a
generic way, based on GML’s object-property structure. But it ignores any
domain-specific semantics the GML data may have. The IMRO sample file
has a lot of domain-specific semantics, defined in the IMRO GML application
schema. As shown in Figure 5.3, imro:Bouwaanduiding (an element which
gives rules about the external appearance of buildings in a planning area) is
translated to an rdf:Description of rdf:type http://data.ruimtelijkeplannen.-
nl/def#Bouwaanduiding. All properties of imro:Bouwaanduiding are trans-
formed to RDF properties of the same name (see Figure 5.3). These should
all be defined in the IMRO ontology, which does not exist, at least not
in RDF/OWL at this stage. Some of the properties could be mapped to
Linked Data vocabularies. For example, it would be appropriate to translate
imro:naam to rdfs:label, but this is not known within the transformation, as
it is a generic tool and is not aware of the meaning of the IMRO vocabulary.

This aspect must be addressed, because usually GML is extended for
a certain domain. It contains rich semantics, which would be lost in the
translation to RDF. However, these semantics are of crucial importance in
the context of the Semantic Web. Semantic extensions of GML are usually
described in a standardized way in a well-documented UML model, from
which the so-called GML application schema is automatically derived. For
the Dutch IMRO standard such a UML model and application schema are
available. Therefore not only the GML data, but also either the UML model
or the GML application schema should be translated to Linked Data stan-
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Figure 5.3: Sample IMRO RDF Fragment with WKT Geometry
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dards. In addition, domain-specific knowledge about the application schema
could improve the mapping, taking into account established Linked Data
languages and vocabularies like RDF and RDFS, as well as Dublin Core,
Simple Knowledge Organization System (SKOS), or other vocabularies. In
our experiments we looked at this, and the next section describes some in-
teresting aspects regarding the translation to RDF of specific semantics from
an application-specific GML structure like IMRO.

5.4.5 Creating Meaningful RDF from Geo-Information
Models

Meaning in the Semantic Web comes from vocabularies. However, the method
described in the previous section does not provide or use a vocabulary. The
mapping from GML to RDF would become more useful when it is accompa-
nied by a OWL ontology for IMRO. Such an ontology can be automatically
derived from the IMRO information model. The IMRO information model
is available as UML diagram which, in current practice, is automatically
converted into a GML application schema which supplies the rules for infor-
mation exchange. This gives us two options to generate an OWL ontology:
either from the UML model directly, or from the corresponding GML ap-
plication schema. The first option has the advantage that UML is more
mainstream information technology (IT) than GML application schemata
and that a well-defined mapping from UML to OWL is defined by the OMG
(OMG, 2009). The second option (mapping from the GML application
schema) has the advantage that it is spatially aware (since a GML appli-
cation schema has well defined spatial semantics) which would result in a
better mapping for spatial objects. A combination of both would be best;
this can be achieved by defining specific mappings from UML for spatial
modelling constructs. Currently these mappings are partially stable: for
spatial datatypes a mapping is described in GeoSPARQL (Perry and Her-
ring, 2010). How to map UML stereotypes used in spatial models (such as
<<FeatureType>>) is still under development. Rules for transforming UML
models into OWL ontologies, and rules for developing Application Schemas
directly in OWL are currently being developed within ISO/TC 211 project
19150-2 (ISO, 2013). This work will be published as an ISO Standard, and
is currently in Draft International Standard (DIS) status. Experimentation
with this mapping is being undertaken, for example in Cox (2013).
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5.4.5.1 UML to OWL mapping issues

There are several issues with the mapping as described in the ISO mapping
that should be discussed.

The first issue, also described in Cox (2013), is related to the open-world
assumption of OWL as opposed to the closed-world assumption of UML.
ISO 19150-2 states that “OWL ontologies are complementary to UML static
views and serve different purposes.” (p. vii) The OWL representation of
UML models as described in ISO 19150-2 leans towards a more closed model:
properties belong to one specific class, and any property that is not defined
as belonging to a class, cannot be used with that class. Basically under
the closed world assumption, anything that is not explicitly stated is not
true within the closed system. By contrast, a popular saying to describe
the open world assumption is that anyone can say anything about anything.
Properties are independent things that can be used to make a statement
about a thing belonging to any class, and anyone can do this. Under an
open world assumption, anything that is not explicitly stated is unknown.

Two options are available: either the OWL representation should as
closely as possible reproduce the frame-based closed UML model from the
standard, or it should embrace the open-world assumption of OWL. In the
latter case the OWL model would be a representation of the underlying
model, but without exactly reproducing the restrictions present in the UML
model. This affects property scoping and object property restrictions. The
latter choice requires more interpretation during conversion.

The second issue is that the mapping rules convert the UML diagram
to an OWL ontology without linking the terms in this vocabulary to terms
in existing OWL vocabularies. This may be acceptable in the closed world
context of ISO standards, but in OWL interoperability is achieved via the
re-use of vocabularies. Janowicz et al. (2014) give vocabularies that reuse
existing vocabularies 3 out of 5 stars in their proposed five star model for
linked data vocabulary use (Janowicz et al., 2014).

The third issue is that some modelling conventions in UML (like the
avoidance of multiple inheritance) can result in awkward UML constructions.
When such a UML model gets mapped to OWL the awkwardness of the UML
modelling is preserved, even in cases where these modelling conventions do
not make any sense in the OWL domain and could be expressed in a better
way in OWL, representing the real world more closely than is possible in
UML. This, however, is probably not solvable in an automated way.
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5.4.5.2 Experimentation

In this experiment we address the second issue, while also gaining more
insight in the first and third issues. We propose to improve the mapping from
UML to OWL by providing the missing information that is needed to create
a better mapping. This is done by using tagged values in the UML model
as mapping annotations which link terms from the IMRO model to terms
from existing, well-known vocabularies. The transformation thus becomes a
semi-automated process.

We experimented with these extended mapping rules by implementing
them in an existing automated mapping tool: ShapeChange. ShapeChange
implements an experimental, earlier set of UML to OWL mapping rules,
described in Hobona and Brackin (2011). Feature types are mapped to
owl:Class, their properties to owl:DatatypeProperty (for properties with lit-
eral values) or owl:ObjectProperty (for relations). Property names in the
ontology are composed of the name of the UML class they belong to and
their own name. Furthermore, rdfs:domain and rdfs:range are used to asso-
ciate properties to their class. Codelists and enumerations are mapped to
SKOS representations of the codelist.

In the first step of our experimentation we left the original mapping to
OWL intact. The automated UML to OWL transformation was successfully
applied to the IMRO model resulting in a IMRO OWL vocabulary. By
slightly adapting the Generic-GML2RDF script it is possible to generate
IMRO RDF from the GML data that refers to the IMRO vocabulary.

However, the IMRO vocabulary which was automatically generated by
ShapeChange in this first step, is not harmonized with existing RDF vo-
cabularies. For example, it would be meaningful to map imro:naam (name)
to rdfs:label. However, the knowledge that imro:naam in fact has the same
semantics as rdfs:label is not available in the UML model and cannot be
automatically mapped. In order to improve the UML model for better map-
ping to RDF we extend the UML model by annotating the UML attributes
that have a matching, standardized meaning in some well-known vocabulary
in RDF, with a link to their RDF counterpart. Classes can be annotated
in the same way. The annotation is recorded in UML via a tagged value.
For example, the imro:naam attribute in the UML model is given the fol-
lowing annotation: ‘owl:equivalentProperty=rdfs:label’. The enrichment of
the UML model with the mapping of IMRO classes and properties to exist-
ing OWL classes and properties with equivalentProperty and equivalentClass
statements solves the second issue of the provided ISO mapping.

We extended ShapeChange with a few lines of code to transform this
annotation to a triple stating that imro:naam is an equivalent property to
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Figure 5.4: IMRO Bouwaanduiding with annotation in UML
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Figure 5.5: IMRO Bouwaanduiding vocabulary entry as generated by
ShapeChange

rdfs:label.

This is a very simple example, but the implication is that a national
standard such as IMRO, which in the Dutch context has very well-defined
and agreed upon semantics, can now be mapped to international standards
and thus be understood in an international context. If, for example, the
INSPIRE data specifications were derived as OWL ontology from their UML
source, national standards could easily be related to INSPIRE, thus becoming
part of a big, international web of meaning.

5.4.5.3 Analysis of Results

The resulting IMRO OWL model is improved with links to terms from ex-
isting, well-known vocabularies. In this respect, the experiment is a success.
It requires manual annotation of the UML model, based on which the UML
to OWL transformation can be automated. Thus, the experiment provides
a semi-automated method for UML to OWL transformation. However, the
other issues with UML to OWL mapping may prevent the semi-automatic
creation of a useful OWL model from UML.

ShapeChange produces a closed-world oriented representation of the UML
in OWL: by this we mean it reproduces as closely as possible the frame-
based, closed UML model. We prefer the open-world oriented representation
described by Cox (2013), but nevertheless used ShapeChange in this experi-
ment because it provides an automated approach which we could extend to
support mapping annotations in the UML model. To be able to create an
open-world oriented ontology as representation of a UML model, an open-
world mapping should be defined. We suggest that ShapeChange can be
modified to leave out the rdfs:domain and rdfs:range statements; these are
logical axioms that ‘close’ the knowledge model. In addition, to make proper-
ties independent of classes, the class name should not be part of the property
name (contrary to the rule in ISO 19150-2 par. 6.2.6).

In IMRO, properties that have the same name but belong to different
UML classes can be treated as the same, as in each case the semantics of
the property are the same. This was ascertained on a case-by-case basis.
With an adapted mapping rule, which does not add domain and range to
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properties and does not use the class name in the property name, multiple
properties with the same name would be generated in the UML to OWL
transformation. The duplicates must either be removed by hand or with
some automated method.

In other models, properties with the same name that belong to different
UML classes may have class-dependent semantics, in which case they cannot
be considered the same. For these cases, the proper mapping to a class-
specific property in OWL, i.e. with the domain specified and a class-specific
property name, can be configured in a UML annotation, which indicates that
the property is class-specific.

Finally, whether a closed-world or open-world mapping is most appli-
cable for a specific UML model can be decided when performing the map-
ping. The choice of open-world or closed-world mapping could be recorded
on the package level or the class level by, for example, adding a tagged value
‘rdfMappingRule= open’.

It is unlikely that the third issue, UML anomalies getting mapped to RDF
instead of being fixed, can be fixed by extending the UML model. IMRO
is not a complex model and UML anomalies were not encountered during
the experiment. To examine this in other cases, the generated OWL model
would have to be analysed, providing conclusions and recommendations for
each case.

An example of a UML anomaly is the avoidance of multiple inheritance.
In UML models multiple inheritance is allowed, but often viewed as unwanted
and therefore avoided. A result of this is often that classes have a number
of properties that are exactly the same (often hard-copied from one class to
the next). When this UML model gets mapped to OWL the awkwardness of
the UML modelling is preserved (i.e. duplicate properties are created while
there could have been just one). The adapted mapping rule, which maps
properties with the same name in UML to just one property in OWL, would
solve this.

Another example are the UML modelling constructs aggregation and com-
position citepkiko2008detailed, for modelling mereological relationships. A
similar construct is not available in OWL. In addition, a construction like the
UML association class is not directly available in OWL. Kiko and Atkinson
(2008) suggest that a common solution for representing n-ary and association
class relations in OWL is reification, i.e., the creation of an individual, which
stands for an instance of the relation and relates the things that are involved
in that instance of the relation. Aggregation, composition, and association
classes were not encountered in the IMRO model.

More experimentation with automatically creating an open world ori-
ented OWL model from UML, as well as with more complex UML models
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containing modelling artefacts such as composition and association classes,
is needed. Our experiment results in a working semi-automated method for
mapping terms from UML models to existing OWL vocabularies, but does
not address the other issues with UML to OWL transformation. This should
be addressed in future work.

5.4.6 Source code availability

The IMRO2012 UML model, sample GML file containing IMRO spatial
plans, result XML/RDF, genericGML2RDF XSLT, and adapted ShapeChange
version and configuration file are downloadable from: http://www.pilod.

nl/-wiki/BrinkEtAl-GML2RDF-files. The downloadable archive contains
the source UML and GML files used in this experiment, the generic-GML2-
RDF XSLT stylesheet, and the adapted ShapeChange source and configura-
tion file.

5.5 Conclusions and future work

Linked data is complementary to GML published data. GML is advanta-
geous for a controlled publication of data according to predefined semantic
data specifications, while linked data facilitates an open publication environ-
ment in which additional information and data from other sources can easily
be added. In this paper we demonstrated that it is possible to transform any
GML to RDF using generic transformation rules, and without knowing the
data model. OWL ontologies can be automatically derived from the original
data specifications in UML. Once the data specification is available as an
OWL ontology, it can be augmented with semantic relations to classes and
properties from other ontologies, thus contributing to cross domain semantic
harmonization. We introduced and implemented a method to annotate the
data model in UML for this purpose. Deriving an OWL ontology from a
UML model thus becomes a semi-automated process: manual annotation of
the UML model with semantic annotations, followed by automatic transfor-
mation to OWL.

The implication of these results is that existing geo data can now be
published on a large scale as semantically rich linked data. Linked data
publication can be integrated in a SOA/GML based architecture, thus taking
advantage of a large amount of geospatial data already being made available
in national geoportals or, for example, in the context of INSPIRE. The IMRO
information model and other Dutch information models could be derived as
OWL ontologies, enriched with semantic relations to other ontologies from

http://www.pilod.nl/-wiki/BrinkEtAl-GML2RDF-files
http://www.pilod.nl/-wiki/BrinkEtAl-GML2RDF-files
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the Semantic Web, using the annotation method we described. It would also
be beneficial to annotate the INSPIRE UML data models with mappings to
existing, relevant ontologies and then to derive an INSPIRE ontology as well.
The ontologies can then be interlinked and better harmonized, and INSPIRE
data can be made available as linked data. In the Netherlands, the next step
is to extend our existing SDI with the option to create linked data. The web
of linked data can then take advantage of the existing wealth of standardized,
open geospatial data.

Future work includes the implementation of ISO 19150-2 in an automated
mapping tool such as ShapeChange and the addition of an option for creating
open world-oriented ontologies. The problem of modelling conventions and
restrictions in UML which lead to awkward modelling constructs, and could
be better modelled differently in OWL, must still be addressed. Whether
this is possible in an automated way as well remains an open question and
seems, in some cases, unlikely.
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This paper has been accepted for publication in a peer-reviewed scientific
journal in 2018 and is published unchanged in this chapter. It explores
the question: “How can we apply general Web based principles to improve
the discoverability and accessibility of spatial data?”. It summarises the
efforts that have been undertaken in the joint W3C/OGC Working Group
on Spatial Data on the Web, in particular the effort to describe a set of
best practices, distilled from practical experiences, for publishing, discovery
and retrieving spatial data on the Web. This paper presents those best
practices and their rationale, the principles that guided their selection, as
well as pointing out gaps in current practice, such as a single standardised
vocabulary for geospatial data, and a standardised way to publish dynamic,
large geospatial datasets on the web.
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Contributions: the Spatial Data on the Web Best Practice was published as
a W3C Note and an OGC Best Practice. Implementations of the guide-
lines are in progress in dissemination portals for geospatial data such as at
the Dutch Geoportal and the data portal of the Dutch Cadastre, as well as
in existing standards such as OGC Web Feature Service 3.0 (Portele and
Vretanos, 2018).

text of published paper starts after this line

Abstract: Data owners are creating an ever richer set of information re-
sources online, and these are being used for more and more applications. Spa-
tial data on the Web is becoming ubiquitous and voluminous with the rapid
growth of location-based services, spatial technologies, dynamic location-
based data and services published by different organizations.

However, the heterogeneity and the peculiarities of spatial data, such
as the use of different coordinate reference systems, make it difficult for
data users, Web applications, and services to discover, interpret and use the
information in the large and distributed system that is the Web. To make
spatial data more effectively available, this paper summarizes the work of the
joint W3C/OGC Working Group on Spatial Data on the Web that identifies
14 best practices for publishing spatial data on the Web.

The paper extends that work by presenting the identified challenges and
rationale for selection of the recommended best practices, framed by the set
of principles that guided the selection. It describes best practices that are
employed to enable publishing, discovery and retrieving (querying) spatial
data on the Web, and identifies some areas where a best practice has not yet
emerged.

Keywords: Geographic information systems, Spatial data, Web technolo-
gies, World Wide Web, W3C, Open Geospatial Consortium, OGC

6.1 Introduction

Spatial data is important. Firstly, because it has become ubiquitous with
the explosive growth in positioning technologies attached to mobile vehi-
cles, portable devices, and autonomous systems. Secondly, because it is
fundamentally useful for countless convenient consumer services like trans-
port planning, or for solving the biggest global challenges like climate change
adaptation (Taylor and Parsons, 2015). Historically, sourcing, managing
and using high-quality spatial data has largely been the preserve of military,
government and scientific enterprises. These groups have long recognized
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the importance and value that can be obtained by sharing their own spe-
cialized data with others to achieve cross-theme interoperability, increased
usability and better spatial awareness, but they have struggled to achieve
the cross-community uptake they would like. Spatial Data Infrastructures
(SDIs) (Masser, 1999), which commonly employ the mature representation
and access standards of the Open Geospatial Consortium (OGC), are now
well developed, but have become a part of the “deep Web” that is hidden for
most Web search engines and human information-seekers. Even geospatial
experts still do not know where to start looking for what they need or how
to use it when they find it. The integration of spatial data from different
sources offers possibilities to infer and gain new information; however, spa-
tial data on the Web is published in various structures, formats and with
different granularities. This makes publishing, discovering, retrieving, and
interpreting the spatial data on the Web a challenging task.

By contrast, the linked data Web, as a platform of principles, tools, and
standards championed by the World Wide Web Consortium (W3C) enables
data discoverability and usability that is readily visible in, for example, search
engine results for consumer shopping. The principles are based on proven
aspects of the Web such as resolvable identifiers, common representation
formats, and rich interlinking of independently-published information, but
adds explicit vocabulary management and tooling that targets the huge Web
developer community. Can these principles be successfully applied to the
world of complex spatial data to achieve the desired usability and utility?

There are, already, many good examples of projects and Web services
that deliver to these goals, such as spatial data publication platforms in the
Netherlands,1 Nanaimo City in Canada,2 or the UK Environmental Agency,3

but also popular spatial data collections such as Geonames.4 However, spa-
tial data custodians struggle to find the best way to publish their data in
order to optimize the future impact as more data appears, more tools are
developed, and the consumer community grows. Similarly, Web develop-
ers as data consumers and tool developers as foundation-stonemasons are
demanding an expert consensus to guide their product development.

The W3C and OGC standardization bodies jointly convened a large work-
shop in London in 2014 where these issues were extensively discussed over
two days5. As a result of the interest, enthusiasm and challenges identified

1https://data.pdok.nl/datasets
2http://maps.nanaimo.ca/data/
3http://environment.data.gov.uk/bwq/profiles/
4http://www.geonames.org
5Linking Geospatial Data (LGD’14). 5-6 March 2014, London. See: https://www.w3.

org/2014/03/lgd/

https://data.pdok.nl/datasets
http://maps.nanaimo.ca/data/
http://environment.data.gov.uk/bwq/profiles/
http://www.geonames.org
https://www.w3.org/2014/03/lgd/
https://www.w3.org/2014/03/lgd/
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Table 6.1: Standardized aspects of SDIs

Aspect Description Reference standards
Discoverability Annotate resources with metadata ISO 19115 (ISO/TC 211,

2003; ISO, 2014), ISO
19119 (ISO/TC 211,
2005a; 211, 2005b)

Accessibility Web services for discovering, view-
ing, downloading, sharing geospatial
raster data (coverages) etc.

OGC CSW (Nebert et al.,
2016), OGC WMS (de la
Beaujardiere, 2006), OGC
WFS (Vretanos, 2010),
OGC WCS (Baumann,
2012)

Portrayal Defining rules for displaying spatial
data

ISO 19117 (211, 2012),
OGC SLD (Lupp, 2007),
OGC SE (Müller, 2006),
OGC KML (Burggraf,
2015)

Information mod-
eling

Describing the contents of informa-
tion resources, including geometry

ISO 19103 (ISO, 2015a),
ISO 19107 (ISO, 2003),
ISO 19109 (ISO, 2015b),
ISO 19110 (ISO, 2005)

Data exchange Defining formats for exchanging the
data

OGC GML (Consortium
et al., 2007)

Spatial reference
systems

Specifying the location on Earth of
geographical information

ISO 19111 (211, 2005a,
2007)

there, they proceeded to establish a joint working group to develop, amongst
other things, a compendium of best practices for spatial data on the Web,
published in September 2017 (Tandy et al., 2017). The working group com-
pleted its work in 2017, but was succeeded by an interest group6 in which
the work is continued.

This paper is a companion publication to the Spatial Data on the Web
Best Practices Note that was endorsed by the working group, including the
authors of this paper. It summarizes the work and describes the best prac-
tices themselves, but additionally presents the principles that guided the
selection of these best practices, and the rationale underlying particular se-
lections. It also identifies some areas where a best practice seems to be
needed but has not yet emerged.



6.1. INTRODUCTION 161

6.1.1 Background: spatial data, the Web, and seman-
tics

Any data (or metadata) that has a location component can be viewed as
spatial data: its spatial nature means certain operations such as proximity
and containment functions have a meaning within the spatial domain. A
location component is a reference to a place on Earth or within some other
space (e.g., another planet, or a shopping mall) and can be many things: a
physical object with a fixed location, such as a building or canal; an admin-
istrative unit, like a municipality or postal code area, or the trajectory of a
moving object like a car. The power of spatial data is in the opportunity to
combine and integrate information based on location.

While spatial data refers to any data that has a location component either
on Earth or within some other space such as another planet (as defined
earlier), geospatial data refers to any data that has a location in terms of
geographic coordinates (e.g., GIS coordinates) within Earth. The focus of
the Spatial Data on the Web Best Practices, and consequently of this paper,
is on geospatial data. Although non-geospatial use cases were brought to
the working group and were included in the Spatial Data on the Web Use
Cases and Requirements (UCR) (Knibbe and Llaves, 2016), there were no
active participants in the working group who had expertise with spatial data
other than geospatial. The focus was therefore narrowed to geospatial data;
requirements of non-geospatial data might be included in future work. This
paper likewise deals almost exclusively with geospatial data. That said, many
of the best practices are applicable to wider spatial data concerns. In the
remainder of this paper, we simply refer to spatial data for brevity.

Spatial data can also have a temporal dimension. Temporal data varies
over time. On the other hand, spatio-temporal data captures spatial data
(i.e. current location) associated with the time the data is taken at that
particular location (Fathy et al., 2017).

However, in order to use spatial-temporal data, it has to be available and
accessible. Common practice is to publish this data using an SDI. SDIs are
based on a service-oriented architecture (SOA), in which existing resources
are documented using dataset-level metadata, published in catalogs which
are the most important discovery and access mechanism (Nogueras-Iso et al.,
2005). More detailed metadata describing structure and content of datasets,
as well as service requests and payloads, are far less commonly shared, and
whilst standards suitable for some aspects of this requirement are emerging,
defining a common or best practice remains a challenge.

6https://www.w3.org/2017/sdwig/charter.html

https://www.w3.org/2017/sdwig/charter.html


162 CHAPTER 6. BEST PRACTICES

The Open Geospatial Consortium (OGC), founded in 1994, publishes
technical standards necessary for SDIs to work in an interoperable way. These
standards are based on the more abstract standards for geospatial informa-
tion from the ISO Technical Committee 211 on Geographic information /
Geomatics (ISO/TC 211). Different aspects of the SDI are standardized (see
Table 6.1).

The OGC developed the first standards for spatial data Web services as of
1998 and has responded to early architectural trends in the Web (e.g., SOA).
While SDIs and related standards were developing, so did the World Wide
Web. Web standards like HTML, XML and RDF (Cyganiak et al., 2014)
were created in the nineties as well. While the Web started off as mostly
documents with hyperlinks, over the years it evolved to much more sophisti-
cated Web applications, including mass applications in which geospatial data
was used, like Bing Maps, Google Maps, Google Earth and OpenStreetMap.
More recently, XML has been replaced in many Web applications by more
lightweight formats (e.g. JSON, and RDF).

As a generic model or framework, RDF can be used to publish geographic
information. Its strengths include its structural flexibility, particularly suited
for rich and varied forms for metadata required for different purposes. How-
ever, it has no specific features for encoding geometry, which is central to geo-
graphic information. Several vocabularies and extensions have been proposed
for this purpose, including a core RDF/OWL vocabulary for geographic in-
formation which is part of OGC’s GeoSPARQL (Perry and Herring, 2010b).
Figure 6.1 provides an illustration of the main areas of overlap between the
different communities of practice of the Spatial, Semantic and the “main-
stream” Web—the last being characterized by large amounts of unstructured
as well as structured data in various forms, and ad-hoc approaches to data
publishing, driven by Web-centric skills and technologies, without explicit
support for semantic or spatial aspects. Since the data is often published
over HTTP in various formats and with different structure, XML formats
are often used to integrate different data structures from different resources
into the Web.

Spatial data can be published on the Web in the JSON format through
a RESTful API or through a Spatial Data Infrastructure (SDI) based on
a Service Oriented Architecture (SOA). RDF data is also widely used to
describe and link resources on the Web. In the spatial data domain, for
example, OGC’s GeoSPARQL is an RDF-based representation that is used
to query spatial data.
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Figure 6.1: Commonalities between different communities of practice pub-
lishing data on the Web.

6.1.2 Contributions

With the prevalence of sensor and actuator devices and the increase in
location-based services, the use of spatial technologies is rapidly growing.
The existing geospatial data, online maps combined with new forms of dy-
namic location-based data and services, create an opportunity for various
new applications and services. However, to make spatial data more effectively
available across different domains, a set of common practices are required.

The Spatial Data on the Web (SDW) Working Group7 has been com-
mitted to determining how spatial data can best be published, discovered,
queried and integrated with other data on the Web. This paper is the result
of considerable effort on identifying these best practices for publishing and
integrating spatial data on the Web. These Spatial Data on the Web Best
Practices were published as a W3C Note (Tandy et al., 2017) and as an OGC
Best Practice.

This companion paper was written by members of the Spatial Data on
the Web Working Group. It summarizes the key requirements for publishing,

7http://www.w3.org/2015/spatial/

http://www.w3.org/2015/spatial/
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retrieving and accessing spatial data on the Web to make it more interoper-
able, accessible, interpretable and understandable by humans and machines,
accompanied by know-how and best practices addressing those requirements.
The main contribution of the paper is its additional background information
about the rationale underlying the selection of the best practices. In addition,
the paper describes areas where best practices are still missing.

6.1.3 Paper organization

The rest of the paper is organized as follows: Section 6.2 explains a set of
principles for setting out the scope of the problems that the best practices will
address. Section 6.3 states the key requirements for publishing and sharing
spatial data on the Web, presents the related best practices as identified by
the working group, and discusses how the best practices address the described
requirements. Section 6.4 discusses several gaps that still exist in current
practice. Finally, Section 6.5 draws conclusions and discusses the future
direction.

In the remainder of this paper, we refer to the Spatial Data on the Web
Best Practices as “SDWBP”.

6.2 Principles for describing best practices

As explained in the introduction, the aim of the work is to improve the discov-
erability, interoperability and accessibility of spatial data. The key principle
follows from this: that through the adoption of the best practices identi-
fied in the SDWBP, the discoverability and linkability of spatial information
published on the Web is improved.

A second principle concerns the intended audience of the spatial data
in question. The aim is to deliver benefits to the broadest community of
Web users possible—not to geospatial data experts only. The term ‘user’
signifies a data user: someone who uses data to build Web applications that
provide information to end users—website visitors and app users—in some
way. These data users are therefore among the intended audience of not
only the spatial data, but also the Best Practice. The SDWBP provides
value and guidance for application, website and tool builders to address the
needs of the mass consumer market. Furthermore, the best practices should
provide guidance for spatial data custodians. The best practices can offer a
comprehensive set of guidelines for publishing spatial data on the Web.

A third principle is to have a broad focus. The first working draft of
the best practices solicited several comments about a perceived “RDF bias”.
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While to develop spatial data following the 5-star Linked Data principles8

was one of the goals at the start, the solutions described in the best practices
for discoverability and linkability should also be applicable to other spatial
data on the Web. The best practices promote a linked data approach, but
without asserting a strong association between linked data and RDF. Linked
data requires only that the formats used to publish data support Web linking
(Jacob and Walsh, 2004). Furthermore, any ontologies developed within the
working group should not be tightly coupled with upper ontologies (“com-
patible with” rather than “dependent upon”); this avoids data publishers
having to commit to a given world view, as specified within a particular up-
per ontology, in order for them to use the best practices and any ontologies
related to them.

A fourth principle follows from the term ‘best practice’ very directly:
that its contents are taken from practice. The aim is not to reinvent or
provide ‘best theories;’ in other words, the intention of the best practice is
not to create new solutions where good solutions already exist or to invent
solutions where they do not yet exist. The contents of the best practice
should be made up of the best existing practices around publishing spatial
data on the Web that can be found. Consequently, the aim is for each of the
best practices in the document to be linked to at least one publicly available
example(s) of a non-toy dataset that demonstrates the best practice.

Lastly, the best practices should comply with the principles of the W3C
Best Practices for Publishing Linked Data (Hyland et al., 2014) and the
W3C Data on the Web Best Practices (Farias Lóscio et al., 2017). Where
they do not, this will be identified and explained. The Data on the Web Best
Practices (referred to as DWBP henceforth) form a natural counterpart to
the work on spatial data on the Web. The best practices are aligned with
DWBP in the following ways: a) by using the same best practice template,
and b) by referring to the DWBP instead of repeating it. While the focus of
the best practices is on spatial data, they may include recommendations on
matters that are not exclusively related to spatial data on the Web, but are
considered by the Working Group to be essential considerations in some use
cases for publishing and consuming spatial data on the Web, and not covered
in enough detail in DWBP or other documents.
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Table 6.2: The Spatial Data on the Web Best Practices (Tandy et al., 2017)—
and where they are discussed in the paper

Best Prac-
tice 1

Use globally unique persis-
tent HTTP URIs for spa-
tial things

§6.3.3 Best Prac-
tice 2

Make your spatial data in-
dexable by search engines

§6.3.9

Best Prac-
tice 3

Link resources together to
create the Web of data

§6.3.3 Best Prac-
tice 4

Use spatial data encodings
that match your target au-
dience

§6.3.1,
§6.3.6

Best Prac-
tice 5

Provide geometries on the
Web in a usable way

§6.3.1,
§6.3.10

Best Prac-
tice 6

Provide geometries at the
right level of accuracy, pre-
cision, and size

§6.3.1,
§6.3.5,
§6.3.8

Best Prac-
tice 7

Choose coordinate refer-
ence systems to suit your
user’s applications

§6.3.2,
§6.3.5,
§6.3.7

Best Prac-
tice 8

State how coordinate val-
ues are encoded

§6.3.2

Best Prac-
tice 9

Describe relative position-
ing

§6.3.10 Best Prac-
tice 10

Use appropriate relation
types to link spatial things

§6.3.1

Best Prac-
tice 11

Provide information on
the changing nature of
spatial things

§6.3.3,
§6.3.6,
§6.3.7

Best Prac-
tice 12

Expose spatial data
through ‘convenience
APIs’

§6.3.3

Best Prac-
tice 13

Include spatial metadata
in dataset metadata

§6.3.4 Best Prac-
tice 14

Describe the positional ac-
curacy of spatial data

§6.3.5

6.3 The key requirements and best practices

for publishing spatial data on the Web

The following sections discuss the main topics covered by SDWBP, and ex-
plains how they are addressed in the defined best practices. The topics are
presented in a summarized fashion and are grouped thematically. Examples
of datasets in which these best practices are implemented are not provided,
since these are already present in the SDWBP. For the convenience of the
reader, Table 6.2 outlines the best practices as they are stated in SDWBP,
and indicates in which of the following sections they are discussed.

6.3.1 Geometries and spatial relationships

Tobler’s first law of geography states, “everything is related to everything
else, but near things are more related than distant things” (Tobler, 1970).
Like statistics, in addition to portraying information, spatial data provides a
basis for reasoning, in this case based on location. Integration of data based
on a location (i.e. relating things based on being located at or describing the
same location) is often very useful. For this to be possible, either explicit
geometries or topological relationships are necessary. Ideally, to enable their
widest reuse, geometries should be described having in mind the geospa-
tial, Linked Data and Web communities. This may not always be feasible,

8http://5stardata.info

http://5stardata.info


6.3. KEY REQUIREMENTS AND BEST PRACTICES 167

but the objective should at least be to describe geometries (also) for Web
consumption.

One of the key best practices (namely, Best Practice 5) is therefore about
providing geometries on the Web in a usable way. A single best way of pub-
lishing geometries was not identified; what is ‘best’ is in this case primarily
related to the specific use case and tool support, which determine the geom-
etry format to be used, the coordinate reference system (CRS) (more details
are included in Section 6.3.2), as well as the level of accuracy, precision, size
and dimensionality of geometry data. Note that these aspects are interre-
lated: for instance, the dimensionality of a geometry constrains the CRSs
that can be used, as well as the geometry encodings.

Best Practice 5 identifies three scenarios in which geometries can be used:
specific geospatial applications, linked data applications, and Web consump-
tion. The practice also offers guidelines for choosing the right vocabularies
from several available ones for describing geometry in each scenario. Cur-
rently, there are two geometry formats widely used in the geospatial and
Web communities, respectively, GML (Consortium et al., 2007) and GeoJ-
SON (Butler et al., 2016). GML provides the ability to express any type of
geometry, in any CRS, and up to 3 dimensions (from points to solids) but
is typically serialized in XML. GeoJSON supports only one coordinate refer-
ence system (CRS84—i.e., WGS 84 longitude / latitude), and geometries up
to 2 dimensions (points, lines, surfaces) but it is serialized in JSON, which
is often easier for browser-based Web applications to process. In the Linked
Data community, several specific vocabularies for RDF-based representations
of geometries are available, such as GeoSPARQL (Perry and Herring, 2010b),
W3C Basic Geo (Brickley, 2003), GeoRSS (Lieberman et al., 2007), or the
ISA Core Location vocabulary (Perego and Lutz, 2015). Appendix A of
SDWBP offers a comparison of the most common spatial ontologies.

Instead of catering for a single scenario, spatial data publishers should
offer multiple geometric representations when possible, balancing the ben-
efit of ease of use against the cost of the additional storage or additional
processing if converting on-the-fly. This can be implemented using HTTP
content-negotiation; however, this only works for media-type, character set,
encoding and language. Consequently, it is not possible to select one rep-
resentation that conforms to a given “profile” (e.g., data model, complexity
level, CRS) from several that all share the same media-type.

Note that publishing geometries on the Web need not always be called for.
Although spatial relationships can often be derived mathematically based on
geometry, this can be computationally expensive. Topological relationships
such as these can be asserted, thereby removing the need to do geometry-
based calculations. Exposing such entity-level links to Web applications,
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Figure 6.2: Elipsoid and spherical coordinates. (“Creative Commons Attri-
bution 3.0 Australia” license from ICSM.gov.au—Intergovernmental Com-
mittee on Surveying and Mapping).

user-agents and Web crawlers allows the relationships between resources to
be found without the data user needing to download the entire dataset for
local analysis.

6.3.2 Coordinate reference systems and projections

The key to reasoning and sharing spatial information is the establishment of a
common coordinate reference frame in which to position the data. For Earth-
based data, this may be done in spherical coordinate values such as latitude,
longitude and (optionally) elevation, or in a projected Cartesian coordinate
space. The latter involves the flattening of a sphere in exchange for making it
vastly easier to accurately measure area and distance. Regardless of the Co-
ordinate Reference System (CRS) chosen, a distortion of the data will occur
either in relative angles (positions), sizes (areas), or distances. Best Prac-
tice 7 identifies the World Geodetic System 1984 (WGS 84—EPSG:4326),
which provides a good approximation at all locations on the Earth, as the
most commonly used CRS for spatial data on the Web, but also explains
when EPSG:4326 is not recommended, especially in use cases that require a
higher level of accuracy than WGS 84 can offer.

In the Spatial Data on the Web Working Group, there was a lot of dis-



6.3. KEY REQUIREMENTS AND BEST PRACTICES 169

cussion on this topic. There are a lot of concerns with WGS 84 in the
geospatial community. However, WGS 84 is dominant on the Web; it is used
by most online mapping providers (e.g. Google, Bing, OpenStreetMap) and
popular formats such as GeoJSON. Some explanation is required in order to
understand the concerns of the geospatial community. All spatial coordinate
frameworks begin with a mathematical model of the object being mapped.
For the Earth, (which is not a true spheroid) an ellipsoid model, most fitting
to the area being mapped, is commonly used (Figure 6.2). A Geodetic Datum
is then placed on top of the reference ellipsoid to allow numerical expression
of position. This may include a Vertical Datum, usually an approximation of
sea level, to reference height and depth. WGS 84 (EPSG:6326) is an example
of a Geodetic Datum based on the WGS 84 (EPSG:7030) Ellipsoid. It uses
latitude and longitude coordinates (anchored to the equator and poles) to
indicate position.

Geodetic CRSs are useful for collecting information within a common
frame. The measurements they use are good for plotting directions but
difficult to use when calculating area or distance. Latitude and longitude
are angular measurements that do not convert easily to distance because
their size in true units of measure (e.g., meters) varies according to location
on the sphere. They become smaller as you near the poles.

In order to measure size and distance, and to display spatial information
on a screen or paper, Projected Coordinate Reference Systems are used. A
Projected CRS flattens a sphere to enable it to be portrayed and measured
in 2 (or 3) dimensions. Figure 6.3 shows an example of the effects of this
based on WGS 84 / Pseudo-Mercator (EPSG:3857), which is used commonly
on the Web. As demonstrated by this figure, flattening a sphere introduces
distortions. Imagine flattening the skin of an orange. You can preserve fairly
accurately measurements for a portion of the skin but the rest will necessarily
be distorted, either through stretching, compression or tears (see Figure 6.4).
Projected CRSs are optimized to preserve distance, area or angular relations
between spatial things for a chosen region. Distortion grows the further you
move from that region. This is one reason why there are so many CRSs.

To summarize, WGS 84 is by far the most common CRS for spatial data
on the Web. However, other CRSs exist for good reasons. Best Practice 7
therefore recommends that spatial data be published in CRSs to suit the
potential user’s applications. Spatial data on the Web should be published
at least in WGS 84, and additionally in other CRSs if there are use cases
demanding this.

The ability to unambiguously identify the CRS used is fundamental for
the correct interpretation of spatial data. For instance, part of the informa-
tion defined in a CRS concerns the order in which the geographic coordinates
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Figure 6.3: Projected CRS. (Public domain image from Scientific American
circa 1923).

(i.e., latitude, longitude, etc.) are encoded, the units of measurement used for
these coordinates, as well as the datum used. Mistaking the coordinate order
(i.e., the axis order) is a very common error that results in plotting the data
in a completely different location. Best Practice 8 specifically addresses this
issue, by requiring that this information is made explicit, either by specifying
the CRS used—use of EPSG codes, where they exist, is recommended9.—,
or by using data formats / vocabularies where this information is implicit
(e.g., GeoJSON (Butler et al., 2016) and the W3C Basic Geo vocabulary
(Brickley, 2003) support only one CRS—respectively, CRS84 and WGS 84).

6.3.3 Spatial identifiers

Spatial things should be uniquely identified with persistent Uniform Resource
Identifiers (URIs) in order for those using spatial data on the Web (Best Prac-
tice 1) to be able to definitively combine and reference these resources (Best
Practice 3): they become part of the Web’s information space; contribut-

9EPSG is a register of CRSs maintained by the IOPG, an oil industry organization.
The ESPG register is available online at: http://www.epsg-registry.org/

http://www.epsg-registry.org/
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Figure 6.4: The Web site http://thetruesize.com/ is a good tool for com-
paring sizes of countries at different latitude and shows the distortion which
results from flattening a sphere.

ing to the Web of Data. URIs are a single global identification system used
on the World Wide Web, similar to telephone numbers in a public switched
telephone network. HTTP(S) URIs are a key technology to support Linked
Data by offering a generic mechanism to identify entities (‘Things’) in the
world and to allow referring to such entities by others. Anyone can assign
identifiers to entities (‘Things’) in a namespace they own, i.e. a domain name
within the Internet—e.g., hospitals, schools, roads, equipment, etc. ‘Spatial
things’, such as the catchment area of a river, the boundaries of a building,
a city or a continent, are examples of such ‘Things’ on the Web that need to
be identified so that it is possible to refer to or make statements about this
particular spatial thing.

Spatial things described or mentioned in a dataset on the Web should
be identified using a globally unique URI so that a given spatial thing can
be unambiguously identified in statements that refer to it. Good identifiers
for data on the Web should be dereferenceable / resolvable, which makes it
a good idea to use HTTP—or HTTPS—URIs as identifiers. Data publish-
ers need to assign their subject spatial things HTTP URIs from an Internet
domain name where they have authority over how the Web server responds.

http://thetruesize.com/
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Typically, this means minting new HTTP URIs. Important aspects of this in-
clude authority, persistence, and the difference between information resources
and the thing they give information about. The use of a particular Internet
domain may reinforce the authority of the information served. HTTP can
only serve information resources such as Web pages or JSON documents.
Best Practice 1 contains no requirement to distinguish between the spatial
thing and the page/document unless an application requires this.

HTTP URIs allow objects to link (through hyperlinking) with the ex-
isting objects on the Web (using their URIs), i.e., link to URIs available in
community-maintained Web resources such as DBpedia10 and GeoNames11

or public government data, such as a national registers of addresses. Mapping
and cadastral authorities maintain datasets that provide geospatial reference
data. Re-using well-known identifiers is a good practice because it makes it
easy to recognize that data from different sources are related. An example of
a spatial thing URI is http://sws.geonames.org/2172517/ which identifies the
spatial thing Canberra, while when resolved in a browser returns information
such as the name of the spatial thing, the centroid location, geographical
boundaries, etc.

When exposing spatial data through standard SDIs (e.g., WFS services
(Vretanos, 2010)), a certain user group is catered for, i.e., users with the ex-
pertise and tooling to use these services based on standards from the geospa-
tial domain. To allow more users to benefit from the data it is important to
expose the link to the Web representation of the features on the Web. Best
Practice 12 identifies two approaches for doing this while keeping the SDI in
place. One is to add an attribute to all spatial things, named rdf seealso,
which contains the URI of the Web representation of the spatial thing visible
on the map. The Web representation is created by mapping the data in the
SDI dynamically to crawlable resources on the Web using the R2RML stan-
dard (Das et al., 2012) and Linked Data Publication tools. This approach
leverages existing SDIs while enriching them with dereferenceable linked data
representations of the spatial things. Exposing the data about a spatial thing
as linked data makes sure that the attributes themselves will be URIs and
thus unambiguous. The overhead of the extra attribute on existing SDIs is
negligible and traditional clients will not be hindered by the extra attribute,
but more advanced usage allows unlocking of a wealth of connections behind
the traditional spatial data.

The other approach is to create a RESTful API as a wrapper, proxy or
a shim layer around WFS services. It is worth mentioning that different

10http://dbpedia.org/
11http://geonames.org/

http://dbpedia.org/
http://geonames.org/
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spatial data services are often making their data accessible through REST
API services. Content from the WFS service can be provided in this way
as linked data, JSON or another Web-friendly format. There are examples
of this approach of creating a convenience API that works dynamically on
top of WFS such as the experimental ldproxy.12 This is an attractive option
for quickly exposing spatial data from existing WFS services on the Web.
The approach is to create an intermediate layer by introducing a proxy on
top of the WFS (data service) and CSW (metadata service) (Nebert et al.,
2016) so the contained resources are made available. The proxy maps the
data and metadata to schema.org (schema.org, 2018) according to a provided
mapping scheme; assigns URIs to all resources based on a pattern; makes each
resource available in HTML, XML, JSON-LD (Sporny et al., 2014), GML
(Consortium et al., 2007), GeoJSON (Butler et al., 2016), and RDF/XML
(metadata only); and generates links to data in other datasets using SPARQL
queries (W3C SPARQL Working Group, 2013).

6.3.4 Discovery of spatial information

Cataloging of spatial information has always been difficult, whether the data
is digital or not. A roadmap for Wellington NZ may be filed under NZ,
Wellington, Transportation, tourism or a large number of other categories.
Spatial data therefore has a greater requirement for metadata. Best Prac-
tice 13 recommends the inclusion of spatial metadata in dataset metadata.
As a minimum, the spatial extent should be specified: the area of the world
that the dataset describes. This information is necessary to enable spatial
queries within catalog services such as those provided by SDIs and often suf-
fices for initial discovery. However, further levels of description are needed
for a user to be able to evaluate the suitability of a dataset for their intended
application. This includes at least spatial coverage (continuity, resolution,
properties), and representation (for example vector or grid coverage) as well
as the coordinate reference system used.

In SDIs, the accepted standard for describing metadata is ISO 19115
(ISO/TC 211, 2003; ISO, 2014) or profiles thereof. To provide information
about the spatial attributes of the dataset on the Web, DCAT (Maali and
Erickson, 2014) is recommended. An application profile of DCAT for geospa-
tial data, GeoDCAT-AP (ISA GeoDCAT-AP Working Group, 2016), can be
applied to more fully express spatial metadata. In addition, several spatial
ontologies, already mentioned in Section 6.3.1, allow the description of spatial
datasets.

12—urlhttps://hub.docker.com/r/iide/ldproxy/
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6.3.5 Scale and quality

The quality of spatial data, as that of any other data, has a big impact on
the quality of applications that use such data. This is intensified in the Web
scenario, where data could be consumed with unforeseen purposes and data
that are useful for a particular use case could come from plenty of sources.

Therefore, having quality information about spatial data on the Web sig-
nificantly facilitates two main tasks to the consumer of such data. One of
them is the selection of data, allowing to focus on data that satisfy the needs
of a concrete use case. For example, spatial data accuracy is important when
using them in the application of self-driving cars; guiding an autonomous ve-
hicle to a precise parking spot near a facility that has a time-bounded service
and then booking the charging spot requires accurate location data. Another
is the reuse of data, i.e., understanding the behavior of data in order to adapt
its processing (e.g., by considering data currentness, refresh rate or availabil-
ity). A fundamental concept of spatial data is the scale of the representation
of the spatial thing. This is important because combining data designed to
be used at differing scales often produces misleading results. A scale is often
represented as a ratio or shortened to the denominator value of a ratio. A
1:1,000 (or 1,000) scale map is referred to as larger than a 1:1,000,000 (or
1,000,000) scale map. Conversely, a million scale map is said to be a smaller
scale than a thousand scale map. Data collected at a small scale is most often
more generalized than data collected at a larger scale. Concepts related to
scale are resolution (the smallest difference between adjacent positions that
can be recorded), accuracy (the amount of uncertainty—how well a coordi-
nate designates a position on the actual Earth’s surface) and precision (the
reproducibility of a measurement to a certain number of decimal places in
coordinate values).

When publishing spatial data on the Web, they should be supplemented
with information about the precision and accuracy of such data. Such qual-
ity information should at least be available for humans. Best Practice 14 is
concerned with positional accuracy and how spatial data should be accom-
panied with information about its accuracy. Best Practice 7 asserts a link
between CRS and data quality, because the accuracy of spatial data depends
for a large part on the CRS used, as was explained in a previous section. In
order to support automatic machine-interpretation of quality information,
such information should be published following the same principles as any
other data published on the Web. The CRS of geometries on the Web should
always be made known. For describing other quality aspects, the W3C Data
Quality Vocabulary (DQV) (Albertoni and Isaac, 2016), which allows spec-
ifying data quality information (such as precision and accuracy), could be
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used.
Even if the recommendations in Best Practice 14 focus on precision and

accuracy, evidently the same advice can be followed for other relevant spatial
quality information.

6.3.6 Thematic layering and spatial semantics

Spatial data is typically collected in layers. Although this sounds very map-
oriented, these layers can be thought of as collections of instances of a class
within a spatial and temporal frame. In other words, layers are usually or-
ganized semantically. Although SDWBP does not address layers directly,
it does address spatial semantics. DWBP recommends the use of vocabu-
laries to communicate the semantics, i.e., the meaning of data, and prefer-
ably standardized vocabularies. There are several vocabularies about spatial
things available, such as the W3C Basic Geo vocabulary (Brickley, 2003),
GeoRSS (Lieberman et al., 2007), GeoSPARQL (Perry and Herring, 2010b),
the ISA Core Location Vocabulary (Perego and Lutz, 2015) or schema.org
(schema.org, 2018); overviews on their uses are provided in the literature
(Battle and Kolas, 2012; Athanasiou et al., 2013; van den Brink et al., 2014).
Best Practice 4 identifies the main vocabularies in which spatial things can
be described when the aim is data integration; however, it does not recom-
mend one of them as the best. Currently there is no common practice in
the sense of the same spatial vocabulary being used by most spatial data
publishers. This depends on many factors; furthermore, describing spatial
data multiple times using different vocabularies maximizes the potential for
interoperability and lets the consumers choose which is the most useful. Ap-
pendix A of SDWBP offers guidance for selecting vocabularies by providing
a table comparing the most commonly used ones.

The most important semantic statement to be made when publishing spa-
tial data—or any data—is to specify the type of a resource. The W3C Basic
Geo vocabulary has a class SpatialThing which has a very broad defini-
tion. This can be applicable (as a generic concept) to most of the common
use-cases. Thematic semantics and general descriptions of spatial things and
their properties should be provided as linked data. They should have URIs
that return human- and machine-readable definitions when resolved.

6.3.7 Temporal dimension

It is important to consider the temporal dimension when publishing spatial
data. The “where” component of the data is seldom independent of the
“when” which may be implicit or explicit to the data. Hence, capturing the
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temporal component makes spatial data more useful to potential users, since
it allows them to verify whether the data suits their needs. For instance,
tectonic movements over time can distort the coordinate values of spatial
things.

This is included in Best Practice 7 on coordinate reference systems as
valuable knowledge when dealing with spatial data for precision applications.
Furthermore, it is recommended in Best Practice 13 to include metadata
statements about the (most recent) publication date, the frequency of update
and the time period for which the dataset is relevant (i.e., temporal extent).

Apart from the need for enhancing spatial data with their temporal con-
text, the temporal dimension also affects the very nature of spatial things,
since both spatial things and their attributes can change over time; this is
covered in Best Practice 11. When dealing with changes to a spatial thing,
its lifecycle should be taken into account; in particular, how much change is
acceptable before a spatial thing can no longer be considered as the same re-
source (and requires defining a new resource with a new identifier). Creating
a new resource will depend on whether domain experts think the fundamen-
tal nature of the spatial thing has changed, taking into account its lifecycle
(e.g., a historic building replaced by another that has been built on top of
it). In this case, the temporal dimension of spatial data can be expressed by
providing a series of immutable snapshots that describe the spatial thing at
various points in its lifecycle, each snapshot having a persistent URI.

In those cases when the spatial thing itself does not change over time but
its attributes do, the description of the spatial thing should be updated to
reflect these changes, and each change published as a snapshot. In contrast,
when a spatial thing has a small number of attributes that are frequently
updated (e.g., the GPS-position of a runner or the water level from a stream
gauge), the time-series of data values within such attributes of the spatial
thing should be represented. This is relevant in relation to recent advances in
embedding smart sensors and actuators in physical objects and machines such
as vehicles, buildings, and home appliances, which has led to the publishing
of large volumes of data that are spatio-temporal (Aggarwal et al., 2013).

6.3.8 Size of spatial datasets

Spatial data tends to be very large. This can pose difficulties when sharing
or consuming spatial data over the Web—particularly in low bandwidth or
high latency situations. Accurate (polygon) geometries tend to contain a high
number of coordinates. Especially when querying collections of spatial things
with geometries over the Web, this results in very large response payloads
wasting bandwidth and causing slow response times, while for some very
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common use cases, like simply displaying some things on a Web map, high
accuracy is not required. The primary basis for simplification is scale. For
example, when searching for a Starbucks on a city scale, an accuracy of 3
meters is acceptable, but when providing street-level directions to a shop for
a self-driving car it is not.

For those use cases that do not require high accuracy, common ways of
dealing with reducing the size of spatial data include degrading precision by
reducing the number of decimals, and simplifying geometries using a simplifi-
cation algorithm such as Ramer-Douglas-Peucker (Ramer, 1972; Douglas and
Peucker, 1973) or Visvalingam and Whyatt (1993). These methods result in
lower accuracy and precision.

Big spatial data is often not vector data, i.e., a representation of spatial
things using points, lines, and polygons (ISO, 2015a), but coverage data,
i.e., gridded data: a data structure that maps points in space and time to
property values (ISO/TC 211, 2005b). For example, an aerial photograph
can be thought of as a coverage that maps positions on the ground to colors.
A river gauge maps points in time to flow values. A weather forecast maps
points in space and time to values of temperature, wind speed, humidity and
so forth. For coverage data, other methods are required to manage size.

DWBP recommends to provide 1) bulk download and 2) subsets of data.
Providing bulk-download or streaming access to data is useful in any case and
is relatively inexpensive to support as it relies on standard capabilities of Web
servers for datasets that may be published as downloadable files stored on a
server. Subsets, i.e., extracts or “tiles”, can be provided by having identifiers
for conveniently sized subsets of large datasets that Web applications can
work with (Brizhinev et al., 2017). Actually, breaking up a large coverage
into pre-defined lumps that you can access via HTTP GET requests is a
very simple API. A second way of supporting extracts, more appropriate for
frequently changing datasets, is by supplying filtering options that return
appropriately sized subsets of the specific dataset.

6.3.9 Crawlability

Search engines use crawlers to update their search index with new informa-
tion that has been found on the Web. Traditional crawlers consist of two
components: URL extractors, i.e., HTML crawlers that extract links from
HTML pages in order to find additional sources to crawl, and indexers, i.e.,
different types of indexes, typically using the occurrence of text on a Web
page, that are maintained by search engines.

A major issue with crawlers identified in the early 2000’s by Bergman
(2012) was the inaccessibility of the so-called “deep Web”: information that
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was hidden to traditional crawlers as it is only accessible through services
(e.g., forms) that require user input. Several solutions have since been intro-
duced to access and index information on the “deep Web” (He et al., 2007;
Madhavan et al., 2008). Spatial Data services (e.g. OGC Web services and/or
other APIs) typically make information available only after user input has
been provided, leading to a similar problem, i.e., a Deep Spatial Web. Fur-
ther, these services are built to be accessed and searched by domain-specific
applications rather than general Web services and/or search engine crawlers.
For example, in the OGC architecture, catalog services are intended to be
used for searching spatial assets by using specific client tools, and are not opti-
mized for indexing and discovery by general purpose search engines. However,
a typical Web user does not know that these catalogs exist and is accustomed
to using general purpose search engines for finding information on the Web.
Therefore, making sure that spatial data is indexable by Web search engines
is an important approach for making spatial data discoverable by users di-
rectly. The addition of structured data to Web services that are otherwise
not accessible to search engines increases the visibility of a service or dataset
in major search engines (Guha et al., 2016). Schema.org (schema.org, 2018),
a single schema across a wide range of topics that includes people, places,
events, products, offers, etc., and widely supported by Bing, Google, Yahoo!
and Yandex, is the predominant way of marking up content and services on
the Web with structured data to improve the presentation of the result in a
search engine (Guha et al., 2016). To verify if schema.org markup on a Web
page is recognized by Web agents, Google’s Structured Data testing tool13

can be used. Experimental work such as Geonovum’s Spatial Data on the
Web Testbed14 describes ways to make spatial data indexable by publishing
an HTML Web page for the spatial dataset and each spatial thing that it con-
tains; by using structured data, schema.org and links, as well as publishing
XML sitemaps containing links to all data resources for spatial data services.
Another example is the Dutch geoportal PDOK.nl which extensively pub-
lishes dataset metadata, for example, the national roads dataset,15 resulting
in better accessibility through common search engines. Several examples of
spatial things published in this way are provided in Best Practice 2.

Currently, spatial information, even when published in accordance with
these guidelines, is not widely exploited by search engines. However, by in-
creasing the volume of spatial information presented to search engines, and
the consistency with which it is provided, it is expected that search en-

13https://search.google.com/structured-data/testing-tool
14https://github.com/geo4web-testbed/general
15https://data.pdok.nl/datasets/nationaal-wegenbestand-wegen

https://search.google.com/structured-data/testing-tool
https://github.com/geo4web-testbed/general
https://data.pdok.nl/datasets/nationaal-wegenbestand-wegen
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gines will begin offering spatial search functions. Evidence is already seen
of this in the form of contextual search, such as prioritization of search re-
sults from nearby entities. In addition, search engines are beginning to offer
more structured, custom searches that return only results that include certain
schema.org types such as Dataset, Place or City.

6.3.10 Other aspects of spatial data

Spatial things may have 0 to 3 dimensions (points, lines, areas, 3D), and it
may be difficult to combine similar things if the dimensions in which they are
represented differ. Although SDWBP does not address this at length, Best
Practice 5 does recommend describing the number of dimensions in metadata
and notes that one of the selection criteria for choosing a geometry format
on the Web is the dimensionality of the data.

In common language, and for spatial things inherently related to mobile
things, it may be convenient to describe positions of spatial things relative
to other spatial things. Just as for other spatial things, we would like such
descriptions to be both human- and machine-interpretable. We advise, in
Best Practice 9, that positions or geometries of the target reference things
should be retrievable via link relations, in accord with general principles for
linkability in Section 6.2. The geocentric use case (i.e., position relative to
the Earth) is generally addressed throughout SDWBP and does not require
an explicit link relation to the Earth. As the active contributors to SDWBP
were primarily interested in the geocentric case, SDWBP does not explore
relative positioning in depth. We find that practices in this area vary widely
in the details of implementation and so we are able to offer only broad ad-
vice and examples. Spatial relationships as described for Best Practice 10
(Section 6.3.1) may be useful, but we find no evidence for suitable common
vocabularies for many needs. For some spatial data, the symbology associated
with the data is of high importance because it communicates meaning. How-
ever, as rendering maps is explicitly out of scope, symbology is not addressed
in SDWBP.

6.4 Gaps in current practice

The best practices described in brief in Section 6.3, and in full in the SDWBP
document, are compiled based on evidence of real-world application. This
is in line with the fourth principle described in Section 6.2 of this paper.
However, there are several issues that inhibit the use or interoperability of
spatial data on the Web, for which no evidence of real-world applied solutions
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was found. These issues are denoted “gaps in current practice” and described
as such in this section. An issue is considered a gap when no evidence of
real-world applied solutions in production environments was found. The
term ‘production environment’ signifies a case where spatial data has been
delivered on the Web with the intention of being used by end users and with a
quality level expected from such data. In contrast, a “testing environment” is
published with the intent of being tested so that bugs can be discovered and
fixed and an experimental publication of spatial data on the Web is published
with the intent of, for example, exploring possibilities, learning about the
technology, or other goals besides publishing with the intent of serious use.
In the case of gaps, there might be emerging practice, i.e., a solution that
has been theorized for a certain issue and has possibly been experimented
on in testing/beta settings, but not in production environments. Gaps and
emerging practices in the area of publishing spatial data on the Web are
discussed in this section.

6.4.1 Representing geometry on the Web

Location information can be an important ‘hook’ for finding information
and for integrating different datasets. There are different ways of describing
the location of spatial things: referencing the name of a well-known named
place, describing a location in relation to another location, or providing the
location’s coordinates as a geometry. The latter allows the integration of data
based on location using spatial reasoning, even when explicit links between
things are not available, as well as, of course, showing spatial things on a
map. Although there are ways to represent geometry in Web data, there
are still some gaps in current practice related to selecting a serialization
format, selecting an embedded, file-based or Linked Data approach, and
making geometries available in different CRSs.

There are several aspects to representing geometries on the Web. First,
there is the question of different serialization formats to choose from. In gen-
eral, the formats are the same as for publishing any other data on the Web:
XML, JSON, CSV, RDF, etc. How to select the most appropriate serializa-
tion is described in general terms in DWBP. As described in Section 6.3.1, a
single best way of publishing geometries was not identified in SDWBP. The
currently most widely used geometry formats, namely, GML (Consortium
et al., 2007) and GeoJSON (Butler et al., 2016), do not address all require-
ments. Therefore, in order to facilitate the use of geometry data on the Web,
SDWBP recommends that GML-encoded geometries are made available also
in GeoJSON, by applying not only the required coordinate reference system
transformation, but, if needed, by simplifying the original geometry (e.g., by
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transforming a 3D geometry in a 2D one).
A second, related aspect concerns the existing options for publishing ge-

ometries on the Web—e.g., in self-contained files such as GML or GeoJSON,
or rather to embed geometries as structured data markup in HTML, or in an
RDF-based way, i.e., as Linked Data. Choosing between these approaches—
or not choosing but rather offering a combination of these—depends largely
on the intended audience. As explained in Section 6.3.9, dealing with crawla-
bility, the advantage is that HTML with embedded data is indexed by search
engine crawlers. However, the options for embedding geometry in HTML
are limited. Typically this is done using schema.org (schema.org, 2018) as
Microdata (McCathie Nevile and Brickley, 2017), RDFa (Sporny, 2015), or
JSON-LD (Sporny et al., 2014), but for specifying only 0D-2D geometries
(points, lines, surfaces)—e.g., the centroid and/or 2D bounding box. An
additional issue is that search engines index only a subset of the terms de-
fined in schema.org, and those concerning geometries are not fully supported.
RDF-based publication of geometry data is the most advanced option, but
the audience for this is smaller than the others. GeoSPARQL (Perry and
Herring, 2010a) offers a vocabulary that allows serialization of geometries as
GML or WKT (“Well-Known Text”) (Herring, 2011), whereas the ISA Core
Location vocabulary (Perego and Lutz, 2015) supports also GeoJSON, but
the lack of best practices on the consistent use of the existing spatial data
vocabularies prevents interoperability (see Section 6.4.2).

Third, there is a question of how to make geometries available in different
CRSs. Section 6.3.2 explains the existence of many CRSs and why spatial
data should be published in CRSs that are most common to potential users.
It follows that, on the one hand, the CRS should be specified for geometries
published on the Web and, on the other hand, users should be able to find
out which CRSs are available and to get geometries using the CRS of their
choice.

Sometimes the CRS used is clear from the representation. In other cases
the CRS needs to be specified either on the dataset level or the instance level.
How this is done differs for each serialization. For example, in GeoSPARQL
this is added as a prefix of the WKT literal while in GML an attribute
srsName can be specified on geometry elements. In an OGC WFS (Vretanos,
2010) request, users can specify the CRS they wish to use by specifying
the srsName parameter. In GeoSPARQL the getSRID function returns the
spatial reference system of a geometry, thus making it possible to request a
specific CRS at a (Geo)SPARQL endpoint. However, these options require
the user to be proficient in either geospatial Web services or Linked Data.

A best practice for returning geometries in a specific requested CRS has
not yet emerged. Many options can be found in current practice, includ-
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ing creating CRS-specific geometry properties (for example, the Dutch Land
Registry does this), and supporting an option for requesting a specific CRS
in a convenience API; but one best practice cannot yet be identified. An-
other option worth exploring might be the use of content negotiation, i.e.,
negotiate CRS as part of the content format for the geometry, as has also
been proposed for encoding format. For example, this could be done with an
extra media type parameter (e.g., application/ttl; geomLiteral="WKT";

crs="CRS84") or by adding specific request and response headers for nego-
tiating CRS to the HTTP protocol. A contribution to address this issue
might be provided by the W3C Dataset Exchange Working Group (DXWG),
which is due to deliver a specification on profile-based content negotiation.16

However, providing different CRS might be too complicated to handle in the
HTTP protocol. For example, multidimensional datasets will in general use
multiple CRSs (e.g., horizontal, vertical and temporal, maybe more), and
conversion between CRSs will, in general, introduce errors, so data in one
CRS are not exactly the same as data in another CRS. Furthermore, CRS is
just one of a number of parameters that may characterize a particular geo-
metric representation of a spatial thing, including the type of geometry, its
relationship to the Thing, method of interpolation, scale or resolution. How-
ever, offering a choice between all these parameters of data objects such as
geometries might be an overloading of HTTP content negotiation protocols.
It might, therefore, be more appropriate to handle this in the application
layer.

6.4.2 A spatial data vocabulary

Although a large amount of geospatial data has been published on the Web,
so far there are few authoritative datasets containing geometrical descriptions
of spatial things available in Web-friendly formats. Their number is grow-
ing (e.g., at the time of writing there are three authoritative spatial datasets
publicly available as linked data in the Netherlands containing topographic17,
cadastral18, and address19 data), but currently there is no common practice
in the sense of the same spatial vocabulary—or the same combination of
spatial vocabularies—being used by most spatial data publishers. The con-
sequence is the lack of a baseline during the mapping process for application
developers trying to consume specific incoming data. Identifying administra-

16For a description of this deliverable, see the DXWG Charter: https://www.w3.org/

2017/dxwg/charter
17https://brt.basisregistraties.overheid.nl
18https://brk.basisregistraties.overheid.nl
19https://bag.basisregistraties.overheid.nl

https://www.w3.org/2017/dxwg/charter
https://www.w3.org/2017/dxwg/charter
https://brt.basisregistraties.overheid.nl
https://brk.basisregistraties.overheid.nl
https://bag.basisregistraties.overheid.nl
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tive units, points of interest or postal addresses with URIs could be beneficial
not only for georeferencing other datasets, but also for interlinking datasets
georeferenced by the direct and indirect location information.

Direct georeferencing of data implies representing coordinates or geome-
tries and associating them to a CRS. This requires vocabularies for geometries
and able to specify which CRS is used. Further, indirect georeferencing of
data implies associating them to other data on named places. Preferably,
these data on named places should be also georeferenced by coordinates in
order to serve as the basis for data linking between indirectly and directly
georeferenced datasets. Moreover, vocabularies developed for representing
specific sets of geospatial data on the Web should reuse as much as possible
existing ones. This is the case for the vocabularies developed by IGN France
for geometries,20 topographic entities,21 and CRS.22 These vocabularies con-
tain alignments with existing vocabularies, e.g., the class geom:Geometry is
a subclass of both sf:Geometry (OGC Simple Features vocabulary) which
is a subclass of the Geometry class of the GeoSPARQL vocabulary; and
ngeo:Geometry (Neogeo vocabulary). Furthermore, the topographic entity
class from the IGN France vocabulary is declared equivalent to the Feature

class from the Geonames vocabulary.

In W3C Basic Geo (Brickley, 2003), it is assumed that the CRS used is
WGS 84. However, publishers might have data in a different, local CRS.
Thus, there is a need for a more generic class for, for example, a point geom-
etry with the benefit of choosing the CRS of the underlying data (Atemezing
and Troncy, 2012). Existing vocabularies, as GeoSPARQL (Perry and Her-
ring, 2010b) and ISA Core Location (Perego and Lutz, 2015), support this
feature, but there are currently no best practices for their consistent use,
thus hindering interoperability.

Vocabularies like the one by IGN France are created because, currently,
the existing vocabularies do not cover all requirements and no guidance is
available on their consistent and complementary use. SDWBP partially ad-
dresses the latter issue, by providing examples on how to model spatial in-
formation with widely used vocabularies. However, solving the existing gaps
would require the definition of new terms in existing or new vocabularies,
which was not in scope with the work of the Spatial Data on the Web Work-
ing Group. A possible way forward is an update for GeoSPARQL. This would
provide an agreed spatial ontology, i.e., a bridge or common ground between
geographical and non-geographical spatial data and between W3C and OGC

20http://data.ign.fr/def/geometrie/20160628.en.htm
21http://data.ign.fr/def/topo/20140416.en.htm
22http://data.ign.fr/def/ignf/20160628.en.htm

http://data.ign.fr/def/geometrie/20160628.en.htm
http://data.ign.fr/def/topo/20140416.en.htm
http://data.ign.fr/def/ignf/20160628.en.htm
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standards, conformant to the ISO 19107 (ISO, 2003) abstract model and
based on existing vocabularies such as GeoSPARQL (Perry and Herring,
2010b), the W3C Basic Geo Vocabulary (Brickley, 2003), GeoRSS (Lieber-
man et al., 2007), NeoGeo or the ISA Core Location vocabulary (Perego
and Lutz, 2015). The updated GeoSPARQL vocabulary would define basic
semantics for the concept of a reference system for spatial coordinates, a ba-
sic datatype, or basic datatypes for geometry, how geometry and real world
objects are related and how different versions of geometries for a single real
world object can be distinguished. For example, it makes sense to publish
different geometric representations of a spatial object that can be used for
different purposes. The same object could be modeled as a point, a 2D or a
3D polygon. The polygons could have different versions with different res-
olutions (generalization levels). And all those different geometries could be
published with different coordinate reference systems. Thus, the vocabulary
would provide a foundation for harmonization of the many different geome-
try encodings that exist today. An alternative approach is to establish best
practices for the consistent use of the most popular spatial vocabularies. An
example are the guidelines for the RDF representation of INSPIRE data de-
veloped in the framework of the EU ISA Programme (ISA Action ARe3NA,
2017) by following the SDWBP recommendations. In such a scenario, the
definition of new classes and properties would be limited to cover the gaps
in the existing vocabularies.

6.4.3 Spatial aspects for metadata

Even if all spatial data should become discoverable directly through search
engines, data portals would still remain important hubs for data discovery—
for example, because the metadata records registered there can be made
crawlable. But, in addition, different data portals can harvest each others’
information provided there is consistency in the types and meaning of in-
cluded information, even if structures and technologies vary. Discovery of
spatial data is improved in the Netherlands, for example, because the na-
tional general data portal23 harvests the spatial data portal and thus all
spatial datasets are registered in the general data portal as well.

In the eGovernment sector, DCAT (Maali and Erickson, 2014) is a stan-
dard for dataset metadata publication, and harvesting this metadata is im-
plemented by eGovernment data portals. Because DCAT is lacking in possi-
bilities for describing some specific characteristics of spatial datasets, an ap-
plication profile for spatial data, GeoDCAT-AP (ISA GeoDCAT-AP Working

23https://data.overheid.nl

https://data.overheid.nl
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Group, 2016; Perego et al., 2017), has been developed in the framework of
the ISA Programme of the European Union,24 with the primary purpose of
enabling the sharing of spatial metadata across domains and catalog plat-
forms. To achieve this, GeoDCAT-AP defines RDF bindings covering the
core profile of ISO 19115:2003 (ISO/TC 211, 2003) and the INSPIRE (Union,
2007) metadata schema, enabling the harmonized RDF representation of ex-
isting spatial metadata. The focus was on the most used metadata elements,
whereas additional mappings—as well as the alignment with the latest ver-
sion of ISO 19115 (ISO, 2014)—could be defined in future versions of the
specification, based on users’ and implementation feedback.

One of the outcomes of the development of GeoDCAT-AP was the iden-
tification of gaps in existing RDF vocabularies for representing some spatial
information (Perego et al., 2016)—such as coordinate reference systems and
spatial resolution (see also Section 6.4.2 on this topic). But it also highlighted
a key issue for spatial data, in that the use of global and persistent identi-
fiers is far from being a common practice. Apart from making it difficult to
implement a Linked Data-based approach, this situation has negative effects
on the geospatial infrastructure itself. E.g., it makes it impossible to unam-
biguously identify a spatial thing or a dataset over time, and it prevents an
effective implementation of incremental metadata harvesting in a federated
infrastructure (such as the INSPIRE one).

Notably, recent activities are contributing to fill at least part of these
gaps. For instance, DQV (Albertoni and Isaac, 2016) provides a solution for
modeling precision and accuracy, as mentioned in Section 6.3.5. Moreover,
the use cases collected by the W3C Dataset Exchange Working Group (Faniel
et al., 2017) cover also geospatial requirements, which might be addressed
by the work of this group in the revision to DCAT (Maali and Erickson,
2014). However, the consistent use of global and persistent identifiers in the
geospatial domain is an issue that, far from being merely technical, affects
the data management workflow, and therefore needs to be addressed also at
the organizational level.

6.4.4 Describing dataset structure and service behav-
iors

Datasets may be arbitrarily large and complex, and may be exposed via ser-
vices to expose useful resources, rather than a “download” scenario. Data
gathered using automated sensors, in particular, may be impossible to down-
load in its entirety due to its dynamic nature and potential volumes. It is,

24https://ec.europa.eu/isa2/
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therefore, necessary in these cases to be able to adequately describe the struc-
ture of such data and how services interact to expose subsets of it—even in-
dividual records in a Linked Data context. Such datasets are common in the
information processing world, and commonly organized in “hypercubes”—
where “data dimensions” are used to locate values holding results. A stan-
dard based on this dimensional model of data is the RDF Data Cube vo-
cabulary (QB) (Cyganiak and Reynolds, 2014). It has been used to publish
sensor data; for example to publish a homogenized daily temperature dataset
for Australia over the last 100 years (Lefort et al., 2012). However, QB is
lacking in possibilities for describing spatio-temporal aspects of data, which
are very important for observations. One of the work items in the Spatial
Data on the Web Working Group was, therefore, an extension to the existing
QB vocabulary to support specification of key metadata required to interpret
spatio-temporal data, called QB4ST (Atkinson, 2017).

QB4ST is an extension to QB to provide mechanisms for defining spatio-
temporal aspects of dimension and measure descriptions. It is intended to
enable the development of semantic descriptions of specific spatio-temporal
data elements by appropriate communities of interest, rather than to enumer-
ate a static list of such definitions. It provides a minimal ontology of spatio-
temporal properties and defines abstract classes for data cube components
(i.e., dimensions and measures) that use these, to allow classification and
discovery of specialized component definitions using general terms. QB4ST
is designed to support the publication of consistently described re-usable and
comparable definitions of spatial and temporal data elements by appropriate
communities of practice. One obvious such case is the use of GPS coordi-
nates described as decimal latitude and longitude measures. Another exam-
ple is the intended publication of a register of Discrete Global Grid Systems
(DGGS) by the OGC DGGS Working Group. QB4ST is intended to support
publication of descriptions of such data using a common set of attributes
that can be attached to a property description (extending the available QB
mechanisms for attributes of observations). The Spatial Data on the Web
Working Group has demonstrated the use of QB and QB4ST to serve satel-
lite imagery through DGGS and a virtualized triple store (Brizhinev et al.,
2017).

6.4.5 Versioning of spatial data

Future Internet technologies will aim more and more to capture, make sense
of and represent not only static but dynamic content and up-to-date informa-
tion. Through Internet technology, connections between devices and people
will be realized through the exchange of large volumes of multimedia and
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data content. When the communication latency becomes lower, and the ca-
pacity of the communication gets higher with fifth generation (5G) mobile
communications systems, the Internet will be an even more prominent plat-
form to control real and virtual objects in different parts of our lives, such as
healthcare, education, manufacturing, smart grids, and many more (Jaber
et al., 2016). The Internet of Things (Barnaghi and Sheth, 2014) and Tac-
tile Internet (Simsek et al., 2016) are some of the technologies that aim to
facilitate the interaction between people and devices, observe near real-time
phenomena and actuate devices or robots. The Tactile Internet is focused
on speeding up this interaction process and reducing the latency in commu-
nication systems. Such high-speed communication will bring new challenges
for intelligent systems. There is a big gap in the lightweight and semanti-
cally rich representation of versioning and temporal aspects of spatial data
content. There have been a few attempts to represent changing and moving
spatial objects, such as OGC’s TimeSeriesML (Tomkins and Lowe, 2016) and
Moving Features (Hayashi et al., 2017). However, although these ontologies
provide a reasonably good semantic coverage, there is still a need for the
development of lightweight and semantically rich representations to conduct
enhanced (near) real-time operations. Having heavy semantic expressivity in
ontologies can cause a burden on reasoning engines and can slow down the
processing time for machines. For instance, it is important to identify and
represent the direction and coverage area of a surveillance camera or the ori-
entations and positions of objects or people in the observed environment. In
the future, a broken car will be fixed by a robot, or surgeries will be carried
out by multiple robots using Tactile Internet (Aijaz et al., 2017). It can also
be envisioned that people, who have difficulty in walking, will not need to
use a walking stick but merely a strap of an exoskeleton. These must be con-
trolled by wireless systems to monitor the coverage, direction, and identify
the objects and people around them including their shapes.

To conduct such activities, a better representation is needed for not only
spatial information but also temporal and geometrical aspects of objects.
Observed objects can change their size during the actuation process. For
instance, a group of surgical robots will need to know about the shape of
an organ and the changes regarding its size, geometrical shape, and orien-
tation during surgery and exchange this information among themselves and
with doctors to conduct an operation with high precision and low latency. A
self-driving wheelchair or a self-driving car will be able to communicate with
other sensor objects regarding the surrounding environment and direction
to avoid obstacles. This will prevent possible accidents and harm caused
by machines, such as not falling down stairs or running into objects with
high speed or force. In all these scenarios, lightweight representation and
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exchange of temporal-spatial knowledge are essential to understand and re-
act fast enough to prevent disasters or to control the movement of devices.
Having the means to represent the semantics of activities and phenomena at
such high granularity and lightweight format will play a pivotal role in the
development of future Internet technologies. Moreover, it will allow machines
to instantly exchange information including spatial and geometrical knowl-
edge and carry out their tasks with high precision. The Spatial Data on the
Web Interest Group25, the successor of the Working Group, will address the
topic of representing moving objects on the Web.

6.5 Conclusions

Spatial data has become ubiquitous with the explosive growth in positioning
technologies attached to mobile vehicles, portable devices, and autonomous
systems. It has proven to be fundamentally useful for countless things, rang-
ing from everyday tasks like finding the best route to a location to solving
the biggest global challenges like climate change adaptation. However, spa-
tial data dissemination is heterogeneous and although the Web is commonly
used as a publication medium, the discovery, retrieval, and interpretation of
spatial data on the Web is still problematic.

SDWBP describes how Web principles can be applied to the world of
complex spatial data to solve this problem. Good practices can be observed
in current practice and have been collected into the Best Practices based on
a set of principles and an examination of practice. In some cases, a best prac-
tice has not yet emerged. There are still questions related to representing
geometry on the Web, with regard to recommendable serialization forms and
formats, and the use of coordinate reference systems. A Web-friendly way
of publishing spatial metadata has not yet been described in full, especially
with regards to the relevant subset of spatial metadata standards. A stan-
dardized ontology for spatial things that covers all the main requirements
for publishing spatial linked data is not yet available, and best practices on
the consistent use of the existing spatial vocabularies are yet to be estab-
lished. Finally, there are new approaches emerging such as QB4ST (Atkin-
son, 2017), an extension to the RDF Data Cube to provide mechanisms for
defining spatio-temporal aspects of dimension and measure descriptions.

Notwithstanding these gaps and emerging solutions, a useful set of action-
able best practices for publishing spatial data on the Web has been described.
Following these guidelines will enable data users, Web applications and ser-

25https://www.w3.org/2017/sdwig/charter.html
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vices to discover, interpret and use spatial data in large and distributed Web
systems.
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Chapter 7

Developments since the
publication of the articles

Since the previous chapters were published, some of them several years ago,
there have been relevant developments. These will be discussed in this chap-
ter; figure 7.1 gives an overview of the different developments and how they
relate to each other.

7.1 3D standards

CityGML as an international 3D standard has gained acceptance over the
past years. With its advanced possibilities for representing 3D geometries
at different levels of detail as well as detailed semantics of all the parts of
3D city objects, the standard is increasingly used to model cities in 3D over
the world. After the ADE extension method was published as an OGC
best practice, several application domain extensions have been developed
according to our method to support domain specific applications, such as the
CityGML Utility Network ADE (Kutzner and Kolbe, 2016), the CityGML
Energy ADE (Nouvel et al., 2015), The Land Administration Domain Model
(LAD) CityGML ADE (Rönsdorff et al., 2014), and an ADE for immovable
property taxation (Çağdaş, 2013).

The increased adoption of CityGML is aided by the development of tool-
ing for validation of CityGML data. A CityGML Quality Interoperability
Experiment (QI) was organized by OGC in 2015-2016 (Wagner and Ledoux,
2016), focussing on geometry validation, semantic validation, and validation
of conformance requirements. Earlier work on the validation and repair of 3D
geometries and other quality aspects of CityGML data (Kutzner and Kolbe,
2016; Ledoux, 2013; Wagner et al., 2013; Alam et al., 2014; Zhao et al., 2014)
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Figure 7.1: Overview of the developments since publication of the studies
on 3D standards, semantic harmonisation, geospatial linked data and spatial
data on the web.
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was used in this QI. Among the results of the QI are common definitions of
testing methods and test datasets for CityGML and 3D geospatial data in
general.

The next version of CityGML (i.e. version 3.0) is under development.
Proposed changes include a new Level Of Detail (LOD) concept (Biljecki
et al., 2014; Löwner et al., 2016), explicit modelling of spaces and space
boundaries, and an expansion of the semantic model with building-like non-
building structures inspired by the Other Construction class in IMGeo and
the INSPIRE Buildings theme. The new CityGML standard will include a
normative conceptual UML model of all classes and properties, as well as a
normative GML-based encoding.

Because conceptual model and encoding are separately defined, it is pos-
sible to define alternative encodings. An additional encoding of CityGML,
based on JavaScript Object Notation (JSON) rather than GML, has already
been developed. This encoding, CityJSON (Ledoux et al., 2017), could help
adoption even further, especially as it provides a more lightweight format for
exchanging and using both the geometries and semantics of 3D city models
on the Web.

The new CityGML release will impact IMGeo in several ways. Firstly,
a study will be necessary to see how IMGeo can adopt the new LOD con-
cept. Secondly, since non-building building like structures become part of
the CityGML standard, these classes can in future be redefined as extensions
of the new corresponding CityGML classes.

IMGeo 3.0 is also under development. One of the changes will be realign-
ment with a new version of its cousin IMBAG (information model build-
ings and addresses). There are also change proposals related to 3D, such
as a proposal to make it possible to include different surface geometries for
the footprint and the top view (or view from below, in the case of subsur-
face structures) of buildings including a relative height indication. Another
proposal is to add closure surfaces to 2D IMGeo, in order to align the 2D
representation of topographic objects with the representation in 3D.

7.2 Semantic harmonisation

On the topic of semantic harmonisation of geospatial data, there are also some
relevant developments that are worth mentioning. Several harmonisation
issues that were identified in the case study, and described in Chapter 4,
have since been addressed in updates of the involved standards. For example,
the Dutch national Water domain model IMWA has been harmonised with
IMGeo.
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In addition, new areas of harmonisation have been addressed beyond
the case study. For example, the national Utility networks domain model
IMKL (Informatie model Kabels en Leidingen) has been harmonised with
the corresponding INSPIRE theme.

Based on the findings described in Chapter 4, harmonisation with exist-
ing models is explicitly considered when a new domain model is designed;
examples of this include the domain model for public space management, IM-
BOR (Informatie model beheer en openbare ruimte), which was developed as
an extension of IMGeo; and the domain model for roads and traffic, IMWV
(Informatie model wegen en verkeer) which is currently under development
and will include the definition of its relations with other domain models, such
as IMGeo and IMBOR.

Semantic harmonisation is often still an ignored aspect of data reuse.
Hansen et al. (2017), who describe a case where an SDI will be set up for
sharing maritime spatial planning data, conclude that semantic harmonisa-
tion is one of the important requirements in an SDI. However, it is also a
complex and time-consuming task, which requires human data modellers to
solve. Although in the Netherlands semantic harmonization between data
models is now steadily progressing, it is indeed a complex, careful and long-
winded process. In other countries I did not find much evidence of it being
addressed systematically.

An interesting recent approach by Jiang et al. (2017) uses human input
for semantic harmonization in an automated way. Their method combines
large scale user search histories and click streams with similarity calculation
methods for discovering alignments between ontologies to obtain a better
determination of semantic relationships.

Ultimately, the goal of this approach is to improve data discovery by mak-
ing it easy to find relevant data without having to know the correct search
terms to use. However, for different use cases, such as using and combining
datasets in day-to-day work processes (e.g. IMWA and IMGeo for specific
water management tasks as well as general public space management), hu-
mans may still be needed to solve cases where data have similar semantics,
but not quite the same.

In another publication Yang et al. (2017) describe a different case, where
the goal is to make different classifications semantically interoperable in order
to enable more complex analysis across datasets using different land cover
classifications. In this case semantic interpretation is necessary to establish
the degree of similarity between terms, as numerous land cover classifications
exist, created by different scientific communities with different aims. Yang
et al. (2017) apply an automated technique to determine semantic similar-
ity, but conclude that expert knowledge is still needed to resolve semantic
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inconsistencies between land cover classes.
In conclusion, both developments in automatic matching and involving

expert knowledge in improving semantic interoperability in the geospatial
domain are needed and ongoing.

7.3 Geospatial linked data

Since the work described in Chapter 5, there has been a lot of development
on linked geospatial (governmental) data. For example, Patroumpas et al.
(2015) describe a method to build an abstraction layer on top of the INSPIRE
infrastructure based on linked data concepts. They focus on the data level,
basing their data model on OGC GeoSPARQL, a standard for modelling
and querying geospatial linked data; and developed a working GML to RDF
conversion tool, but did not address UML to OWL conversion.

Their conclusion confirms the first part of mine: conversion to RDF is
straightforward. This means that making geospatial data like INSPIRE data
accessible and discoverable as linked data takes relatively little effort. How-
ever, they offer no new conclusions on the difficulties of UML to OWL con-
version.

Several linked spatial datasets have been published since our paper on
linked data, including governmental, non-experimental linked spatial datasets
from the Netherlands such as Cadastral data (Kadaster, 2018); Buildings and
addresses (Kadaster, a); Topographic data (Kadaster, b); Ireland (Debruyne
et al., 2017), Switzerland (data porta, 2018), Finland (data Finland, 2018),
and Norway (Shi et al., 2017). Although European countries seem to be
most active on this topic, Australia also has an active Australian Govern-
ment linked data working group and several spatial linked datasets published
(government, 2018).

The method I describe in chapter 5 became input for the development
of a method to derive OWL vocabularies from the INSPIRE UML models
(Tirry and Vandenbroucke, 2014), in which I was involved. Later a set of IN-
SPIRE RDF Guidelines (ISA Action ARe3NA, 2017) were developed, based
on this and other input. The INSPIRE RDF Guidelines constitute an op-
tional encoding rule, aiming at giving guidance to EU countries looking at
RDF for spatial data publication, but not taking away the requirement to
publish INSPIRE data as specified in the Data Specifications of the different
INSPIRE themes. Clause 9 of these specifications gives the requirements
for encodings, which is usually GML, although alternative encodings are al-
lowed. Thus INSPIRE explicitly allows linked data as a second, alternative
publication method.
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Automated conversion from GML application schemas specified in UML
to OWL remains problematic. A current project at Geonovum (Geonovum,
2018), aimed at developing a linked data profile for NEN 3610, has lead
to some preliminary findings regarding OWL ontologies created from UML
models. These findings are based on several national spatial datasets being
published as linked data (see earlier reference to Dutch linked spatial data
sets), including OWL ontologies, which were developed by hand.

According to the preliminary findings, a ‘correct’ ontology can be au-
tomatically derived from a UML model—‘correct’ meaning adhering to the
relevant standards. However, a ‘good’ ontology, meaning one that adheres
to common OWL design patterns and expresses the knowledge domain in a
useful way, cannot. This requires an OWL modelling expert, who can take
into account the fundamental differences between UML and OWL, such as
the ones described in my paper: the closed versus open world assumption,
the usage of external, existing vocabularies which is common in OWL, mod-
elling constructs which exist in UML but not in OWL and vice versa; and
other peculiarities.

Another fundamental difference which surfaced explicitly in the current
Geonovum project is that when compared to database normalisation, an
OWL ontology would be most similar to the 6th normal form, i.e. as close as
possible to the real world it is trying to model. In contrast, most information
models describe information systems or information exchange schemas and
are thus more denormalized: more adapted to the system, but less close to
the real world. The current assumption within the Geonovum project is that
normalizing a denormalized model is only possible if the semantics of the
data are known—for which a human is needed.

7.4 Web of data

Work on the Best Practices for publishing spatial data on the web is the
most recent part of this thesis and thus, there are fewer developments since
publication. The paper was accepted for publication in January 2018, after
the Best Practice itself was published in September 2017 as a W3C Note
and OGC Best Practice (Tandy et al., 2017). Follow up work on the Best
Practices document has been started in the W3C/OGC Spatial Data on the
Web Interest Group (W3C, 2018), with me as one of its chairs.

The Best Practice will be updated based on implementation reports from
practice; also, new work items of the interest group include maintenance
of the Semantic Sensor Network Ontology (SSN) (Haller et al., 2017) and
a Statistical Data on the Web Best Practices document. In addition, the
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Interest Group finds, tracks and supports new developments related to both
geospatial data and the Web as candidates for standardisation within OGC
and/or W3C; e.g. CityJSON, Map Markup Language (MapML), and Video
geotagging for maps.

Bibliography

Nazmul Alam, Detlev Wagner, Mark Wewetzer, Julius von Falkenhausen,
Volker Coors, and Margitta Pries. Towards automatic validation and heal-
ing of CityGML models for geometric and semantic consistency. In Inno-
vations in 3D Geo-Information Sciences, pages 77–91. Springer, 2014.

Filip Biljecki, Hugo Ledoux, Jantien Stoter, and Junqiao Zhao. Formalisation
of the level of detail in 3D city modelling. Computers, Environment and
Urban Systems, 48:1–15, 2014.
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Chapter 8

Conclusions and future work

The research described in this thesis spans about six years of work, starting
with the definition of a national standard for 3D topography, and ending with
a broad effort to define best practices for publication of geospatial data as part
of the web of data. Not surprisingly, since the earlier work was published new
developments have occurred, as described in the previous chapter. My work
fits in with and is a part of the developments I have described, contributing
to the amount of reuse of spatial data via the web.

Although a great deal of progress has been made, there is still work to be
done to improve reuse of geospatial data across communities via the web even
further. An evolution — or even a revolution — of the way geospatial data are
disseminated is occurring and will be ongoing for the coming years, opening
up countless possibilities for smart, innovative data-driven applications. I
will describe some of these possibilities later in this chapter; but first, I will
summarise the main conclusions.

8.1 Main Conclusions

The main question of my research was:

How to reuse geospatial data, from different, heterogeneous sources, via the
web across communities?

I formulated four questions to cover different aspects of the problem to
reuse geospatial data occurring in practice.

1 How to define a national standard for large-scale topographic objects in
3D for wide re-use of once collected 3D data to solve current ad hoc
acquisition and use of such data?

207
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One of the main causes for ad hoc and project-based collection of 3D data
is the lack of a 3D standard. Instead of creating a new standard, the estab-
lished Dutch 2D standardisation framework was studied for extension into
3D while aligning to the international standardisation developments (van den
Brink et al., 2013a). A national standard for 2D, large scale topographic al-
ready existed: IMGeo. A comparison of the main international 3D standards
showed that OGC CityGML was the best candidate for 3D data reuse, mainly
because of its extensive 3D geometry support and its rich semantic model.
The alignment of IMGeo with CityGML proved to be possible with little ad-
justment, resulting in a nationwide 3D standard for geospatial data, covering
all topographic classes, and extending the OGC CityGML standard. The ex-
tension method was the basis for a generic framework for extending CityGML
(van den Brink et al., 2013b) which became an OGC best practice (van den
Brink et al., 2014b). The practice of extending CityGML has become more
widespread, as is documented at https://www.citygml.org/ade/ and de-
scribed in Biljecki et al. (2018). Many of these ADEs use the guidelines
described in this best practice.

Establishing a national 3D standard has improved 3D data re-use, al-
though not as much as expected. CityGML-IMGeo is supported in an open
source tool for the creation of 3D data from 2D input (which can be 2D
IMGeo data) in combination with point cloud data, i.e. 3dfier (https:
//github.com/tudelft3d/3dfier). Kadaster is using 3dfier to create a
3D dataset for the whole country of the Netherlands, compliant to the 3D
CityGML-IMGeo data model. This work has shown that CityGML (and
GML in general) is verbose and complete, but also sometimes difficult to
implement. Future research is needed to develop CityGML encodings that
are lighter and easier to work with. See also future work.

2 How can semantic interoperability between different kinds of geospatial
datasets that have been created for different purposes best be achieved?

In general, a form of semantic interoperability is often achieved by match-
ing the ontologies which describe the semantics of the domains in question;
largely in an automated way. However, my goal was to improve the actual
sharing and reuse of spatial data, and therefore I needed to find areas where
similarities existed between the data models of related domains, but seman-
tic inconsistencies prevented reuse. These problems could only be solved by
deciding on the best way to adjust the ontologies in question; i.e. human
interpretation is required. The task of finding potential harmonisation issues
and presenting these to human experts was made computer-assisted. Human
experts decided in a next step the cases where harmonisation would be most

https://www.citygml.org/ade/
https://github.com/tudelft3d/3dfier
https://github.com/tudelft3d/3dfier
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beneficial, and assessed how each semantic problem could best be solved.
The combination of human domain experts and tooling which helps them
in discovering matches between domain models made it possible to include
a high number of concepts in the study to find semantic overlaps (van den
Brink et al., 2017). This community-driven approach has led to changes in
several national semantic standards and related work processes resulting in
improved semantic interoperability between existing geospatial data sets.

3 How to apply the Linked Data paradigm to disseminate geospatial data
outside the traditional geospatial data sector?

I studied Linked Data as a paradigm that might be employed to dissem-
inate both spatial semantics and spatial data to new groups of data users
(van den Brink et al., 2014a). To automatically derive linked data from
GML data in a generic way, several steps were necessary. The first step,
the technical conversion of standard geospatial data encodings such as GML
to RDF proved to be straightforward. The second step, choosing the right
vocabulary for geometries, was more difficult as there are several standards
to choose from. Since most national datasets, including our test data, use
a local coordinate system that is specific to a particular country or region,
the best option is OGC GeoSPARQL, which offers support for a complete
range of geometry types. The third step, deciding on a URI strategy for the
creation of stable, scalable URIs for spatial objects, required careful consider-
ation. The main criterion for linked data URIs is persistence: the URIs must
continue to work over a long period of time, notwithstanding changes like
the termination or renaming of the organisation that minted them. For that
reason a neutral domain name, with no organisation name in it, is preferred.
A URI pattern was designed based on the Dutch URI strategy (Overbeek
and van den Brink, 2013) which in turn is based on ISA (2012), taking into
account persistence, scalability, intelligibility, trust, machine-readability and
human-readability.

From my study, it can be concluded that it is to a certain extent possible
to automatically derive OWL ontologies from UML class models, which are
used in the Dutch SDI for describing semantics. ISO 19150-2 describes the
mapping from UML to OWL for geographic information models. However,
I found several issues with this mapping. I chose to focus on one of these
issues: the mapping rules converted the UML diagram to an OWL ontology
without linking the terms in this vocabulary to terms in existing OWL vocab-
ularies, which is considered best practice in the linked data community. This
can be solved by annotating the UML model with links to existing OWL vo-
cabulary terms, and using these annotations when automatically deriving the
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OWL ontology from the UML model. The resulting OWL ontology may need
manual improvement to adjust for the different underlying paradigm of OWL
compared to UML (open world assumption versus closed world assumption)
and for awkward modelling constructs resulting from limitations of UML. A
consequence of the open world assumption is that restrictions, both explic-
itly expressed and inherently present in the UML model, cannot be exactly
reproduced in OWL because of its basic assumption that anything not explic-
itly stated is unknown. An example of awkward modelling because of UML
limitations is that in UML multiple inheritance is usually avoided in geospa-
tial information models because of technical implications on the GML/XML
data exchange level, while in OWL and in RDF data multiple inheritance is
not problematic. The workaround applied in UML should therefore not be
translated to the OWL version of the model. Automated conversion of UML
to OWL thus remains problematic: a ‘correct’ ontology can be automatically
derived from a UML model—‘correct’ meaning adhering to the relevant stan-
dards. But a ‘good’ ontology, meaning one that adheres to common OWL
design patterns and expresses the real-world knowledge domain as closely as
possible, cannot. This requires manual adjustments by an OWL modelling
expert, who can take into account the fundamental differences between UML
and OWL.

However, even taking these limitations into account, these results show
that existing geospatial data can now be published on a large scale as se-
mantically rich linked data. Linked data publication can be integrated in
an SDI, thus taking advantage of a large amount of geospatial data already
being made available in national geoportals or, for example, in the context
of INSPIRE.

4 How to apply general Web based principles to improve the discoverability
and accessibility of spatial data?

Linked data is not the only way to publish data on the web; more main-
stream and well-known Web standards and technologies are in place and are
preferred by many web data users, because of their simplicity and better
integration in web browsers. These general Web standards and technologies
can be applied to spatial data publication to disseminate the data to a wider
audience. During my research, we described how to do this in a set of best
practices for publishing spatial data on the web, distilled from good current
practices (Tandy et al., 2017; van den Brink et al., 2018). To summarise
the key best practices, web principles should be applied to both spatial data
and dataset descriptions (metadata) by their publication at a stable URI,
in a format that can be indexed by search engines, and with links to other
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data on the Web – thus becoming part of the web of data. Furthermore, in
order to be useful to a wider audience, geospatial data should be published
on the web using a global coordinate system for geometries. The geometries
themselves can be encoded and serialized in several ways, depending on the
target audiences. Finally, spatial data should be published through easily
accessible Application Programming Interfaces (APIs). When implemented,
these guidelines for publishing spatial data on the web make it easier to dis-
cover, interpret and use geospatial data for data users in general – not just
geospatial experts.

8.2 Limitations of the research

Most of the research described in this thesis was, although the subject of
study were international standards, limited in its orientation towards the
Netherlands; the exception being the last study, about the spatial data on
the web best practices. The Dutch culture of standardisation and open data
is not exactly the same as in other countries; therefore, results of my research
cannot be extrapolated to other countries without reserve. In the Nether-
lands, the social process of reaching consensus (the ”polder model”) is very
dominant, also in standards-making: standards are not imposed top-down;
every involved party has to agree to them. This situation is different in other
countries. On the other hand, a lot of other countries are comparable to the
Netherlands in that they have an SDI in place; all European countries pro-
vide their geospatial data in the same way in order to be INSPIRE compliant;
and a growing number of countries have 3D data and linked data available.

My research was in danger of being limited to theoretical findings. In the
context in which my research was carried out, there was no data available,
only data models. This was solved by arranging the research as a part of
pilots in which companies and governmental organisations worked together
with researchers.

Another limitation of my research is related to semantic harmonisation
specifically. While creating a semantic mapping between standards is often
possible, it is much harder to change existing work processes. Ajusting a
standard in order to align it semantically to a related standard may cost
an organisation that works with the standard a lot of money, because exist-
ing work processes need to change. This is something a researcher cannot
influence.

Finally, a usual limitation of standards work was also encountered by
me. Standards work is often arranged in working groups, and the products
of the working group can only incorporate as much as the group members
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are capable of producing. If certain knowledge or skills are not represented
within the group, they cannot be incorporated in the outcome. For example,
in the Spatial data on the Web Best Practices there are no guidelines about
non-geospatial spatial data, although non-geospatial use cases were brought
to the working group and were included in the Spatial Data on the Web Use
Cases and Requirements (UCR) (Knibbe and Llaves, 2016), since there were
no active participants in the working group who had expertise with spatial
data other than geospatial.

8.3 Meaning of my work beyond the geospa-

tial domain

Although geo-information is a specific research domain, several of the results
of my study can be generalised and applied beyond it as they are not specif-
ically dealing with geospatial aspects of data. I have shown how a standard,
which is designed to be applicable in a specific context, for example a spe-
cific country and use case, can nevertheless be created based on a general
international standard. I have also shown how semantic standards, which
are already being used in practical use cases, can be harmonised by engaging
their custodians in the tooling-aided mapping work. I have contributed to
solving the puzzle of creating linked data ontologies based on UML models by
showing how to enrich the UML with links to well-known linked data vocab-
ularies. The spatial data on the web best practices contain not only guidance
on geospatial aspects of data publishing, but also some on the publication of
general data on the web.

8.4 Future work

Implementation and adoption of standards takes time (usually several years),
making it difficult to evaluate if my solutions to some of the interoperabil-
ity problems within the geospatial domain actually worked. Without hav-
ing done extensive analysis, my observation is that the uptake of GML and
CityGML, for example, has been somewhat disappointing. Most software
systems which handle geospatial data either do not support these standards
at all, only in a limited way, or only while requiring complex actions by the
user. Within the geospatial domain, the interoperability problems I describe
have thus been only partly solved, since some of the solutions depended on
CityGML. Less complex data encodings, such as JSON, may improve adop-
tion of geospatial data exchange standards — among new (data) users such
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as web developers, but also in the geospatial community itself. This is one of
the reasons why I shifted the focus of my research to general web standards.

The added value of geospatial data lies in its ability to play the role of
linking pin between different datasets, thus allowing data integration based
on location. Decades of work and a large, international standardisation effort
have resulted in a lot of geospatial data now being available for reuse on the
web. However, because the semantics, formats, and dissemination methods
used are still very specific to the geospatial domain, a lot of this data is only
findable and usable by geospatial ICT experts. And yet, there is a huge
potential for the use of geospatial data in other domains. To achieve the
wide reuse of geospatial data, i.e. beyond the geospatial domain, data users
need to be able to find, access, and use geospatial data on the web without
expert knowledge of geospatial standards. Geospatial data needs to become
a common part of the web of data.

The Spatial Data on the Web Best Practices document gives guidance
about how this can be achieved. Once these best practices are widely im-
plemented, I believe a world of possibilities will open up. However, there
is yet work to be done. First, after publication of a document like this,
practical steps are needed to help its adoption and implementation. Besides
proper communication to make sure a standard is well known, tools like con-
formance tests and automated validators, are helpfull implementation aids.
Both adoption and implementation could also be promoted by the collection
of (early) examples of web content containing spatial data, where the best
practices are followed. From the implementation of the best practices, in-
evitably improvements and new developments will arise. These should be fed
back into the document, thereby adding to it and keeping it up to date. Each
recommendation in the Spatial Data on the Web Best Practices starts with a
description of its rationale and intended outcome, followed by a description
of the possible approach for implementation. The latter contains concrete
examples and guidelines taken from practice and is therefore expected to
need maintenance as the web continues to evolve, while the more general
parts of the best practices can probably remain stable.

A major topic for future work is how the SDI as a standardised framework
for geospatial data dissemination can evolve to apply and include the best
practices for publishing spatial data on the web. This requires careful study,
since there are many questions to consider and many possible solutions. For
example, one proposal is to add an extra “proxy” layer on top of existing
OGC web services that will publish geospatial dataset descriptions and object
data on the fly, using general web standards. This is implemented in the
experimental tool ldproxy (interactive instruments, 2018). Another approach
is to develop major, best practice compliant revisions of OGC web service
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standards, like is being done in the case of WFS 3.0 (Portele and Vretanos,
2018).

However, an SDI is more than just web services. In addition, there is
a need for more accessible encodings for geospatial web data and a geome-
try format for the Web which addresses all requirements – a format similar
to GeoJSON, but with support for different coordinate reference systems
(CRS) and 3D geometry. Such encodings are already emerging: for example,
CityJSON (Ledoux et al., 2017) is a proposal for a JSON encoding of OGC
CityGML. This is a good candidate for standardisation and could play a role
in the revised SDI, but also on the web in general, outside the geospatial
domain. The need for working with 3D data in web browsers will probably
grow in the next years, for example with the growth of augmented reality
applications.

Moreover, encodings in the sense of technical exchange formats are not
enough: there is a continuing need for vocabularies that describe or even for-
mally define the semantics of the data. Agreed and shared vocabularies are
an important factor in interoperability. These were always part of the SDI in
the form of UML information models. In an SDI following web principles the
semantics of data should be readily available on the web, and should there-
fore be described in vocabularies using web standards i.e. Simple Knowledge
Organization System (SKOS), RDFS and/or OWL. While simple encodings
usually name the elements of a data format, they do not describe or define
their meaning in a machine-readable way. However, simple encodings based
on, for example, JSON, can be linked to semantics defined in a web-based
machine-readable vocabulary by using JSON-LD (Sporny et al., 2014). Some
standardized vocabularies and ontologies for geospatial semantics are already
available: the GeoSPARQL ontology and the Semantic Sensor Network on-
tology (SSN) (Haller et al., 2018), while the Time Ontology in OWL is also
very relevant for geospatial data. More work is necessary to express addi-
tional geospatial semantics in ontologies making them part of the web of
data. For example, a City ontology based on the data model of CityGML
would be beneficial as this could be linked to CityJSON to provide explicit,
machine readable semantics for 3D city models on the web.

Because the semantics are currently only available in UML, transforma-
tion rules are needed for creating ontologies on the basis of UML information
models, taking into account the fundamental differences between UML and
RDF. Once these differences are well understood, UML to RDF conversion
is solvable with a combined approach of first automatic conversion followed
by manual adjustments to create a good knowledge model of the domain.
SKOS, RDFS and OWL can replace UML now that a new standard, SHACL
is available, which provides a constraint language and can thus form the
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mechanism for a basis of standardized and structured data within domains.
Thus, RDFS and OWL can be seen as no longer complementary, but a re-
placement — in combination with SHACL, which has become available since
writing my paper ”linking geospatial data”. RDFS/OWL are capable of
modeling the real world much more closely than UML. However, good vi-
sualisation methods for RDFS/OWL models are still needed as explanatory
aids for domain experts in order to engage them in the creation and use of
semantic standards.

Another important part of SDIs is metadata: dataset descriptions which
allow users to find datasets they are interested in, similar to searching for
books in a library’s catalogue. The need for metadata will lessen when the
data itself is indexable, i.e. the use case of searching for data will be partly
addressed by publishing the data itself using web principles. However, there
is still a need for metadata in order to determine if a dataset is fit for a
certain use. Important metadata elements for this use case are described in
Best Practice 13 (Tandy et al., 2017). However, a web friendly metadata
standard including these elements is not yet fully developed.

All this work assumes that applying general web standards will enlarge
the reuse of spatial data. I have not addressed the obvious question: to
what level will this actually happen? Further research is needed to answer
this; a definitive answer is not possible until implementation and adoption
of the best practices is achieved, and significant amounts of spatial data
are available in the way I described. When published in accordance to the
best practices, is spatial data actually indexed by search engines? And are
web data users actually able to find, access, and use the data more easily,
when compared to spatial data only available through an OGC-standards
compliant SDI?

If this is the case, this will open up new ways for the reuse of geospatial
data via the web across communities. While the geospatial web of data is
growing, new technological developments will create unforeseen possibilities
for its use. One such development is the availability of ever greater bandwith
(5G) combined with more efficient handling of heavy dataloads and tasks in
web browsers. New standards such as WebAssembly (Rossberg, 2018) will
support this. Thus it will, for example, become possible in the near future to
work with voluminous, 3D geospatial data natively in a browser — perhaps
supported by CityJSON. Augmented and virtual reality applications, using
3D and other geospatial data, will be implemented in web browsers.

Another important development is the growing availability on the web of
voluminous data created by different kinds of sensors. The data from these
sensors provide information about numerous aspects of the world we live in:
the quality of the air, water and soil; the physical objects that are around
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us; windspeed, air temperature, tremors in the earth, and so on. Once such
data, preferably combined and enhanced with semantically rich spatial data,
becomes widely available and easily discoverable and usable, linked into the
web of data, this will support the rise of smart energy grids, smart cities,
smart homes, smart cars, smart farming; the richer the data that is available,
the more smart applications people can think of and implement, assisting and
improving our daily lives.
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Abstract

Geospatial data is an increasingly important information asset for decision-
making, from simple every day decisions like where to park your car, to
national and international policy on topics like infrastructure and environ-
ment. Because of the location aspect, geospatial data is often the linking pin
between different datasets and therefore important for data integration. A
lot of geospatial data is created, for example, as part of governmental pro-
cesses and nowadays, also disseminated as open data, traditionally through
“Spatial data infrastructures” (SDIs).

There is a lot of potential for reusing this data in other domains than the
domain and use case for which it was originally created. My main research
question was: ”How to reuse geospatial data, from different, heterogeneous
sources, via the web across communities?” Several aspects of data dissem-
ination must be addressed before open data is actually in a good position
for getting reused. These aspects have been coined the “FAIR principles”:
findability, accessibility, interoperability, and reusability.

A general foundation of my work is the common knowledge in the geospa-
tial domain that interoperability between systems is required to make reuse
of data possible, and standards are able to realise this interoperability. Based
on this, I have addressed several different problem areas where the potential
to reuse geospatial data was there, but hampered in some way. These prob-
lems are introduced in chapter 1. All the research was exploratory in nature;
the methodology a combination of desk study, analysis, literature study and
experimentation.

Chapters 2 and 3 deal with the lack of a standard for describing three-
dimensional (3D) geospatial data in the case of the Netherlands, hindering
the reuse of 3D data. To solve this, a national standard for two-dimensional
(2D) geospatial, topographic data, Information model Geography (IMGeo),
was combined with an international 3D standard, CityGML. Both standards
describe topographic objects that represent physical objects in the real world
and are largely similar.

Chapter 2 describes how CityGML was selected as the basis for a na-
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tional 3D standard; how IMGeo was semantically aligned with it; how it was
formally defined as an extension of CityGML on the level of classes, prop-
erties and code lists; and how other interoperability aspects were addressed:
geometry, topological structure, and reference system.

Chapter 3 describes in more detail how IMGeo was formally defined as
an extension of CityGML. This addresses technical information modelling
issues, related to the use of Unified Modeling Language (UML) and the
specific extension mechanism defined by CityGML. Based on the IMGeo
case, I defined a model-driven framework for developing CityGML application
domain extensions.

In the case of IMGeo and CityGML, the semantic harmonisation, i.e. the
alignment of concepts defined in both standards, was relatively straightfor-
ward. Both standards describe the same kinds of things; as a result, most
IMGeo classes can be said to be the same as or a subclass of a class in
CityGML. This is not always the case. Independently developed domain
models model similar concepts in different ways, which makes reuse of data
in other domains difficult.

This problem of semantic harmonisation is addressed in chapter 4. Dif-
ferent Dutch standards were examined to discover areas where they overlap
and where semantic harmonisation can solve real world reuse issues. To aid
this examination, a methodology was developed which combines human in-
teraction with computer-aided analysis. In cases where information models
were developed in cooperation between domains, the semantics were already
harmonised. However, results showed that in the Netherlands, most domain
models are developed independently, and reuse of concepts from other mod-
els occurs only on an ad-hoc basis. This is for a large part due to the lack of
discoverability and accessibility of domain models.

Semantic harmonisation improves usability of data, but it is not enough to
fully enable reuse of geospatial data outside the geospatial sector. Geospatial
data disseminated via SDI methods is difficult to find, access and use for
non-geospatial experts, who are familiar with more general data publication
methods.

Chapter 5 describes how general methods for data publication on the
World Wide Web, Linked Data standards in particular, can be applied to
geospatial data. Conversion of geospatial data formats such as Geography
Markup Language (GML) to linked data standard Resource Description For-
mat (RDF) is straightforward, but a choice between different ways to encode
geometry in RDF is required, as is a URI strategy to ensure persistent and
scalable URI identifiers for all data objects. Less straightforward is the con-
version of geospatial UML-based data models to linked data models expressed
in RDF Schema and Web Ontology Language (OWL), because of different
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underlying paradigms. One aspect, the reuse of existing vocabularies, is
addressed in detail.

Linked data, while broad in its applicability, is somewhat of a niche set
of standards. When applied to geospatial data, it enables reuse of this data
by linked data practitioners; however, it would still keep other potential
users away, who experience linked data as an impediment to ease of use. To
further improve reuse of geospatial data outside the geospatial sector, it is
necessary to apply general web architecture principles and standards without
mandating a specific metamodel such as linked data.

Chapter 6 describes a set of best practices for publishing geospatial data
on the web, discovered in practice, and based on general web principles and
standards. When implemented, these best practices make it easier to dis-
cover, interpret and use geospatial data for data users in general, e.g.web
developers—not just for geospatial experts. In addition, some areas are iden-
tified where a best practice has not yet emerged.

Chapter 7 gives an overview of relevant developments since the research
was carried out. 3D standardisation is ongoing in an international context.
Semantic harmonisation in the Netherlands is progressing slowly but steadily.
Geospatial linked data availability has grown significantly in the last few
years, although there are still a few issues to solve. Several datasets imple-
menting the Spatial data on the web best practices are available. These best
practices have also triggered the further evolution of geospatial standards
towards alignment with general web standards and principles.

Chapter 8 concludes the thesis and identifies the shift to (lighter) gen-
eral web standards and principles as an important development and area for
future work.
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Samenvatting

Geodata is een steeds belangrijker wordende informatiebron bij het nemen
van beslissingen, van eenvoudige keuzes zoals waar je je auto het beste
kan parkeren, tot nationale en internationale beleidskeuzes over onderwer-
pen zoals infrastructuur en milieu. Vanwege het locatieaspect is geodata
vaak de ’breinaald’ die je door verschillende datasets heen kan steken om ze
te integreren. Veel geodata wordt bijvoorbeeld geproduceerd in het kader
van overheidsprocessen en wordt tegenwoordig gepubliceerd als open data,
gewoonlijk via een ”Geo-Informatie Infrastructuur” oftewel een “Spatial data
infrastructure” (SDI).

Geodata heeft een hoge potentie voor hergebruik in andere domeinen dan
het domein en het beoogde gebruik waarvoor het oorspronkelijk gemaakt is.
Mijn onderzoeksvraag was: ”Hoe kan geodata, die van verschillende, hetero-
gene bronnen afkomstig is, worden hergebruikt via het web over domeinen
heen?” Verschillende aspecten van datapublicatie moeten nog worden gead-
resseerd voordat open data daadwerkelijk goede kans maakt om te worden
hergebruikt. Deze aspecten worden wel de ”FAIR principles” genoemd: find-
ability (vindbaarheid), accessibility (toegankelijkheid), interoperability (in-
teroperabiliteit), en reusability (herbruikbaarheid).

Binnen het geo-domein is het algemeen bekend dat interoperabiliteit
tussen systemen noodzakelijk is om hergebruik van data mogelijk te maken,
en dat standaarden het mogelijk maken om deze interoperabiliteit te realis-
eren. Op basis hiervan heb ik een aantal verschillende probleemgebieden on-
derzocht, waar er potentieel was om geodata te hergebruiken, maar op de een
of andere manier werd verhinderd. Deze problemen worden gëıntroduceerd
in hoofdstuk 1. Het onderzoek was exploratief van aard; de methodologie was
een combinatie van bureaustudie, analyse, literatuurstudie en experimenten.

Hoofdstuk 2 en 3 richten zich op het ontbreken van een standaard voor
drie-dimensionale (3D) geodata in Nederland, waardoor het hergebruik van
3D data verhinderd wordt. Als oplossing is een nationale standaard voor
twee-dimensionale (2D) geografische, topografische data, het Informatiemodel
Geografie (IMGeo), gecombineerd met een internationale 3D standaard, City-
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GML. Beide standaarden beschrijven topografische objecten die fysieke ob-
jecten uit de werkelijkheid representeren en zijn voor een groot deel met
elkaar te vergelijken.

Hoofdstuk 2 beschrijft hoe CityGML is geselecteerd als de 3D standaard
die als basis voor de nationale 3D standaard kon dienen; hoe de inhoud van
IMGeo met CityGML is afgestemd; hoe IMGeo als een formele uitbreiding
op CityGML is gedefinieerd op het niveau van klassen, eigenschappen en
codelijsten; en hoe andere interoperabiliteitsaspecten zoals geometrie, topol-
ogische structuur en referentiesysteem zijn geadresseerd.

Hoofdstuk 3 beschrijft in meer detail hoe IMGeo als een formele uitbrei-
ding van CityGML is gedefinieerd. Dit is een technisch modelleervraagstuk,
dat te maken heeft met het gebruik van Unified Modeling Language (UML)
en het specifieke extensiemechanisme dat door de CityGML standaard wordt
voorgeschreven. Op basis van het specifieke geval, IMGeo, is een model-
gedreven raamwerk voor het maken van CityGML uitbreidingen beschreven.

In het geval van IMGeo en CityGML was de semantische harmonisatie,
dat wil zeggen het afstemmen van de inhoud van beide standaarden, relatief
eenvoudig. Beide standaarden beschrijven dezelfde soorten dingen; daar-
door zijn de meeste klassen uit IMGeo op te vatten als hetzelfde of als een
meer specifieke variant van een klasse in IMGeo. Dit is echter niet altijd
zo eenvoudig. Het is onvermijdelijk dat domein-specifieke informatiemod-
ellen, die onafhankelijk van elkaar ontwikkeld zijn, vergelijkbare inhoud op
een verschillende manier modelleren, wat het hergebruik van data conform
deze informatiemodellen hindert.

Dit probleem van semantische harmonisatie wordt geadresseerd in hoofd-
stuk 4. Verschillende Nederlandse standaarden werden onderzocht om die
onderdelen te vinden waar overlap zat en waar inhoudelijke afstemming kon
helpen bij het oplossen van praktische hergebruikproblemen. In het kader
van dit onderzoek werd een methodologie ontwikkeld die menselijke interactie
combineert met computer-ondersteunde analyse. Het onderzoek bevestigde
dat semantische harmonisatie verbetert als informatiemodellen in samen-
werking tussen domeinen ontwikkeld worden. Dit wordt echter in de praktijk
doorgaans niet gedaan, en hergebruik van concepten uit andere standaarden
gebeurt voornamelijk op een ad hoc manier. Voor een groot deel ligt dit aan
de slechte vindbaarheid en toegankelijkheid van bestaande domeinmodellen.

Semantische harmonisatie verbetert de herbruikbaarheid van data, maar
is niet de enige barrière die hergebruik van geodata in andere domeinen
verhindert. Als geodata uitsluitend via een traditionele SDI wordt verspreid,
kan deze data niet gemakkelijk worden gevonden en gebruikt door gebruikers
van buiten het geo-domein, die wel bekend zijn met meer algemene data
publicatie methodes.
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Hoofdstuk 5 beschrijft hoe algemene methodes voor datapublicatie op
het World Wide Web, in het bijzonder Linked Data standaarden, kunnen
worden toegepast op geodata. Conversie van geo-dataformaten zoals Ge-
ography Markup Language (GML) naar de linked data standaard Resource
Description Format (RDF) is niet gecompliceerd, maar vereist wel een keuze
tussen verschillende manieren om geometrie op te nemen in RDF, en een URI
strategie om te zorgen voor persistente, schaalbare URI identificaties voor alle
dataobjecten. De conversie van in UML uitgedrukte geo-informatiemodellen
naar linked data modellen die zijn uitgedrukt in RDF Schema en Web On-
tology Language (OWL) is problematisch, omdat deze verschillende onderlig-
gende paradigma’s hebben. Eén aspect hiervan, het hergebruik van bestaande
vocabulaires, is in detail uitgewerkt.

Linked data is, hoewel breed toepasbaar, toch in zekere zin te beschouwen
als een niche standaard. Het publiceren van linked geodata maakt hergebruik
mogelijk door linked data beoefenaars, maar een grote groep potentiële ge-
bruikers ervaart linked data als een barrière voor eenvoudig hergebruik. Om
het hergebruik van geodata verder te bevorderen, is het nodig om algemene
architectuurprincipes en standaarden van het World Wide Web toe te passen,
zonder een specifiek metamodel zoals dat van linked data te vereisen.

Hoofdstuk 6 beschrijft een verzameling aanbevelingen voor het publiceren
van geodata op het web, die gedistilleerd zijn uit de praktijk, en gebaseerd
zijn op de algemene architectuurprincipes en standaarden van het web. Als
deze richtlijnen gevolgd worden zorgt dit ervoor dat geodata beter te vinden
en gemakkelijker te interpreteren en te gebruiken wordt voor data gebruikers
in het algemeen, bijvoorbeeld voor web developers - in plaats van alleen voor
geo-experts. Ook worden een aantal deelaspecten van geodatapublicatie op
het web gëıdentificeerd waar nog geen goede richtlijn voor te vinden was.

Hoofdstuk 7 geeft een overzicht van relevante ontwikkelingen sinds ik mijn
onderzoek heb uitgevoerd. 3D standaardisatie is nog gaande, niet alleen in
Nederland maar ook internationaal. De semantische samenhang tussen stan-
daarden is in Nederland langzaam maar zeker aan het verbeteren. Het aan-
bod aan geo-linked datasets is significant gegroeid in de laatste paar jaar,
hoewel er nog een paar problemen op te lossen zijn. Meerdere datasets
die de richtlijnen voor geodata op het web implementeren zijn inmiddels
ook beschikbaar. Deze richtlijnen hebben een evolutie van de huidige geo-
standaarden in gang gezet naar het toepassen van algemene webstandaarden
en -principes.

Hoofdstuk 8 sluit dit proefschrift af en wijst de overstap naar (lichtere)
webstandaarden en -principes aan als een belangrijke ontwikkeling en onder-
werp voor toekomstig werk.
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