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Cyclic communication in adaptive strategies to

platooning: the case of synchronized merging
Di Liu, Simone Baldi, Senior member, IEEE, Vishrut Jain, Wenwu Yu, Senior member, IEEE,

and Paolo Frasca, Senior member, IEEE

Abstract—Recently proposed adaptive platooning strategies
for connected automated vehicles are able to address uncertain
parameters of the vehicles in the platoon (uncertain driveline
time constants), but are limited to acyclic interaction like look-
ahead interaction. This restrains from augmenting platooning
protocols with synchronized merging maneuvers, where cyclic
communication is needed and creates algebraic loops that
require well posedness of the inputs. We propose an adaptive
protocol for synchronized merging in the cyclic communication
scenario. The protocol exploits a set of adaptive control
strategies, designed to cope with uncertain driveline time
constants. Well-posedness of the control inputs is proven in a
distributed way (using information from neighboring vehicles)
in spite of uncertainty and cyclic communication. The proposed
strategy is shown in a benchmark merging scenario.

Keywords: Platooning, merging maneuvers, automated vehi-
cles, uncertain vehicle parameters, adaptive control.

I. INTRODUCTION

IN automated driving, the so-called platooning is a recog-

nized idea aiming to form groups of automated vehicles

keeping a desired string formation [1]–[3]. This can be re-

alized via the so-called Cooperative Adaptive Cruise Control

(CACC), using the feedback from on-board sensors (laser or

radar) and inter-vehicle (wireless) communication to control

acceleration and braking [4]–[6]. To maximize performance,

CACC strategies should guarantee synchronized behavior, i.e.

the coordination of actions via inter-vehicle communication

[7]–[9]: while the typical synchronized behavior studied in

CACC is the formation keeping task [10]–[12], recent surveys

on the challenges of CACC [1]–[3] show that a relevant

challenge is including synchronized merging maneuvers in

CACC protocols.

Communication protocols currently used for merging ma-

neuvers are sequential, usually based on state machines that
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define the procedure for opening a gap between vehicles.

Proposed merging protocols include [13] (joining and leaving

platoons using state machines); [14] (creating gaps to allow

on-ramp vehicles to merge); [15] (merging into platoons and

splitting from platoons); [16], [17] (lane changing and overtak-

ing); sequential game-theoretic approaches [18], [19] (merging

and lane-changing behavior). Two observations follow:

• Driveline: state machines define the state of the vehicle,

but not the actual CACC command (acceleration/braking)

to bring the vehicle in that state. Defining such a com-

mand is complex, especially in the presence of uncer-

tain vehicle parameters (driveline time constants). Most

CACC protocols ideally assume homogeneous drivelines

or exactly known driveline constants [20], [21].

• Sequentiality: The phases in state machines occur sequen-

tially rather than synchronously. Take the state machine

merging procedure in [22] as a representative example: a

vehicle makes a gap; when the gap is fully open, the

vehicle that opened the gap activates the Wait For

Merge flag and sends the Safe To Merge flag to

the merging vehicle; the other vehicle starts the merging;

once the maneuver is over, the new platoon can switch

the Pace Making flag.

A. The issue of cyclic communication

Sequentiality means that the communication phases in a

state-machine protocol are unidirectional: in fact, designing

bidirectional state machines is not trivial, as pointed out

in [23]. However, if we think about how humans perform

merging, they look at each other in a bidirectional (thus cyclic)

interaction. More specifically, the vehicle that wants to merge

from another lane must look at both the following and the

preceding vehicle of the adjacent line. At the same time, the

preceding vehicle in the adjacent line must look at the vehicle

that wants to merge. This establishes a bidirectional interaction

and poses the problem of designing merging maneuvers for

automated vehicles under such cyclic interaction. Works that

recently studied cycles in CACC protocols are [24], [25]:

because the input of a vehicle is affected by the input of the

neighboring vehicles via the platooning protocol, the presence

of cycles creates algebraic loops. In order to avoid that an

algebraic loop makes the input not well posed, a standard idea

is to remove the cycles [26]. Two open problems arise:

• Uncertainty: how to handle driveline uncertainty in

CACC protocols during merging maneuvers?

• Well-posedness: how to make the CACC input well posed

in the presence of cyclic communication?
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Fig. 1: Merging scenario: the presence of roadworks requires

the platoon in yellow to merge in the other platoon (edited

from [27], five or more vehicles can be considered).

B. Motivational scenario and contributions

This work will focus on a merging benchmark among two

platoons in different lanes due to roadworks. This benchmark

was proposed within the Grand Cooperative Driving Chal-

lenge (GCDC), a competition aiming at real-life testing of

cooperative driving solutions [27], [28]. Notably, the merging

protocols proposed all teams participating to the most recent

GCDC (held in 2016) overlooked synchronization and uncer-

tainty issues, cf. the designs published in [22], [29], [30]. Even

when relying on the CACC protocol as in [31] (gap creation

by slowly increasing the standstill distance) no parametric

uncertainty nor well-posed control inputs are studied. In line

with most literature, consider longitudinal dynamics only (gap

creation and gap closing), since synchronization for lateral

dynamics poses problems that are still unsolved, such as non-

holonomic constraints, corner cutting during turns, disturbance

propagation in the lateral direction, lateral behavior modeling

[32], [33]. Note that even the winning team of GCDC 2016,

team Halmstad, had no automated solution for lateral control

[29].

Despite the relatively low complexity of the GCDC traffic

scenarios, its experience highlights several unsolved issues:

handling heterogeneity and driveline uncertainty, and embed-

ding the merging maneuver in a synchronization protocol

with possibly bidirectional (cyclic) communication. This work

contributes to tackling these issues by

• showing that merging maneuvers can be formulated as

an adaptive synchronization protocol with driveline un-

certainty;

• guaranteeing well posedness of the CACC inputs at all

times despite the communication being acyclic or not;

• solving the well-posedness issue in a distributed way with

information exchange with neighboring vehicles.

The organization of the paper is as follows: Sect. II de-

scribes the CACC structure, and Sect. III explains the syn-

chronization protocol. Well-posed inputs are studied in Sect.

IV, while Sect. V provides simulations and Sect. VI concludes

the work. Part of this work has been included in the thesis of

one of the authors [34].

II. CACC SYSTEM STRUCTURE

Fig. 1 represents the GCDC 2016 benchmark. Define vi
and di to be the velocity (m/s) and position (m) of vehicle

i, respectively. We will use two sets of indexes, So
N = {i ∈

N| i = 1, 3, 5, . . .} is the ’odd’ vehicle set, and Se
N = {i ∈

N| i = 2, 4, . . .} is the ’even’ vehicle set. This notation is

convenient to index odd vehicles as 2i + 1, i = 1, 2, . . . (the

vehicle 1 plays a special role and is not included), and even

vehicles as 2i, i = 1, 2, . . .. Let us define SN = So
N ∪ Se

N =
{i ∈ N| i = 1, 2, 3, 4, 5, . . .}. We use the standard CACC

model stemming from [10]




ḋi
v̇i
ȧi



 =





0 1 0
0 0 1
0 0 − 1

τi





︸ ︷︷ ︸

Ai





di
vi
ai





︸ ︷︷ ︸
xi

+





0
0
1
τi





︸ ︷︷ ︸

bi

ui, i ∈ SN (1)

where ai and ui are respectively the acceleration (m/s2) and

input (m/s2) of the ith vehicle, and τi (s) represents the

driveline time constant. The difference between ai and ui is

that the first is the actual acceleration of the vehicle, whereas

the second one is the desired acceleration as imposed by the

pedal: in between these two quantities (both in m/s2) are the

driveline dynamics represented by the time constant τi [10].

We say that we have uncertainty in driveline when the exact

value of τi in (1) is not known and cannot be used to design the

controller (cf. Proposition 1). The uncertain driveline scenario

was initially overlooked in CACC literature [10]: this problem

was considered quite recently through adaptive control [35].

The idea for solving this problem amounts to defining target

(model reference) dynamics




ḋ0
v̇0
ȧ0



 =





0 1 0
0 0 1
0 0 − 1

τ0





︸ ︷︷ ︸

A0





d0
v0
a0



+





0
0
1
τ0





︸ ︷︷ ︸

b0

u0





ḋ0
v̇0
ȧ0



 =





0 1 0
0 0 1
a01 a02 a03





︸ ︷︷ ︸

Am





d0
v0
a0





︸ ︷︷ ︸
xm

+





0
0
b00





︸ ︷︷ ︸

bm

w

(2)

where τ0 is a nominal driveline time constant: such dynamics

(2) represent a virtual leading vehicle, defining the platoon’s

desired (reference) behavior. The index i = 0 is assigned to the

virtual leading vehicle, which is not shown in Fig. 1 because

is to be thought as part of the control. The virtual leading

dynamics can be thought as playing a similar role as reference

dynamics in model reference adaptive control [24]. In fact,

the second equation in (2) comes from considering that the

controller u0 = k∗′0 xm + l∗0w is designed for vehicle 0 (w is

the desired acceleration of the leader). This controller makes

the reference dynamics Am stable, i.e. a01, a02, a03 are design

parameters that make the matrix Am Hurwitz.

The main goal of a vehicle i, is to maintain a desired for-

mation (i.e. distance) with other vehicles j (where the indexes

i and j arise from the communication graph among vehicles,

to be defined later). The desired distance is determined by the

constant time headway (CTH) spacing policy

rj,i(t) = r̄j,i(t) + hvi(t) , i, j ∈ SN (3)

where r̄j,i is the standstill distance (m) between vehicles i and

j and h is the time headway (s). Differently from the standard

CACC, r̄j,i in (3) depends on time because it can change as

a consequence of the time-varying gap during merging. The
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stability analysis proposed in this paper holds for constants

rj,i, even though adaptive methods can maintain stability also

for the slowly-time varying parameters [36]. Define the state

error between the jth and the ith vehicle as the collection of

spacing distance, relative velocity, and relative acceleration

ej,i(t) =





dj(t)
vj(t)
aj(t)



−





di(t)
vi(t)
ai(t)



+





rj,i(t)
0
0



 . (4)

The control objective is:

Problem 2.1: Given the CTH strategy (3), the leading

dynamics (2), and the vehicle dynamics (1) with uncertain

driveline time constants, find an adaptive well-posed

strategy for ui such that the errors ej,i in (4) resulting

from the benchmark of Fig. 1 are regulated to zero for

all links instantiated during all phases of the merging (i.e.

synchronization is achieved across all links instantiated during

all phases of the merging).

III. THE ADAPTIVE SYNCHRONIZATION PROTOCOL

We now present how to change rj,i in (3) during the

merging maneuver according to the varying communication

links: consider the graphs in Fig. 2. An arrow from one vehicle

to another denotes a communication link from the vehicle

where the arrow starts to the vehicle where the arrow ends.

Cyclic communication arises in graph 2 due to the presence

of bidirectional arrows (vehicles 2 - 3 and vehicles 4 - 5).

Remark 1 (Human-like interaction): Uni- or bi-directional

arrows in Fig. 2 emulate how human interaction with other

vehicles. When driving in a formation (graphs 1 and 3), human

drivers keep the distance by only looking at the preceding

vehicle (they can look at the following vehicle via rear window

but not for keeping the formation). However, during merging

(graph 2), the driver that wants to merge (e.g. vehicle 2) must

look at both the following and the preceding vehicle of the

Fig. 2: Graphs before/during/after merging. The dashed arrow

denoted the platoon on the other lane before merging is

initiated.

Fig. 3: Spacing policy during and after merging (only vehicles

1, 2, 3 are shown). The spacing is calculated with respect to

the vehicle center of mass for simplicity.

adjacent line (e.g. vehicles 1 and 3). At the same time, the

driver of vehicle 3 must look at the vehicle that wants to merge.

This establishes a bidirectional interaction between vehicle 2

and vehicle 3 (similarly for vehicle 4 and vehicle 5).

Referring to the CTH in (3), the spacing policies are

designed as, i = 1, 2, . . .:

• Graph 1: r2i,2i+1 = 0 and r2i+1,2i−1 = hv2i+1 + r (r
denotes standstill distance and h time headway);

• Graph 2: r2i,2i+1 decreases gradually from 0 to

−(hv2i+1+r), while r2i+1,2i−1 increases gradually from

hv2i+1 + r to hv2i+1 + hv2i + 2r;

• Graph 3: ri+1,i = hvi+1 + r.

The term ”gradually” means a slowly time-varying interpo-

lation policy between the initial and the final value (cf. the

detail in Fig. 3). Graph 1 considers r2i,2i+1 = 0, indicating

that the merging begins when the control makes adjacent lane

vehicles reach the same longitudinal location. This is just to

the purpose of simplifying analysis and different starting states

to begin the maneuver could be considered.

Remark 2 (Changing links): Vehicles interact with neighbor-

ing vehicles differently depending if they must open the gap

or merge into the gap. Consider vehicles 2 and 3 in Fig. 2 for

simplicity (similar reasoning applies to vehicles 4 and 5).

• Before the merging (graph 1), vehicle 3 interacts with

vehicle 1 in order to keep the formation, while vehicle 2

interacts with vehicle 3 in order to keep the alignment.

• During the merging (graph 2), vehicle 3 interacts with

vehicles 1 and 2 to create the gap, while vehicle 2

interacts with vehicles 1 and 3 to merge into the gap.

• After the merging (graph 3), vehicle 3 interacts with

vehicles 2 to keep the formation, while vehicle 2 interacts

with vehicle 1 to keep the formation.

The unexplored challenge in CACC literature is handling

in a well-posed way the cyclic communication instantiated by

graph 2. The problem of well posedness of the input is absent

in acyclic graphs.

We introduce a compact notation for the vehicle uncertain

dynamics in (1), which simplifies the subsequent derivations

ẋi = Aixi + biui, i ∈ SN (5)
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where Ai and bi are unknown matrices in the form of (1). For

the virtual leading dynamics we have

ẋm = A0xm + b0u0 = Amxm + bmw (6)

where Am and bm are known matrices in the form of (2).

Being the system matrices in (5) unknown, the synchronization

task has to be achieved in an ”adaptive” fashion, meaning that

the problem is solved by appropriate control gains that are

unknown and must be estimated (cf. discussion in Remark 3).

The following result from literature [24], [36] justifies that the

unknown gains solving the problem exist.

Proposition 1: [Distributed matching conditions] For dy-

namics in the form (1) and (2), there exist k∗i and l∗i such

that

Am = Ai + bik
∗′

i , bm = bil
∗

i , i ∈ SN (7)

(the symbol ′ denotes transpose operation since k∗i are vec-

tors). Furthermore, the signs of l∗i are positive, and there exist

k∗2i+1,2i−1 = k∗2i+1 − k∗2i−1l
∗

2i+1/l
∗

2i−1, k∗2i,2i−1 = k∗2i −
k∗2i−1l

∗

2i/l
∗

2i−1, k∗2i,2i+1 = k∗2i − k∗2i+1l
∗

2i/l
∗

2i+1, k∗2i+1,2i =
k∗2i − k∗2il

∗

2i+1/l
∗

2i and scalars l∗2i+1,2i−1 = l∗2i+1/l
∗

2i−1,

l∗2i,2i−1 = l∗2i/l
∗

2i−1, l∗2i,2i+1 = l∗2i/l
∗

2i+1, l∗2i+1,2i = l∗2i+1/l
∗

2i

such that

A2i−1 = A2i+1 + b2i+1k
∗′

2i+1,2i−1b2i−1 = b2i+1l
∗

2i+1,2i−1,

A2i−1 = A2i + b2ik
∗′

2i,2i−1b2i−1 = b2il
∗

2i,2i−1,

A2i+1 = A2i + b2ik
∗′

2i,2i+1b2i+1 = b2il
∗

2i,2i+1,

A2i = A2i+1 + b2i+1k
∗′

2i+1,2ib2i = b2i+1l
∗

2i+1,2i (8)

where i = 1, 2, . . ..
It is shown in [24] that (8) implies

A0 = Ai + bik
∗′

i,0, b0 = bil
∗

i,0 (9)

with k∗i,0 = k∗i − k∗0 l
∗

i /l
∗

0 and l∗i,0 = l∗i /l
∗

0 , where k∗0 and l∗0
are the control gains defined after (2).

Remark 3 (Solutions to matching conditions): Inspecting the

structure of Ai and bi in (1), reveals that for indexes i and j

k∗i = [a01 a02 a03 +
1

τi
]τi, l∗i = b00τi

k∗j,i = [0 0 (
1

τj
−

1

τi
)]τj , l∗j,i =

τj
τi

from which some observe that the solutions to the matching

conditions are unknown as they depend on the driveline time

constants: in the absence of such information, we propose

adaptive laws to estimate the solutions to the matching con-

ditions.

Hereafter, we will show that Proposition 1 can be used for

the adaptive controllers solving Problem 2.1.

A. The adaptive controller: acyclic graphs 1 and 3

Because graphs 1 and 3 are acyclic, the control and adaptive

laws stem from the approach in [24], and are given without

proof.

Graph 1: For vehicle 1, design the controller

u1(t) = k′1,0(t)xm(t) + k′1(t)e1,0(t) + l1,0(t)u0(t) (10)

where k1,0(t), k1(t) and l1,0(t) are the estimates of k∗1,0, k∗1
and l∗1,0 adapted by

k̇′1,0(t) = −γkb
′

mPe1,0(t)x
′

m(t)

k̇′1(t) = −γkb
′

mPe1,0(t)e
′

1,0(t)

l̇1,0(t) = −γlb
′

mPe1,0(t)u0(t) (11)

For ’even’ vehicles 2, 4, . . ., design the controller

u2i(t) = k′2i,2i+1(t)x2i+1(t) + k′2i(t)e2i,2i+1(t)

+ l2i,2i+1(t)u2i+1(t) (12)

where i = 1, 2, . . ., and k2i,2i+1(t), k2i(t) and l2i,2i+1(t) are

the estimates of k∗2i,2i+1, k∗2i and l∗2i,2i+1 adapted by

k̇′2i,2i+1(t) = −γkb
′

mPe2i,2i+1(t)x
′

2i+1(t)

k̇′2i+1(t) = −γkb
′

mPe2i,2i+1(t)e
′

2i,2i+1(t)

l̇2i,2i+1(t) = −γlb
′

mPe2i,2i+1(t)u2i+1(t) (13)

For ’odd’ vehicles 3, 5, . . ., consider the controller

u2i+1(t) = k′2i+1,2i−1(t)x2i−1(t) + k′2i−1(t)e2i+1,2i−1(t)

+ l2i+1,2i−1(t)u2i−1(t) (14)

where i = 1, 2, . . ., and k2i+1,2i−1(t), k2i−1(t) and

l2i+1,2i−1(t) are the estimates of k∗2i+1,2i−1, k∗2i−1 and

l∗2i+1,2i−1 adapted by

k̇′2i+1,2i−1(t) = −γkb
′

mPe2i+1,2i−1(t)x
′

2i−1(t)

k̇′2i−1(t) = −γkb
′

mPe2i+1,2i−1(t)e
′

2i+1,2i−1(t)

l̇2i+1,2i−1(t) = −γlb
′

mPe2i+1,2i−1(t)u2i−1(t) (15)

The scalars γk, γl > 0 are adaptive gains, and P is a positive

definite matrix solution to the Lyapunov equation

PAm +A′

mP = −Q, Q > 0. (16)

Graph 3: The structure of the control law is the same as

graph 1, albeit the index of the neighboring vehicle changes.

For vehicle 1, design the same controller (10) and the adap-

tive laws (11). For all other vehicles 2, 3, 4, . . ., design the

controller

ui+1(t) = k′i+1,i(t)xi(t) + k′i+1(t)ei+1,i(t) + li+1,i(t)ui(t)
(17)

where i = 1, 2, . . .; the gains are adapted in a similar fashion as

(11), (13), (15) except the different indexes for the neighboring

vehicles.

Remark 4 (Communication and on-board measurements):

Remark 3 shows that the first two components of k∗j,i are zero.

As a result, no absolute position/velocity are necessary, since

the first two entries of xi multiplying kj,i have no effect in

the control law. This is in line with CACC protocols, where

on-board measurements of relative position and velocity (via

laser devices) are used together with wireless communication

of acceleration and inputs. In the absence of wireless commu-

nication e.g. due to communication failure, the literature has

proposed to switch from a CACC protocol to an ACC protocol

with only on-board measurements [35], [37], [38]. However

it was shown that, as compared to CACC, ACC has degraded

performance.
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B. The adaptive controller: cyclic graph 2

An adaptive controller to handle graph 2 has not been

proposed in literature: its design is explained and proved.

Theorem 1: For vehicle 1, consider controller (10) with

adaptive laws (11). For ’odd’ vehicles 3, 5, . . ., consider con-

troller

u2i+1(t) = k′2i+1,2i(t)
x2i(t)

2
+ k′2i+1,2i−1(t)

x2i−1(t)

2

+ k′2i+1(t)
e2i+1,2i(t) + e2i+1,2i−1(t)

2

+ l2i+1,2i(t)
u2i(t)

2
+ l2i+1,2i−1(t)

u2i−1(t)

2
(18)

(i = 1, 2, . . .) and the adaptive laws

k̇′2i+1,2i(t) = −γkb
′

mP (e2i+1,2i(t) + e2i+1,2i−1(t))x
′

2i(t)

k̇′2i+1,2i−1(t) = −γkb
′

mP (e2i+1,2i(t) + e2i+1,2i−1(t))x
′

2i−1(t)

k̇′2i+1(t) = −γkb
′

mP (e2i+1,2i(t) + e2i+1,2i−1(t))

(e2i+1,2i(t) + e2i+1,2i−1(t))
′

l̇2i+1,2i(t) = −γlb
′

mP (e2i+1,2i(t) + e2i+1,2i−1(t))u2i(t)

l̇2i+1,2i−1(t) = −γlb
′

mP (e2i+1,2i(t) + e2i+1,2i−1(t))u2i−1(t)
(19)

For ’even’ vehicles 2, 4, . . ., consider the controller

u2i(t) = k′2i,2i−1(t)
x2i−1(t)

2
+ k′2i,2i+1(t)

x2i+1(t)

2

+ k′2i(t)
e2i,2i−1(t) + e2i,2i+1(t)

2

+ l2i,2i−1(t)
u2i−1(t)

2
+ l2i,2i+1(t)

u2i+1(t)

2
(20)

(i = 1, 2, . . .) and the adaptive laws

k̇′2i,2i−1(t) = −γkb
′

mP (e2i,2i−1(t) + e2i,2i+1(t))x
′

2i−1(t)

k̇′2i,2i+1(t) = −γkb
′

mP (e2i,2i−1(t) + e2i,2i+1(t))x
′

2i+1(t)

k̇′2i(t) = −γkb
′

mP (e2i,2i−1(t) + e2i,2i+1(t))

(e2i,2i−1(t) + e2i,2i+1(t))
′

l̇2i,2i−1(t) = −γlb
′

mP (e2i,2i−1(t) + e2i,2i+1(t))u2i−1(t)

l̇2i,2i+1(t) = −γlb
′

mP (e2i,2i−1(t) + e2i,2i+1(t))u2i+1(t)
(21)

where all variables/parameters have a similar meaning as

Section III-A. Then, provided that the inputs are well defined

at very time instant, Problem 2.1 is solved in graph 2.

Proof 1: See Appendix.

IV. WELL-POSEDNESS OF THE INPUT

Let us explicitly use 5 vehicles present the issues of well-

posedness and its solution clear. In Theorem 1 we have

assumed that ui, ui+1, ..., are well defined at very time instant:

however, in the presence of cycles, one ui on the left-hand

side of its control law can re-appear on the right-hand side

of another control law, so that inputs might not be well-

posedness. To clarify this point, let us consider graph 2 in

Fig. 2 and the control laws in Theorem 1. Let us write the

inputs compactly as








1 0 0 0 0
−l2,1 2 −l2,3 0 0
−l3,1 −l3,2 2 0 0
0 0 −l4,3 2 −l4,5
0 0 −l5,3 −l5,4 2








︸ ︷︷ ︸
U








u1

u2

u3

u4

u5








=








(k1,0 − k1)′x0 + k′
1
x1 + l1,0u0

(k2,1 − k2)′x1 + 2k′
2
x2 + (k2,3 − k2)′x3

(k3,1 − k3)′x1 + (k3,2 − k3)′x2 + 2k′
3
x3

(k4,2 − k4)′x2 + 2k′
4
x4 + (k4,5 − k4)′x5

(k5,2 − k5)′x2 + (k5,4 − k5)′x4 + 2k′
5
x5







.

Even though no explicit inversion of U is used to obtain the

inputs, it is clear that we need the matrix U to be invertible to

guarantee well-posedness of ui at all time instants. Invertibility

of U can be assessed via its determinant

det









1 0 0 0 0
−l2,1 2 −l2,3 0 0
−l3,1 −l3,2 2 0 0
0 0 −l4,3 2 −l4,5
0 0 −l5,3 −l5,4 2









= l2,3l3,2l4,5l5,4 − 4l4,5l5,4 − 4l2,3l3,2 + 16

= (4− l2,3l3,2)(4− l4,5l5,4).

(22)

If we use the actual (but unknown) parameters from Propo-

sition 3.1 to calculate the determinant, we obtain (4 −
l∗2,3l

∗

3,2)(4 − l∗4,5l
∗

5,4), giving a determinant equal to 9 (be-

cause l∗2,3l
∗

3,2 = 1 and l∗4,5l
∗

5,4 = 1). However, since the

parameters from Proposition 3.1 are unknown, we have to use

the estimated parameters to get the determinant. Therefore,

the determinant of U can be different than 9 and in partic-

ular nothing forbid the critical case of 0 determinant from

happening. Note that the event mentioned in Remark 4 of

communication failure requiring to switch to an ACC with

only on-board measurements, makes the well-posedness issue

disappear, since inputs from other vehicles will not be used in

the control law. As a result, well-posedness analysis refers to

CACC with active communication.

The idea to guarantee well posedness at all time instants is

simple: we allow vehicles 2 and 3 to communicate l2,3(t) and

l3,2(t); similarly, we allow vehicles 4 and 5 to communicate

l4,5(t) and l5,4(t). These vehicles can communicate their

own estimates across the communication links. Then, we

can constrain l2,3l3,2 and l4,5l5,4 to be positive and not

greater than the critical value 4 that makes the determinant 0:

which such constraints, the matrix U can always be inverted

invertible. Therefore, one assumption is introduced.

Assumption 1. The exact values of l∗2,3, l∗3,2, l∗4,5 and

l∗5,4 are unknown, but these parameters reside in convex

compact sets Ωl (that describe an uncertainty set function

of l2,3, l3,2, l4,5, l5,4). These sets do not contain the set

(4− l2,3l3,2)(4− l4,5l5,4) = 0.

The choice of Ωl is not unique, and an example (cf. Fig. 4a)

is given by l2,3 ≥ 0, l3,2 ≥ 0, l4,5 ≥ 0, l5,4 ≥ 0, l2,3 ≤
−l3,2+3.99, l4,5 ≤ −l5,4+3.99. Interestingly, the factorization

in (22), allows Ωl to be decoupled in two planes, parametrized

by (l2,3, l3,2) and (l4,5, l5,4). According to Assumption 1, Ωl

is constructed to avoid the intersection with the critical lines

l2,3l3,2 = 4 and l4,5l5,4 = 4 (along these lines the matrix U
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would not be invertible). Let us adopt a general description of

sets Ωl as

Ωl = {l2,3, l3,2, l4,5, l5,4 | g(l2,3, l3,2, l4,5, l5,4) ≤ 0} (23)

for some appropriate vector function g(l2,3, l3,2, l4,5, l5,4).
Remark 5 (Size of uncertainty): Assumption 1 limits the

level of uncertainty inside a triangular region as in Fig. 4a.

This region covers an uncertainty of 100% with respect to

the nominal driveline time constant (such region is drawn

in Fig. 4b with a circle). Therefore, the proposed methods

accounts for a quite large uncertainty.

Remark 6 (Effect of number of vehicles): To study how

the expression (22) scales with the number of vehicles, let us

consider only the first three vehicles in Fig. 1: it is possible

to obtain

det





1 0 0
−l2,1 2 −l2,3
−l3,1 −l3,2 2



 = 4− l2,3l3,2. (24)

By comparing (24) with (22), one can notice that (22) is the

product of two ‘smaller’ determinants calculated for three

vehicles. It is left to the interested reader to verify that, in

the general case, the determinant takes the form

det(U) =

(N−1)/2
∏

i=1

(4− l2i,2i+1l2i+1,2i) (25)

where
∏

indicates the multiplication. This shows that the un-

certainty bounds keeps the same structure even with increasing

number of vehicles.

(a) Singular sets (red solid curve) and projection sets (shaded
blue area) for vehicles 2, 3 and for vehicles 4, 5, respectively.
The choice of the projection set is not unique.

(b) The blue ball around with radius 1 represents a 100%
uncertainty around nominal homogeneous driveline parameters
(1, 1).

Fig. 4: Sets used to guarantee well-posed inputs

Remark 6 leads to the generalization of Assumption 1:

Assumption 2. The actual parameters l∗2i,2i+1, l∗2i+1,2i,

i = 1, 2, . . . are known to reside in some convex

compact sets (call them Ωl) that does not contain the

set (4− l2i,2i+1l2i+1,2i) = 0.

Theorem 2: Consider the merging phase described by graph

2 in Fig. 2. Under Assumption 2, consider the vehicles

described by (5) and the leading vehicle described by (6), the

controllers (10), (18), (20) and the adaptive laws (11), (19),

(21) with the following modifications

l̇2i+1,2i(t) = PΩl
[−γlb

′

mP (e2i+1,2i(t) + e2i+1,2i−1(t))u2i(t)
︸ ︷︷ ︸

δl2i+1,2i
(t)

]

(26)

=







δl2i+1,2i
(t) if l2i+1,2i(t) ∈ Ωl, or

l2i+1,2i(t) ∈ ∂Ωl with δl2i+1,2i
∇g ≤ 0

0 otherwise

l̇2i,2i+1(t) = PΩl
[−γlb

′

mP (e2i,2i+1(t) + e2i,2i−1(t))u2i+1(t)
︸ ︷︷ ︸

δl2i,2i+1
(t)

]

=







δl2i,2i+1
(t) if l2i,2i+1(t) ∈ Ωl, or

l2i,2i+1(t) ∈ ∂Ωl with δl2i,2i+1
∇g ≤ 0

0 otherwise

where i = 1, 2, . . ., and PΩl
denotes the projection operator

inside the set Ωl. In particular, ∂Ωl is the border of Ωl and

∇g is the derivative of g with respect to l2i,2i+1 or l2i+1,2i.

Then, problem 2.1 is solved in graph 2.

Proof 2: See Appendix.

Remark 7 (Distributed strategy): The importance of Theo-

rem 2 is to guarantee well posed control input in a rigorous

way, a point overlooked in CACC literature. Well-posedness

is guaranteed in a distributed way (using information from

neighboring vehicles) and the expression (25) shows that the

adaptive/projection laws do not have to be modified if the

number of vehicles N changes.

V. RESULTS ON GCDC SCENARIO

Our protocol is tested on the benchmark of Fig. 1. The

reference model has: a01 = −5, a02 = −15, a03 = −1.5,

and b00 = 1; the values of τi in (1) are in Table I but they

are known only for simulation (they are not used for control

design). Initial states are also in Table I. The reference w
corresponds to a steady-state speed of 20m/s while the merging

is performed. The other parameters are: Q = diag(1, 1, 5),
γk = 1 · 10−4, γl = 5 · 10−4, h = 0.7. The initial control

gains are chosen based on the (incorrect) a priori knowledge

TABLE I: Vehicles parameters and initial conditions.

τi xi(0)
Vehicle 1 0.5 [-2,1,0]
Vehicle 2 0.2 [-20,2,1]
Vehicle 3 0.33 [-15,2,1]
Vehicle 4 0.14 [-30,2,1]
Vehicle 5 0.17 [-25,2,1]
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that all vehicles have homogeneous driveline τ0 = 0.28: this

amounts to taking kij(0) = 0, lij(0) = 1 and ki(0) =
τ0[a01 a02 (a03+1/τ0)]

′. Note that a 100% uncertainty around

the nominal value of τ0 = 0.28 corresponds to the range

[0.14, 0.56]. Note that this uncertainty range covers the values

of τi in Table I. The maneuver works as:

– 0-40 s: vehicles 2 and 4 align with vehicles 3 and 5,

respectively, while in the meantime vehicles 1, 3 and 5

form the initial platoon of three vehicles.

– 40-60s: vehicles 3 and 5 form a gap for vehicles 2 and

4, respectively, while in the meantime vehicles 2 and 4

start the merging.

– 60-80s: the final platoon of five vehicles is formed.

Delays are important and they have been studied for example

in [10], [37] (in the absence of parametric uncertainty). From

a theory point view, delays be handled via a robust adaptive

control approach, similarly to what considered in [24]: this

has not been addressed in this work in order to streamline the

proposed methodology. However, to validate the approach in a

more realistic scenario, all simulations include communication

delays of 0.15 s, in line with typical delays reported in CACC

literature [10], [37], [39].

A. Mixing architecture

During the merging phases, each vehicle has a different

number of neighboring vehicles: for example, vehicle 2 has

one neighbor in graph 1 (vehicle 3); two neighbors in graph

2 (vehicles 1 and 3); one neighbor in graph 3 (vehicle 1). The

different number of neighboring vehicles requires a different

controller for each phase. One reasonable idea could be a

switching architecture [40], [41]: however, a switching control

action can produce undesirable peaks due to non-smooth

transitions. Therefore, with the intent to reduce such transients,

we explore a mixing architecture [42] that interpolates among

different control actions.

This idea is represented in Fig. 5 and formalized by con-

sidering the following control action for vehicle 2, 4, . . .

u2i(t) = M1(t)(k
′

2i,2i−1(t)
x2i−1(t)

2
+ l2i,2i−1(t)

u2i−1(t)

2

+ k′2i(t)
e2i,2i−1(t)

2
) +M2(t)(k

′

2i,2i+1(t)
x2i+1(t)

2

+ l2i,2i+1(t)
u2i+1(t)

2
+ k′2i(t)

e2i,2i+1(t)

2
) (27)

where the time-varying M1(t) and M2(t) interpolate like this:

in graph 1, M1(t) = 2 and M2(t) = 0; in graph 2, M1(t) =
1 and M2(t) = 1; in graph 3, M1(t) = 0 and M2(t) = 2. In

between, we can use any interpolation strategy, such as linear

interpolation with a user-defined transition time. Note that (27)

embeds in one single (time-varying) strategy all controls u2

during the three phases. In our simulations, the transition time

is taken to be 5 s: in the special case in which the transition

is abrupt (step change) we have the switching scenario. For

Fig. 5: Mixing architecture for vehicle k: the big knob repre-

sents the mixing action smoothly going from one controller to

the next one according to the merging phase.

the mixing case, the adaptive gains for vehicle 2, 4, . . . also

implement a smooth interpolation:

k̇′2i,2i−1(t) = −γkb
′

mP (M1(t)[e2i,2i−1(t)]

+M2(t)[e2i,2i+1(t)])x
′

2i−1(t)

k̇′2i,2i+1(t) = −γkb
′

mP (M1(t)[e2i,2i−1(t)]

+M2(t)[e2i,2i+1(t)])x
′

2i+1(t)

k̇′2i(t) = −γkb
′

mP (M1(t)[e2i,2i−1(t)] +M2(t)[e2i,2i+1(t)])

(M1(t)[e2i,2i−1(t)] +M2(t)[e2i,2i+1(t)])
′

l̇2i,2i−1(t) = −γlb
′

mP (M1(t)[e2i,2i−1(t)]

+M2(t)[e2i,2i+1(t)])u2i−1(t)

l̇2i,2i+1(t) = −γlb
′

mP (M1(t)[e2i,2i−1(t)]

+M2(t)[e2i,2i+1(t)])u2i+1(t). (28)

The same reasoning applies to the other vehicles.

B. Simulations

For the merging maneuver, Figs. 6a, 6b and 6c show the

response of velocities, accelerations and inputs. Fig. 6d shows

the relative distances in the frame of vehicle 1 (i.e. taking

vehicle 1 as the origin). In the interval 0-40 seconds (graph 1),

Fig. 6d shows that vehicles 3 and 2 achieve a desired distance

from vehicle 1 while aligning with each other: their relative

distance is zero but the vehicles are on different lanes. During

this time, the velocity of vehicle 2 is larger in order to perform

the alignment. Similarly, vehicles 4 and 5 achieve a desired

distance from vehicle 2, while vehicle 4 (with larger velocity)

aligns to vehicle 5. In the interval 40-60 seconds (graph 2),

Fig. 6d shows that vehicle 3 creates a gap with vehicle 1,

while vehicle 5 creates a gap with vehicle 3: by doing this,

vehicles 2 and 4 start and achieve the merging. In the interval

60-80 seconds (graph 3), Fig. 6d shows that the formation of

five vehicles is finally achieved.

The effectiveness of the mixing architecture with respect to

the switching one can be assessed from Figs. 7a, 7b and 7c.

These figures show, for a switching architecture, the response

of velocities, accelerations and inputs. Let us compare Fig.

6b (proposed mixing) with Fig. 7b (switching): in the latter,
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(d) Relative distances with vehicle 1. Note that vehicles 2 and 4 align
with vehicles 3 and 5 on different lanes before merging.

Fig. 6: Merging with mixing architecture (proposed).

undesirable large transients from -3 to 3 m/s2 in acceleration

appear. Similar comments apply to the comparisons between

the inputs (desired acceleration as provided by the pedal) in

Fig. 6c (proposed mixing) with Fig. 7c (switching). Summa-

rizing, the mixing architecture proposed in our work has the

merit to remove transient peaks and make the response smooth.

VI. CONCLUSIONS

This work has proposed a merging framework address-

ing some aspects overlooked in standard literature on pla-
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Fig. 7: Merging with switching architecture (undesirable).

Switching causes a large transients from -3 to 3 m/s2 in accel-

eration. The mixing results in Fig. 6 remove such transients.

toon merging: coping with vehicle driveline uncertainty; han-

dling bidirectional (cyclic) communication; guaranteeing well-

posedness of the control input. To address these aspects, the

protocol we proposed respectively relies on: adaptive laws

to estimate the control gains solving the stability problem;

analyze the control input in both acyclic and cyclic graphs;

exploiting the graph structure to implement appropriate pa-

rameter projections for well posed inputs.

The proposed approach holds scalability features, such as

its distributed nature (well posedness is guaranteed using

information from neighboring vehicles) and its structure of the

uncertainty region used for projection that does not depend

on the number of vehicles. These features do not cover all

scalability aspects, such as scalability to traffic conditions or

downstream conditions that might prevent some vehicles from

creating a gap. Therefore, a promising future work is to further

extend the proposed framework to study the impact of merging

maneuvers on traffic and the effects of traffic conditions

on merging. Studying such scenarios require to embed the

proposed approach in a microscopic simulator (e.g. SUMO,
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AIMSUN) and to appropriately model merging behavior using

field data [33], [38], [43]. We expect that a supervisor must be

designed to determine the cruising speed of the platoon that

make the merging possible depending on traffic conditions: all

these aspects are worth of future research.
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APPENDIX

Vehicle-related variables

Position of vehicle i di
Velocity of vehicle i vi
Acceleration of vehicle i ai
Input of vehicle i ui

Driveline time constant of vehicle i τi
Reference input of vehicle 0 w
Dynamics of vehicle i (Ai, bi)
Homogeneous reference dynamics (Am, bm)

Spacing-related variables

Desired spacing (vehicles i and j) rj,i
Standstill distance (vehicles i and j) r̄j,i
Time headway (same for all vehicles) h
Relative error (vehicles i and j) ej,i

Control-related variables

Ideal feedback gain k∗i
Estimated feedback gain ki
Ideal coupling gain k∗j,i
Estimated coupling gain kj,i
Ideal feedforward gain l∗j,i
Estimated feedforward gain lj,i
Adaptive gains γk , γl

TABLE II: Table of symbols

PROOF OF THEOREM 1

The proof is given for 5 vehicles only to the purposes

of making the idea clear. We want to prove that: vehicle 3
synchronizes to vehicles 1 and 2 (e3,1, e3,2 → 0); vehicle 2
synchronizes to vehicles 1 and 3 (e2,1, e2,3 → 0); vehicle 5

synchronizes to vehicles 3 and 4 (e5,3, e5,4 → 0); vehicle 4

synchronizes with vehicle 5 and vehicle 3 (e4,5, e4,3 → 0).

Extension to arbitrarily long platoons follows by properly

using the ’even’ and ’odd’ indexes. We use the Lyapunov

function V1 + V3,2,1 + V2,3,1+V5,4,3 + V4,5,3, where

V1 = e′1,0Pe1,0 + tr

(

k̃′1,0k̃1,0

γk |l∗1|

)

+ tr

(

k̃′1k̃1
γk |l∗1|

)

+
l̃21

γl |l∗1|

(29)

V3,2,1 = e′3,2,1Pe3,2,1 + tr

(

k̃′3,1k̃3,1

γk |l∗3|

)

+ tr

(

k̃′3,2k̃3,2

γk |l∗3|

)

+ tr

(

k̃′3k̃3
γk |l∗3|

)

+
l̃23,1
γl |l∗3|

+
l̃23,2
γl |l∗3|

V2,3,1 = e′2,3,1Pe2,3,1 + tr

(

k̃′2,1k̃2,1

γk |l∗2|

)

+ tr

(

k̃′2,3k̃2,3

γk |l∗2|

)

+ tr

(

k̃′2k̃2
γk |l∗2|

)

+
l̃22,1
γl |l∗2|

+
l̃22,3
γl |l∗2|

V5,4,3 = e′5,4,3Pe5,4,3 + tr

(

k̃′5,3k̃5,3

γk |l∗5|

)

+ tr

(

k̃′5,4k̃5,4

γk |l∗5|

)

+ tr

(

k̃′5k̃5
γk |l∗5|

)

+
l̃25,3
γl |l∗5|

+
l̃25,4
γl |l∗5|

V4,5,3 = e′4,5,3Pe4,5,3 + tr

(

k̃′4,3k̃4,3

γk |l∗4|

)

+ tr

(

k̃′4,5k̃4,5

γk |l∗4|

)

+ tr

(

k̃′4k̃4
γk |l∗4|

)

+
l̃24,3
γl |l∗4|

+
l̃24,5
γl |l∗4|

and the error dynamics, as depicted in Fig. 8 are

ė1,0 = Ame1,0 + b1(k̃
′

1,0xm + k̃′1e1,0 + l̃1,0u0) (30)

ė3,2,1 = Ame3,2,1 + b3(k̃
′

3,1x1 + k̃′3e3,1 + l̃3,1u1)

+ b3(k̃
′

3,2x2 + k̃′3e3,2 + l̃3,2u2)

ė2,3,1 = Ame2,3,1 + b2(k̃
′

2,1x1 + k̃′2e2,1 + l̃2,1u1)

+ b2(k̃
′

2,3x3 + k̃′2e2,3 + l̃2,3u3)

ė5,4,3 = Ame5,4,3 + b5(k̃
′

5,3x3 + k̃′5e5,3 + l̃5,3u3)

+ b5(k̃
′

5,4x4 + k̃′5e5,4 + l̃5,4u4)

ė4,5,3 = Ame4,5,3 + b4(k̃
′

4,3x3 + k̃′4e4,3 + l̃4,3u3)

+ b4(k̃
′

4,5x5 + k̃′4e4,5 + l̃4,5u5)

where k̃ = k− k∗, l̃ = l− l∗ (with appropriate subscripts) are

the parameter estimation errors. For compactness, we have

defined e3,2,1 = e3,1 + e3,2, e2,3,1 = e2,1 + e2,3, e5,4,3 =
e5,3 + e4,3 and e4,5,3 = e4,3 + e5,3. At this point, one can

use standard Lyapunov theory for adaptive control [36], and

we can show V̇1 + V̇3,2,1 + V̇2,3,1+V̇5,4,3 + V̇4,5,3 → 0 as

t → ∞. Convergence of all errors to zero can be obtained via

Barbalat’s lemma.

For proving convergence with a general number of vehicles,

the interested readers can exploit the Lyapunov function

V1 +

(N−1)/2
∑

i=1

[V2i+1,2i,2i−1 + V2i,2i+1,2i−1] (31)

and the error dynamics

ė2i+1,2i,2i−1 = Ame2i+1,2i,2i−1 (32)

+ b2i+1(k̃
′

2i+1,2i−1x2i−1 + k̃′2i+1e2i+1,2i−1 + l̃2i+1,2i−1u2i−1)

+ b2i+1(k̃
′

2i+1,2ix2i + k̃′2i+1e2i+1,2i + l̃2i+1,2iu2i)

ė2i,2i+1,2i−1 = Ame2i,2i+1,2i−1

+ b2i(k̃
′

2i,2i−1x2i−1 + k̃′2ie2i,2i−1 + l̃2i,2i−1u2i−1)

+ b2i(k̃
′

2i,2i+1x2i+1 + k̃′2ie2i,2i+1 + l̃2i,2i+1u2i+1)

along with similar steps as above.

Authorized licensed use limited to: TU Delft Library. Downloaded on December 21,2020 at 14:05:44 UTC from IEEE Xplore.  Restrictions apply. 



2379-8858 (c) 2020 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TIV.2020.3041702, IEEE
Transactions on Intelligent Vehicles

11

Fig. 8: The synchronization errors

PROOF OF THEOREM 2

We again use the Lyapunov function (29), along similar

steps as [36, Sects. 6.6 and 8.5] (adaptive laws with parameter

projection). We obtain

V̇1 + V̇3,2,1 + V̇2,3,1 + V̇5,4,3 + V̇4,5,3

≤ −e′1Qe1 − e′3,2,1Qe3,2,1 − e′2,3,1Qe2,3,1

− e′5,4,3Qe5,4,3 − e′4,5,3Qe4,5,3 + Vp

where

Vp(t)







= 0 if l2,3(t), l3,2(t) ∈ Ωl, or
l2,3(t) ∈ ∂Ωl with δl2,3∇g ≤ 0, or
l3,2(t) ∈ ∂Ωl with δl3,2∇g ≤ 0, or
l4,5(t) ∈ ∂Ωl with δl4,5∇g ≤ 0, or
l5,4(t) ∈ ∂Ωl with δl5,4∇g ≤ 0

≤ 0 otherwise

It is shown in [36, Sects. 6.6 and 8.5] that convexity of Ωl

makes Vp ≤ 0. Therefore, Vp does not destroy the non-

increasing property of derivative of the Lyapunov function.

We obtain

V̇1 + V̇3,2,1 + V̇2,3,1 + V̇5,4,3 + V̇4,5,3

≤ −e′1Qe1 − e′3,2,1Qe3,2,1 − e′2,3,1Qe2,3,1

− e′5,4,3Qe5,4,3 − e′4,5,3Qe4,5,3

and the convergence of the tracking errors can be concluded

from Barbalat’s Lemma similarly Theorem 1. For a general

number of vehicles, one can again exploit the Lyapunov

function (31) and the error dynamics (32): the details are left

to the interested reader due to space limitations.
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