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1
Introduction

Homo Sapiens Sapiens is the only extant human (sub)species [1], and arguably the
most ”impactful” animal species in the world. The impact of human kind can be
measured by the influence humans have on the ecosystem they live in (the Earth),
which is not comparable to any other single animal species in the Earth’s history.
In time, the reasons why humans grew to ”shape” the world have been much dis-
cussed. As a matter of fact, humans are not the biggest [2] nor the strongest [3]
living animals, while other species have been found to have similar intelligence [4]
and complex social structures [5]. Many studies relate the human success to the
ability of standing, or manufacturing and employing tools (although similar skills
can be found also in orangutan and chimpanzees [6]), but probably the most im-
portant skill that distinguishes humans from any other animal is their capability to
communicate. It is true that several animals are capable of complex communi-
cation and language (Bottlenose Dolphins can call each other by name [7], while
Elephants can even communicate using seismic signals [8]), but humans are the
only ones capable of transmitting information through both space (communication
can be achieved even on very long distances) and time (the knowledge acquired
can be preserved during time, transmitted and increased during generations). In
this respect it can be stated that the human world-conquer campaign started when
written language was invented. Until then, although information could be transmit-
ted orally, its preservation during time was subject to alteration. With the invention
of writing, the knowledge acquired by humans had the possibility to be stored for
long time and possibly transported to very far regions, allowing the accumulation
and the dissemination of knowledge, leading to a faster species advancement. Dur-
ing centuries, the capability of efficiently transporting information also determined
the influence and the technology advancement of a civilization. It is not by chance
that the first advanced postal service (the cursus publicus) was established under
Augustus Caesar, the first Roman emperor [9]. Also, the invention of printing is
considered one of the cornerstones that characterizes the passage from the Middle
Age to the more technologically advanced Renaissance, due to the novel capability

1
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(a) (b)

Figure 1.1: a) Bottlenose dolphins rely on (ultra)sound production to communicate, hunt and navigate,
and they have been found to be able to call other individuals by name [7]. b) African Elephants can use
complex communication mechanism, including using seismic waves to signal position and danger [8].

to promptly reproduce written information in mass production, enormously aug-
menting its dissemination. Until modern history, however, information could only
be transmitted in deferred time: the information was first produced and written, and
then eventually transported with processes that could take long times depending
on the means of transport. Only with the invention of telecommunication, starting
in the early 19th century, information could be transmitted in real time. Telecom-
munication allowed the technological leap that characterized the last two centuries,
and every technical step from then on has been supported by a newer and more
effective way of communicating. It first was telegraph and phone, which still re-
quired physical connection between the communication points (by cable), basically
allowing only one-to-one connection. Then, radio and television were invented,
wireless technologies creating the possibility of transmitting information from one
to many. Later in the 20th century, internet gave the possibility to individuals to
independently access a high volume of information from their home, and the intro-
duction of cellular phone allowed people to communicate from any position in the
world. The era of smartphones, the era we currently live in, is characterized by an
enormous availability of information, to basically anybody, everywhere in the world.
It is reasonable at this point to start wondering what will be the next telecommu-
nication step, and how to enable it. In the last decade, the fast development of
electronic devices, in conjunction with computer science and artificial intelligence
(AI) has fostered the development of new applications that promise to revolutionize
everyday life, from business to entertainment. From big data analytics and aug-
mented reality used to support industry, to 3D media and virtual reality for video
gaming, these emerging applications are, day by day, changing the way telecom-
munication systems are used. However, in a world in which the portability is the key
requirement for each device, the real challenge is to make these applications sus-
tainable for the mobile network infrastructure. As a matter of fact, such bandwidth
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Figure 1.2: This table depicts the spectrum occupation by most of the RF/microwave consumer appli-
cation. Almost all current commercial wireless application employ frequencies lower than 6 GHz, while
millimeter waves are at the moment mostly dedicated to military and space application.

demanding applications need reliable and efficient connectivity, where any high la-
tency or data corruption would just be not sustainable, determining the failure of
the application. To really bring these applications to the end users, new commu-
nication paradigms will need to be introduced, with an increasing occupation of an
already crowded radio spectrum. The congestion of the RF and microwave spec-
trum risks to be the real bottleneck for the development of new applications. Most
of wireless applications work at frequencies lower than 6 GHz (see, Figure 1.2), and
communication channels are typically bandwidth limited, while most of the band-
width slots are already allocated by local and global regulations, limiting the space
for the introduction of new applications and systems. On top of that, data inten-
sive applications would need large bandwidth allocation and sufficient guard space
to avoid interference. For these reasons, the attention is moving towards the ex-
ploitation of the underutilized millimeter wave and sub-millimeter wave portion of
the spectrum (30 GHz to 1 THz), where the high carrier frequency and low spec-
trum congestion would guarantee large bandwidth availability, enabling the needed
ultra-high data rate communication capability. In this respect, also the discussion
about the next generation of mobile broadband technology (5G) is moving towards
considering millimeter wave frequencies as possible candidates for future applica-
tion deployments, with frequencies between 30 GHz and 87 GHz raising interest in
the research community, with some already being assigned for testing [10].

1.1. Challenges related to millimeter wave appli-
cations

Developing applications and shifting wireless telecommunication to millimeter wave
frequencies is, unfortunately, not a trivial task. The shortcomings are first of all
physical, as propagation of electromagnetic waves at higher frequency is more
prone to suffer from atmospheric conditions. Atmospheric gases interact with elec-
tromagnetic waves, in specific sub-bands, blocking long distance signal propagation
(see, Figure 1.3a). Moreover, phenomena such as high humidity and rain tend to
increase propagation losses in the mm-wave range. This means that outdoor trans-
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Figure 1.3: a) Absorption of microwave radiation from the atmosphere, highlighting the oxygen and
water attenuation peaks. b) In-door application for millimiter wave frequencies include close-range
media distribution and kiosks for mobile syncronization of large data. c) Open-space application for
mm-wave frequencies require clear line-of-sight between the communicating devices, requiring dense
networks of base stations and access points.

missions would be strongly affected by weather conditions, which cannot be con-
trolled if not barely predicted with relatively short notice time. For these reasons,
millimeter wave wireless technologies are mainly intended either for outer space
applications (satellite-to-satellite applications, space imaging), where the electro-
magnetic propagation is not affected by the atmospheric conditions, or for short
range applications, like automotive radar, security imaging, indoor media sharing
(for home/in-flight entertainment, or for office networks), virtual reality or data
sharing kiosks (see, Figure 1.3b), so that the electromagnetic propagation would
not be compromised by the high attenuation related to atmospheric dispersion.
The use of mm-wave frequencies for cellular communication is also being consid-
ered [11] (see,Figure 1.3c). The way this kind of application is conceived, however,
requires clean line-of-sight between communicating devices, and it is constrained
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Figure 1.4: Development flow for (telecommunication) electronic devices based on semiconductor tech-
nologies.

by the use of high-density small cells in order to neglect the effects of high atmo-
spheric attenuation.

While the physical constraints define the space of applicability for millimeter
wave wireless technologies, the development of any commercial application needs
to be supported by a proper technological advancement. In this respect, the contin-
uous improvement in performances of integrated/semiconductor devices, in terms
of speed of operation, space occupation and power consumption is fostering the
implementation of the first commercial millimeter wave systems [12]. Technology,
however, is still not mature enough to open the possibility for consumer applications
in the (mobile) telecommunication market for millimeter waves. When considering
mobile applications, electronic devices need to be developed to guarantee some
main requirements:

• As mobile systems rely on limited power supply (i.e., batteries), the power
consumed by the electronic circuitry should be limited;

• The quality of the signals transmitted (and received) should be sufficient to
guarantee a reliable communication;

• The system should guarantee high reliability (durability) and resilience to
adapt to different communication conditions.

As current state-of-the-art technology still presents limitations in meeting those re-
quirements for millimeter wave communications, the further development of new
devices is necessary [13]. The development flow characterizing the realization of a
commercial application is composed of several steps, the most important of which
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are summarized in Figure 1.4. First step is represented by the definition of the
device fabrication technology, which is the set of chemical/mechanical processes
and rules used to fabricate electronic devices on wafers of semiconductor mate-
rials. The semiconductor industry is characterized by a continuous innovation in
the fabrication technology, involving improvements in the material composition, as
well as in the geometrical feature sizes. These directly impact on the electrical
performances of the individual devices that are embedded in the semiconductor
material (the front-end-of-line or FEOL) and on the interconnection between the
devices (back-end-of-line or BEOL). The development of a new fabrication technol-
ogy brings, as a consequence, a new generation of electronic devices, both active
(i.e., capable of actively control/amplify electrical signals, like transistors) and pas-
sive (i.e., transmission lines, capacitors, inductors, etc.) which need, first of all,
to be characterized. Using accurate data from measurements, the device charac-
teristics can be used for the development of compact models, to be used for the
prediction of the device performances in different working conditions. The use of
models allows combining different devices to design complex circuitry, where the
overall performances can be predicted with extensive use of circuit simulators. The
design is finally used for the realization of a prototype circuit, manufactured in the
target production technology, and when the prototype is successfully tested it can
be then turned into a final product to be introduced to the market. If the perfor-
mances of the prototype do not comply with the specifications, the development
cycle needs to restart from one of the intermediate steps. Each cycle can have sev-
eral months of duration, and be characterized by costs that can sum up to several
millions of Euro. It is therefore essential from both an engineering and economic
point of view to optimize the device development cycle. An important condition for
the reduction of time-to-market and development costs of new devices is the avail-
ability of accurate and reliable characterization processes, capable of measuring
the characteristics of the devices under test (DUTs) directly in the environment
in which they are manufactured (i.e., on-wafer) and in the frequency range in
which they are supposed to be employed. While for RF and microwave frequencies
many solutions already exist and are widely available on the market, when it comes
to higher frequencies (i.e., higher than 60 GHz) the availability of measurement
equipment reduces, and the existing instrumentation presents lower performances
in respect to the microwave counterpart. It becomes of primary importance, for
the fostering of millimeter wave applications, to work towards the development of
novel characterization strategies, allowing to achieve accurate measurements of
on-wafer millimeter wave devices.

1.2. Thesis objectives
This thesis concentrates on the analysis of some of the major challenges related to
the characterization of (sub)mm-wave devices, especially regarding on-wafer mea-
surements, and proposes a series of possible solutions and novel approaches. The
analysis is first dedicated to the calibration of on-wafer test-benches, which is the
set of processes required to correct all the errors introduced into the measurements
by the characterization equipment. The main bottlenecks of conventional calibration
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approaches at millimeter waves are first identified, and a novel simulation-based
approach for the characterization of on-wafer calibration artifacts is proposed, with
a focus on transmission lines. Then, we introduce a novel transmission line struc-
ture, the capacitively loaded inverted coplanar waveguide (CL-ICPW), dedicated to
the implementation of direct calibration on silicon back-end-of-line (BEOL), which
allows moving the measurement plane directly at the intrinsic (FEOL) device plane.
The focus of the thesis will then shift towards the implementation of accurate in-
strumentation and test-benches. First, we describe the use of a mixed-signal active
load pull architecture for the characterization of millimeter wave devices in the fre-
quency range between 50 GHz and 65 GHz, including the design of the dedicated
waveguide-based test-bench and its optimization for low- and high-power devices.
Then we introduce a novel approach for the measurement and the control of power
during small and large signal characterization of millimeter wave devices, which
allows using conventional measurement instrumentation (Vector network analyz-
ers, millimeter wave extenders, power meters) to achieve refined power control
and vector corrected power measurement with unprecedented speed. This method
also opens the possibility to develop active load-pull approaches for frequencies up
to 1 THz, as will be introduced by the end of this dissertation.

1.3. Thesis outline
This dissertation is structured as follows.

In Chapter 2, a general overview of the conventional calibration approaches for
microwave (on-wafer) measurements is provided, in order to highlight the limita-
tions of these methods when the measurement frequency is increased towards the
millimeter wave range.

In Chapter 3, an analysis on the sources of error in millimeter wave measure-
ment test-benches for on-wafer measurement is performed. First, the attention is
posed on probe-tip calibrations, and the error associated with the common practice
of transferring the calibration error terms from an off-wafer calibration substrate
to an on-wafer environment in which the device under test (DUT) is embedded,
are analyzed. Then, the chapter will highlight the importance of performing the
calibration using test-structures already embedded in the DUT environment (i.e.,
on-wafer), proposing a novel approach for extracting the characteristic impedance
of transmission lines employed for thru-reflect-line (TRL) calibration, which is the
most important parameter to be known during calibration whilst the more difficult
to properly extract by means of measurements.

Chapter 4 introduces the use of capacitively loaded inverted CPWs (CL-ICPW)
in test fixtures for (sub)mm-wave device de-embedding. These transmission lines
allow implementing a distributed TRL de-embedding of the fixture, opening the
possibility for direct calibration up to the DUT reference planes, without the need
of additional de-embedding procedures.

Chapter 5 describes the implementation of a waveguide-based mixed-signal ac-
tive load-pull test-bench, working in the WR-15 waveguide bandwidth, and its use
for the large-signal characterization of millimiter wave devices and circuits.

In Chapter 6, a methodology is described for the accurate measurement and
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control in conventional (sub)mm-wave small- and large-signal test-benches, and a
novel approach for load-pull measurements at frequencies higher than 75 GHz is
proposed.

Finally, Chapter 7 will be used to draw some conclusions and make some rec-
ommendation for future developments and use of the present work.



2
Conventional high

frequency calibration and
measurements

T he characterization of high frequency electronic devices relies on the quantifi-
cation of diverse device properties by means of measurements performed on

a device-under-test (the DUT) at the target operating frequency and, in case an
active device is considered, under different operating conditions. The kind of pa-
rameters that need to be measured also depends on the application in which the
DUT has to be employed. For devices that need to be used in telecommunication
applications, for example, it can be important to quantify the capability of properly
reproducing an analog signal, without loss of information. This capability is typi-
cally linked to the linearity of the device. A linear device is capable of reproducing a
replica (in frequency and phase) of an input signal, without introducing any distor-
tion1. The linearity of active devices (like transistors, or amplifiers) can be typically
guaranteed by providing low-power signals to the device, and then measuring its
response. In this sense, an active device is defined to operate in its linear region
when its DC characteristics (i.e., its biasing conditions) are not influenced by the
RF signal applied. For this reason, linear measurements of active devices are also
commonly addressed as small-signal measurements. On the other end, to verify

Parts of this chapter have been published in Improved RSOL planar calibration via EM modelling and
reduced spread resistive layers (2015) [14], On the definition of reference planes in probe-level calibra-
tions (2016) [15] and Fused Silica based RSOL calibration substrate for improved probe-level calibration
accuracy (2016) [16].
1Note that the maximum level of distortion discriminating linear from non-linear operation is typically
set through standard definitions using various metrics, like intermodulation distortion, error vector
modulation, spectral regrowth, etc.. Discussion of these metrics is out of the scope of this dissertation.

9
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the device linear performances, it might be needed to drive it with larger input
power levels. In this case the power provided to the input of the device needs
to be increased so that it can influence its DC characteristic, and in this case is
said to be in large-signal operation. This kind of operation typically introduces non-
linearity effects in the device RF behavior, that need to be measured (large-signal
measurements). The complete characterization of active devices always requires
both small- and large-signal measurements even for millimeter and sub-millimeter
frequencies. This chapter will be mostly dedicated to the most common measure-
ment system employed for high frequency small signal measurements, the vector
network analyzer (VNA). First part of this chapter will be dedicated to a general
description of the VNA. Then, important part of the analysis of the measurement
systems is dedicated to the errors introduced by the equipment, and the calibration
strategies that are needed for correcting them. A more specific analysis of the use
of VNAs at millimeter waves and beyond will be presented in Chapter 6. The last
part of this chapter will be dedicated to the use of VNA setups for the measurement
of on-wafer devices, and the related calibration strategies. Special attention is ded-
icated to the ambiguities in the selection of the calibration reference plane during
planar measurements, and on how to choose the appropriate calibration approach
depending on the frequency of operation.

2.1. The Vector Network Analyzer
The Scattering matrix is widely used to describe the electrical behavior of linear de-
vices [17]. The S-parameter of an N-port network, where each port i is terminated
to a specific reference impedance 𝑍 are defined as:

(
𝑏
⋮
𝑏
) = [

𝑆 ⋯ 𝑆
⋮ ⋱ ⋮
𝑆 ⋯ 𝑆

] ⋅ (
𝑎
⋮
𝑎
) (2.1)

Where 𝑎 is the incident wave at a specific port 𝑖, while 𝑏 is the reflected wave at
a specific port i. It is important to notice how the S-parameters, and the incident
and reflected waves, are reported in literature with different formalism, which some-
times lead to slightly different definitions and properties of other related parameters
[18, 19]. In Equation (2.1) and in general in this dissertation, the pseudo-waves
formalism is used, based on the one presented in [19], and described in detail in
Appendix A. In the case of RF/microwave devices, S-parameters can be employed
to compute relevant figures of merit like small-signa gain, insertion loss, reflection
coefficient or amplifier stability. The measurement of the (frequency dependent) S-
parameters of a DUT is commonly performed by means of a vector network analyzer
(VNA) [20]. A VNA can be used for measurements of DUTs with one or multiple
ports, and is capable of frequency sweeping (from kHz to 1.1 THz, employing dif-
ferent hardware setups) and power control at each test port. In this section, we
present a general overview of the principle of operation of VNAs, discussing the lim-
itations associated to this kind of equipment when measuring at (sub)mm-waves.
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Figure 2.1: General system schematic of a VNA, including the main four stages.

In general, it is possible to schematize a VNA as composed of four main stages
(see, Figure 2.1 for two-port example):

1. The signal generation stage, where an RF signal is generated, at an appro-
priate frequency and power level, for each test port.

2. The reflectometer stage, where replicas of the incident and reflected waves
are sampled, for each test port. The sampled waves are typically acquired by
means of intermediate frequency receivers;

3. The test ports, representing the connection point between the VNA and the
DUT ports;

From this simple schematic, several variations are possible in terms of number of
test ports, number of sources and receivers, add-ons for advanced measurements,
etc..

Signal generation
The measurement of the S-parameters is based on the capability to provide an
appropriate stimulus, at a given frequency of operation, and to measure the cor-
responding response of the device. The signal provided to the DUT is typically
sinusoidal, but more advanced measurements may require more complex signal
generation (pulsed, multi-tone, modulated, etc..). The generation of sinusoidal,
frequency swept signals is typically performed by means of synthesizers, where a
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Figure 2.2: Simplified schematic of an ALC loop in VNAs.

phase locked VCO is employed to provide a swept frequency response in a certain,
limited, frequency range [21]. In order to guarantee broadband frequency gener-
ation, multi-path configurations are typically used, where frequency multiplication,
division and mixing allow using a single VCO for multi-octaves frequency coverage
[22]. An important aspect to be taken into account during generation is the power
control: having a leveled and controllable power delivered at the test-port is gen-
erally desirable when measuring active devices, where the DUT’s operation (small
signal or large signal) needs to be characterized versus the stimulus level (see, also
Chap. 6). In VNAs, the power control is achieved by means of the automatic loop
control (ALC). The ALC system is conceptually simple: the power at the test-port is
monitored by means of a detector, while a negative feedback loop is used to control
a level adjustment unit (a variable gain amplifier or a variable attenuator) allowing
proper power leveling, as shown in Figure 2.2.

Reflectometers
Following the definition of S-parameters [18], the measurement of such quantities
is based on the capability of sampling, at each DUT port i, the incident wave ai and
the reflected wave bi. This task is typically performed by means of reflectometers. A
reflectometer is, at its essence, a 4-port linear device, conventionally schematized
as in Figure 2.3. Supposing that the VNA source is connected to port 1 of the
reflectometer, while port i of the DUT is connected to port 2 of the reflectometer,
this device allows to have at the coupled ports 3 and 4 quantities proportional to
the scattered waves ai and bi, respectively. Different kinds of directional devices
can be used to realize a reflectometer, like directional couplers, directional bridges
or splitter based components (i.e., 1 + Gamma reflectometers )[22]. Regardless of
the implementation, reflectometers are typically characterized by some fundamental
parameters, such as the mainline loss L (attenuation of the ai wave), the coupling C
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Figure 2.3: Generalized schematic of a reflectometer.

(attenuation of the coupled wave), the directivity D (ability to separate the coupled
ai wave from the bi wave) and the isolation I (power coupling between the input port
and the isolated port, i.e., leakage from input to b wave and from output to a, which
is linked to directivity and coupling as D = I + C dB). Ideally, for a perfect signal
separation (and S-parameter measurement) the losses should always be negligible,
the directivity infinite, and the coupling equal between the ports. In this case, the
coupled waves would be directly proportional to the scattered waves (αa and βb),
and their ratio could be directly linked to the S-parameter of the DUT. In practice,
the inevitable non-idealities make the coupled waves always affected by frequency
dependent errors. Calibration procedures allow, in principle, to correct for these
errors, irrespectively of the quality of the reflectometer parameters (also called
raw performances), and how they deviate from ideality. In reality, however, good
raw performances have strong impact on the stability of the calibration [21]. The
implications of this on millimeter wave measurements will be further discussed in
Chapter 5.

Test ports
The test ports of a VNA represent the interface between the instrument and the
DUT. In principle, a VNA can have one or multiple test ports, while the most com-
mon configurations for modern commercial VNAs are 2-ports and 4-ports. Some
examples of VNAs with different numbers of test ports are displayed in Figure 2.4.
The primary VNA test-ports are constituted by coaxial rugged connectors, which are
typically present in the instrument front panel or in an external test set. However,
being not always possible to connect a DUT directly at the front panel ports of a
VNA, the typical configuration involves the use of coaxial cables to connect the in-
strument to the DUT ports. In this case, the extended test ports are considered to
be the coaxial connectors interfacing with the DUT, see Figure 2.5. In principle, the
VNA test ports can be seen as the plane at which the S-parameters measurement
actually takes place. In practice, the actual measurement plane in a VNA is at the
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(a) (b)

(c) (d)

Figure 2.4: Examples of VNA configurations with different number of test ports. a) Copper Mountain
Technologies R60, a 1-port VNA operating from 1 MHz to 6 GHz. b) Anritsu VectorStar, 2-port VNA
operating from 70 kHz to 70 GHz. c) Keysight PNAX, 4-port VNA operating from 10 MHz to 67 GHz. d)
Rohde&Schwartz ZNBT8, 24-port VNA operating from 9 kHz to 8.5 GHz.

receivers, where the physical quantities (i.e., the scattered waves) are effectively
acquired. For this reason, VNAs need procedures that allow relating the acquired
quantities to the S-parameters at the test ports, or more specifically to the mea-
surement reference planes. These procedures go under the name of calibration
techniques, and will be discussed further in this chapter.

2.2. VNA Calibration
When using the VNA to perform the characterization of a DUT, the goal of the
measurement is to obtain the physical characteristics (i.e., the S-parameters) of
the device at a user defined reference plane (i.e., the extended test ports in Fig-
ure 2.5). It is necessary to model all the system imperfections present between
the instrument’s primary test ports and the measurement reference planes. This
is typically done by defining a fictitious network incorporating the system’s errors.
The process of defining, quantifying and mathematically correcting this error net-
work, in order to set the measurement reference planes, is called VNA calibration.
In general, two big groups of errors can be identified: systematic and random er-
rors. While random sources of errors (i.e., noise, repeatibility, etc..) can only be
described by means of qualitative/statistic figure of merit, systematic errors (like
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Figure 2.5: Example of test port extension from VNA front panel to the DUT measurement plane, by
means of coaxial cables.

losses, directivity, source match, load match, etc..) generally allow a proper quan-
tification, and therefore can be corrected by means of calibration. For a complete
review of the systematic contribution to error in a VNA, the reader is invited to
read [23]. When the error network is subtracted from the measurement results,
it is possible to obtain a corrected measurement representing the most accurate
estimate of the actual S-parameter of the DUT.

The way a certain calibration procedure is performed depends, on a first in-
stance, on the way the error network is modeled. As a matter of fact, diverse error
models exist, which lead to different calibration methods. For the specific case of
two-port VNAs, two main error models are typically employed for calibration, the
12-terms and the 8-terms.

12-terms error model
The 12-terms error model is the most widely used, while it was developed for older,
less advanced VNA architectures, that were based on the use of only three receivers
[22]. In this case a clear differentiation between the forward (power is applied at
port 1) and reverse (power is applied at port 2) measurement directions is needed.
As a matter of fact, this model describes the two measurement phases with two
separate error sets (called the forward and reverse error adapters), which can be
conveniently represented by means of flow graphs, as shown in Figure 2.6. The
model includes a total of 12 independent unkwnown terms, describing the overall
systematic errors in the VNA, and that need to be quantified in order to correct the
measurements. The terms e30 and e’03 are associated to cross talk errors, and can
typically be directly measured using S21 and S12 obtained when terminating port 1
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Figure 2.6: Flow graph representation of the 12-terms error model of a generic VNA

and port 2, reducing the number of unknowns to 10. For the other terms, for the
forward mode, a typical calibration procedure would require to:

1. Measure three independent one-port DUT with known reflection coefficient
(calibration standards) to evaluate e00, e11 and e10e01 (also called one-port
calibration).

2. Connect ports 1 and 2 together to obtain e22 and e10e32.

The same procedure can be applied also to the reverse mode, to obtain all the
required error terms [23]. The calibration standards employed during step 1 can
be ideally of any kind, as long as their reflection coefficient is known for all the
frequencies of interest. In practice, it is preferable, to avoid undetermined ex-
pressions in the equations and to maximize the dynamic range of the VNA, to use
calibration standard with calibration coefficients as different as possible from each
other. Also in step 2, a transmission line can be used in place of a direct inter-
connection between port 1 and port 2, as long as its S-parameters are known in
advance. The most commonly employed calibration method based on the 12-terms
error model, which is also the most widely used calibration for coaxial applications,
is the Short-Open-Load-Thru (SOLT) calibration, in which a short, an open and a
matched termination (Γ ≃ 0) are used as the three independent standards, and
a direct connection (thru) is used for the second calibration step. Peculiarity of
the SOLT is that the S parameters of the calibration standards needs to be fully
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and accurately known, for all the frequencies of interest, in order to apply the
correction algorithm. This means that the standards need to be pre-characterized
(using a reference calibration or alternative measurements methods), modelled (us-
ing behavioral representation of the standard) or simulated to acquire the required
information. For this reason, SOLT calibration tends to be less accurate than other
techniques requiring smaller knowledge of the standards (like thru-reflect-line and
line-reflect-match), especially in conditions where the S-parameters of the calibra-
tion artifacts are more complex to predict, like in the case of on-wafer measurments.

8-terms error model
When separate receivers are used for all the scattered waves, then the separation
between forward and reverse model can be avoided. In this case, the 12-terms
error model can be substituted by equivalent error models, featuring a lower num-
ber of error terms, without any loss in accuracy [24]. First, let’s assume that the
cross-talk leakage is neglectable (or it can be determined in a separated calibra-
tion procedure). Then, let’s consider the switch to be perfect, and the load match
to be insensitive of the switching from forward to reverse mode of the VNA. The
latter assumption can only be considered valid when using four separate receivers
for the scattered waves, as this allows to mathematically correct for the switch er-
ror through the so-called switch term correction procedure [24]. In this case, it is
possible to use a different error model comprising only 8 error terms, like the one
depicted in Section 2.2. The 8 terms error model basically consists in two indepen-
dent error adapters, one between port 1 and the input of the DUT (error adapter
X) and one between port 2 and the output of the device (error adapter Y). Being
the error boxes and the DUT in a cascade configuration, it is convenient to mathe-
matically represent the problem using cascade matrix. If TM is the cascade matrix
of the measurement, then [25]:

T = T ⋅ T ⋅ T̄ (2.2)

where �̄� represents the transpose version of a matrix 𝑇. In this case, the goal of the
calibration procedure will be to determine the matrices TX and TY, representing the
cascade matrices of the error adapters X and Y, respectively. Once these are quan-
tified, the measurement can be error corrected by simply inverting the equation,
as:

T = T ⋅ T ⋅ T̄ (2.3)

Please notice that, for measurements of S-parameters (i.e., ratios of scattered
waves) the independent terms are actually seven and not eight, as the name of
the model would suggest. For this reason, a total of 7 independent readings is
needed for the mathematical solution of the problem, and it can be demonstrated
that this can be achieved by measuring at least three two-port calibration standards
[26], while it is not necessary to know all the S-parameters of these standards. It
is important to stress that both the 12-term and the 8-term error models describe
exactly the same system and the same errors. Thus, in the assumption of having
a VNA with four independent receivers, the two models are interchangeable. It is
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Figure 2.7: Flow graph representation of the 8-terms error model of a generic VNA

indeed possible to transform the 8-term error model in a 10-term error model [24],
and the 10-term to 12-term by also including the cross-talk leakage.

The most commonly used calibration procedures for 8-terms error model are:

• Short-Open-Load-Reciprocal (RSOL) [27]

• Line-Reflect-Match (LRM) [28]

• Thru-Relfect-Line (TRL) or Line-Reflect-Line (LRL) [29]

Ultimately, the goal of any of the abovementioned calibration methods, irrespec-
tively of the error model and the implementation, is to:

1. Define the reference impedance of the measurements, which will determine
the domain of definition of the S-parameters;

2. Define the position of measurement reference plane, i.e., the position of the
”extended” test-ports of the VNA.
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Table 2.1: Relation between reference impedance and reference plane location with the specific calibra-
tion standards of SOLT, RSOL, TRL and LRM methods

SOLT RSOL TRL LRM

Reference impedance Zref
Zref

std definitions
Zref

lumped std definitions
Zref

line std
Zref

load std

Reference plane location lumped std lumped std Center of the thru std Center of the thru std

While, in principle, the abovementioned calibration procedures are equivalent in
terms of accuracy, the way these objectives are pursued, and the residual uncer-
tainties, are in practice strongly dependent on the choice of the standards, i.e.,
the manufacturing quality as well as the accuracy of the standard models. For each
calibration method, it is possible to define how the reference impedance of the mea-
surement 𝑍 and the position of the reference plane are estimated, based on the
available calibration standards. Table 2.1 exemplifies how reference impedance and
reference planes are estimated for the four mentioned calibrations (SOLT, RSOL,
TRL and LRM). It is in general suggested to employ calibration strategies in which
the standards related to 𝑍 and reference planes are more easily manufactured
and modeled. This mostly depends on the application, on the measurement fre-
quency and on the environment in which the measurements need to be performed.
The final part of this chapter will be used to draw some guidelines for the choice of
the calibration strategy to be used for on-wafer calibration, depending on frequency
and application.

2.3. Planar Measurements
Test and measurement instrumentation for RF and microwave measurements, as
in the case of the VNA, is generally designed to perform measurements on coaxial
devices, i.e., devices which interface to the outer world through coaxial connectors.
As a matter of fact, as can be seen also in Figure 2.4, VNA test-ports are always
coaxial. In case of mm-wave extenders, which will be better discussed in Chapter 6,
test-ports are instead realized with waveguide flanges, using a waveguide interface
according to the specific extender bandwidth. On the other end, electronic devices
and circuits are primarily realized on planar environments, i.e., on wafers realized
using semiconductive materials. While it can be interesting to characterize devices
after being packaged and properly connectorized, their performances in the native
planar environment must be also measured, especially when model extraction and
validation is required. This implies the need to shift the position of the instrument
test port from coaxial (or waveguide) to planar. This interface transformation is typ-
ically obtained by using wafer-probes. Wafer probes provide the proper transition
to convert the waves traveling in a coaxial (or waveguide section) into a planar field
distribution, often in the ground-signal-ground (GSG) configuration. Examples of
different commercially available probes are depicted in Figure 2.8a. The transition
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coaxial waveguide

(a)

Micro coax/MS/GSG Micro coax/GSG WG/MS/GSG

(b) (c)

Figure 2.8: a) Examples of commercially available wafer probes for microwave and millimeter wave
applications. b) Different approaches for probe tip realization, with microcoaxial to microstrip to GSG
transition (left), direct microcoaxial to GSG transition (center) and waveguide to microstrip to GSG tran-
sition (right). c) 3D representation of a GSG probe landing on probe pads

from the test-port connector (coaxial or waveguide) to the GSG planar environment
can be implemented in several ways, depending on the vendors and the applica-
tion, as shown in Figure 2.8b. The final interconnection between the probe and the
planar environment is achieved by physical contact between the probe tips and the
probe pads. These landing structures, typically circular or rectangular, are realized
using soft metals (gold or aluminum) to allow proper low-ohmic connection without
damaging the probe tips (see, Figure 2.8c). While in connectorized measurements
the uncertainty sources of calibration standards and of reference plane position have
been accurately studied and identified, the planar measurements present additional
challenges and lack of comparable traceability.

2.3.1. Calibration challenges in planar measurements
Calibration techniques for on-wafer measurements typically consist of a probe-level
calibration performed on a low-loss substrate (i.e., alumina or fused silica) [30].
This probe-level calibration is then transferred to the environment where the DUT
is embedded in and often, to increase the measurement accuracy, this calibration is
augmented with a on-wafer calibration. This allows moving the reference plane as
close as possible to the DUT, by de-embedding the parasitics associated to the con-
tact pads and the device-access vias [31]. However, planar measurements present
an un-shielded (from an electromagnetic stand point) transition from the instru-
mentation test port (i.e., the probe) to the DUT, and this allows for uncertainty in
the definition of the calibration reference plane. The non-shielded nature of the
transition results in a kind of ”distributed” interaction between the probe and the
DUT: the transition cannot be placed at an exact reference plane (for example, at
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Figure 2.9: Electromagnetic simulation of a probe-to-pad transition, highlighting different coupling mech-
anism associated to the non-shielded nature of the transition

the contact point between the probe tip and the pads) because the probes inevitably
interacts electromagnetically with the surroundings, i.e., with the substrate in which
the DUT is embedded, the space surrounding the DUT, and the DUT itself through
distributed electromagnetic coupling. Also, the abrupt transition from the tips to
the pads is keen to excite evanescent, non propagating electromagnetic modes in
the surroundings of the contact point, which contributes to making the reference
plane not well-defined. The aforementioned effects can be better explained by vi-
sualizing the field distribution at the probe-to-pad transition, as done by means of
electromagnetic simulations in Figure 2.9. For these reasons the calibration tech-
nique, as well as the environment in which the calibration is performed, are very
sensitive choices and strongly depend on the application, the frequency range and
the required accuracy.

2.3.2. On the definition of the reference planes in probe-
level calibration

The standard modelling
Traditionally, calibration techniques requiring little standards knowledge (e.g., TRL,
LRL, LRM) have been considered the most accurate, especially in combination with
planar applications, mostly due to the challenges related to obtain a full and ac-
curate pre- characterization of planar standards, like matched loads. Neverthe-
less, when moving to on-wafer environments and requiring a broad-band frequency
range of the calibration, the usability of TRL is limited. As a matter of fact, TRL is
limited in frequency by the insertion length of the line standard (i.e., the length of
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the line in excess to the thru standard), which needs to be electrically shorter than
180 degrees in the whole measurement frequency range [29], so that a single-line
calibration kit can never cover more than an 8:1 (frequency span - start frequency)
bandwidth. For this reason, techniques featuring multiple lines have been devel-
oped to cover wider frequency bandwidths, like the multi-line TRL [32]. But a large
number of lines can be impractical in case of on-wafer measurements, because of
the conspicuous space occupation and the large required probe movements, due
to the different lines lengths. More space efficient calibration procedures, such as
the LRM [28], suffer from a simplified purely non-reactive model of the load in its
original definition. Imposing partial or full knowledge of some standards allows to
extract or incorporate a reactive behavior in the match load, as done in the LRRM
[30] and LRM+ [33]. Nevertheless, as the TRL also the LRM technique sets the
calibration reference plane in the middle of the (non-zero) coplanar thru line, thus
requiring an accurate model of the thru to shift the reference plane back to the probe
tips, as it would be required in case calibration is performed on an independent cal-
ibration substrate before being transferred to the targeted DUT wafer. It has been
demonstrated that, when coupled with accurate standard models, the reciprocal
SOL (RSOL) using an unknown thru [27] can provide accuracy levels comparable to
those of the TRL technique [34, 35] directly setting the reference plane at the probe
tips. Unfortunately, probe and calibration substrate manufacturers typically provide
only purely reactive models of the calibration standards. In the past, this was mostly
due to the required compatibility with old firmware analyzers, while modern ana-
lyzers allow full frequency dependent definition of calibration standards, also in the
form of S-parameters. In contrast to this trend, in [34] accurate frequency depen-
dent models were acquired employing a measurement procedure, thus requiring
an accurate reference calibration to be performed. These models were then used
for the calibration standards, achieving improved accuracy in the calibration. This
technique still requires a reference calibration for the pre-characterization of the
standards, which then shifts the problem of the residual errors to the accuracy of
the reference calibration employed. If one wants to make the definition of the stan-
dards independent of any previous calibration, one solution could be the use of EM
simulation for their modelling [14]. To make an example, in [14] the calibration
standards from a commercially available Cascade Microtech ISS model 101-190C
were simulated in order to realize a frequency dependent data-base model, in the
form of S-parameters. For the simulation, the transverse and vertical dimensions of
the standard were first measured using a Dektak 8 profilometer with a few nanome-
ter of vertical resolution together with an optical analysis with a reference scale.
Using these parameters, a model of each standard was realized using a 2.5D full-
wave EM environment (i.e., Keysight Momentum), see Figure 2.10a. The standards
were simulated by using lumped internal ports to mimic the configuration of a GSG
probe, in the frequency range from 10 MHz to 40 GHz. Three different calibrations
were performed: a RSOL calibration using the simulated standard models, a RSOL
calibration realized using standard lumped models (provided by the manufacturer),
and an LRM calibration realized on the same calibration kit. A unique set of raw
data of the standards was employed to derive the error-terms of the three different
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Figure 2.10: a) 3D model of match load after Momentum simulation, indicating field intensity over the
conductor and resistive layer surfaces. b) Worst case error bound representing the comparison of the
three considered calibrations when measuring a 450 μm line. Simulation data of the line are used as
reference.

calibrations, in order to guarantee consistency and exclude sources of error due to
different probe placement among the calibrations. A raw measurement of a 450
μm line present on the same calibration substrate was used to compare the data
obtained applying the three set of error terms mentioned above and compute a
worst case error bound (WCB) using the method of [36], as:

𝑊𝐶𝐵 = 𝑚𝑎𝑥 |𝑆 − 𝑆 | (2.4)

Were 𝑆 represents the S-parameters of the verification DUT obtained using the
chosen calibration, and 𝑆 represents the reference value of the S-parameters of the
verification DUT. In this case, the EM simulation of the 450 μm line was used as
reference data. The error bound is shown in Figure 2.10b, showing how the EM-
based RSOL outperforms both the RSOL calibration based on standard definition and
the LRM calibration. The error improvement can be associated to a better accuracy
of the standard definitions, as the errors related to probe misplacement and contact
have been minimized, or at least made homogeneous for all the calibrations, by
using the same set of raw data for the error computation.

On the placement of the reference planes
For connectorized measurements, the sources of uncertainty related to calibra-
tion standards and reference planes have been accurately identified and modelled
in literature, and the reader can refer to [37] for further information. For un-
connectorized measurements, like in the case of planar measurement, the interface
between system and DUT (including the calibration standard) makes things more
complicated. If properly realized, calibration procedures like the TRL allow setting
the calibration reference plane at the center of the transmission line employed as
the thru standard, so that the reference planes are accurately placed far from the
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probe-to-DUT transition. On the other end, when the calibration is performed on
a “general” impedance substrate, and needs to be transferred to the environment
where the DUT is embedded, a less rigorous process takes place. In this case, it
would be not consistent to place the calibration reference plane at the center of the
thru standard, as this plane would not be present in the final DUT measurement.
It is necessary to have an unequivocally defined reference plane, which could be
consistently transferred from the primary calibration to the DUT measurement. In
case of TRL calibration, the reference plane can be translated back from the center
of the thru to the probe tips, based on the knowledge of the propagation con-
stant, and the length of the line [36]. This process is based on the assumption of
pure TEM propagation in the considered line. This assumption can be easily vio-
lated in close proximity to the probe-tips, as the imperfect probe-to-pad transition
(from the electromagnetic standpoint) allows for the presence of non-propagating
EM modes, which would affect the accuracy of the reference plane translation. It
would be preferable to have a calibration approach which non-ambiguously defines
the calibration reference plane directly at the probe-tips, without the need of sec-
ondary plane translation. In this respect, RSOL calibration can come in handy. In
this case (as well as SOLT) the reference plane is placed where the one-port stan-
dards (i.e., short, open and load) are defined, see Table 2.1 (NB, these standards
needs to always be defined at the same reference plane). Using this reasoning,
if the calibration standards could be defined directly at the probe tip, that would
unequivocally define the reference planes. Unfortunately, the way the reference
planes are defined for on-wafer calibration procedures presents some challenges.
Up-to-date probe-level calibrations are performed using paired substrates and probe
set, where the discontinuity caused by the transition (probe-to-line/pad) is entirely
embedded in the standard definition, implicitly setting the reference at plane b in
Figure 2.11a. This results in two effects:

• calibration substrates cannot be used on un-paired probes;

• measured data present offsets when compared to simulated data (which are
often the benchmark value in all integrated technologies), since the imperfect
probe-to-pad transition is not included in the simulation.

In order to shift the calibration reference plane from plane b to a (i.e., to the proper
probe-to-line transition), it is necessary to embed (most of) the imperfection related
to the transition into the error terms, therefore creating a standard definition which
is independent of the employed probe. To better understand the problem, let’s
consider a generic probe-to-line transition, as shown in Figure 2.11b. The various
probe types end with a tip providing a contact point in the order of 10-20 μm to
easily contact pads and lines having a width of 50 μm. This width step, between
the probe tip and the line/pad, can be modelled as a step change in the width of
the signal line of a CPW, as shown in Figure 2.11c, from [38]. As can be seen
from the inset in Figure 2.11c, this step discontinuity can be modelled, in a first
order approximation, as a T-network with a shunt capacitor. In conventional probe-
paired calibration kit definitions, this capacitance is removed (becoming of negative
sign) and embedded in the standard definition, as can be seen from Table 2.2. By



2.3. Planar Measurements

2

25

(a) (b) (c)

Figure 2.11: a) Schematic top-view of a probe-to-line transition for a GSG connection. Line a (dashed
black) and b (dashed red) define two possible positions for the calibration reference plane. b) Probe-
to-line transition for a |Z| probe on a CPW transmission line. c) Equivalent model for a step change in
signal line width for a CPW transmission line, as derived from [38]

Table 2.2: Standard definition for the Cascade Microtech ISS model 101-190C

ACP/
FPC

C-Open fF
(on substrate)

C-Open fF
(in air)

L-Short
pH

L-Term
pH Infinity

C-Open fF
(on substrate)

C-Open fF
(in air)

L-Short
pH

L-Term
pH

GSG
100 3.5 -9.3 2.4 -3.5

GSG
100 3.6 -6.5 3.3 -0.4

GSG
125 3.5 -9.5 3.6 -2.6

GSG
125 3.6 -6.6 5.7 1.6

contrast, when the standards are defined using EM models, their definition becomes
independent of the probe construction (a part from the probe-pitch, which is to
be still taken into account during calibration) and the reference plane is directly
placed at the probe-to-pad touchpoint. To validate this statement, a comparison
was performed by using a Cascade Microtech ISS 101-190C as calibration substrate
[39]. For this, probe-paired standard models are provided by the manufacturer,
as reported in Table 2.2, for two probe types, ACP/FPC and Infinity, and different
probe pitches. No model is instead provided for un-paired probes. For the same
calibration kit, models were realized using EM simulations and measurements of the
standards dimension as described in previous subsection, for the same probe-pitch
dimensions. In order to compare the two different standard models, we considered
two different set of probes with the same probe pitch, i.e., 100 μm. In particular,
one set of Cascade Microtech Infinity i40 and one set of Cascade Microtech 40 GHz
|Z| probes have been employed. Two calibration kits from the same ISS model
101-190C substrate have been considered, and on each one raw measurements
of all the calibration standards have been performed with both sets of probes, in
the frequency range from 1 GHz to 40 GHz, using a semi-automated probe-station
to reduce errors related to probe misplacement. Afterwards, the raw data have
been used to derive the error set for RSOL calibration, using the manufacturer
provided standard definition for the Infinity, and EM derived standard models for
both Infinity and |Z| probes, obtaining a total of six different error sets. All the data
acquisition, generation of the calibration terms, and data correction was performed
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Figure 2.12: a)Worst case error bound defined by the two different sets of probes, employing EM derived
calibration standard model for Infinity (full squares) and |Z| probes (empty circles) and the standard
probe-paired model for the Infinity (stars) probes, when calibrating using a Cascade Microtech ISS 101-
190C. Calibrations have been performed on two different calibration kits on the same substrate, and
verified on four different lines. The WCB is computed using simulation data of the verification line as
reference. b) Phase response of the 450 µm line, after calibration for different probe types, compared
to the phase response obtained using EM simulations.

using Cascade Microetch Wincal XE ver. 4.5. Raw measurements of two 220 µm
lines and two 450 µm lines, on the same calibration substrate, have been performed,
and the six error sets mentioned above have been applied. In order to compare
the different probe-tips calibrations, the method of [36] has been employed, using
simulation data of the two verification lines as reference, and defining the worst
case error bound (here referred as WCB) as in Equation (3.3). The results of the
comparison, that was carried out in [15] are shown in Figure 2.12a. The comparison
highlights how, when EM models for the calibration standards are employed (see,
Figure 2.12a, full squares for Infinity, empty circles for |Z|), different probes provide
similar values for the error bounds, making the calibration in principle insensitive of
the probe type. Furthermore, when probe-paired standard definitions are employed
(see, Figure 2.12a, star symbols), the resulting error bound is up to two times higher
than the error associated to any EM model based calibration, irrespectively of the
probe. Note that in this analysis the higher error bound is not to be interpreted
as a worse calibration, but as a wrong association of the reference plane, when
compared with a clearly defined plane in the simulation environment. This result
can also be highlighted by comparing the phase response of the 450 µm line of the
two different probes employing the EM models (see, Figure 2.12b, full squares for
Infinity, empty circles for |Z|), showing an high agreement with the simulated data
(see, Figure 2.12b, solid line), and the result using the probe dependent model
provided by the manufacturer (see, Figure 2.12b, star symbols).

On the manufacturing of planar calibration standards
In the previous two subsections it has been shown how, with the aid of electro-
magnetic simulations, it is possible to improve the accuracy of RSOL calibration by
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Figure 2.13: a) Schematic cross section of the 50 Ω resistors fabricated on the proposed fused silica
substrate; b) Load standard artifact realized using the proposed technology.

providing a more physical model of the calibration standard, and defining unequivo-
cally the reference plane of the calibration. One thing is still missing in this analysis,
and is to study how the manufacturing of the standard can affect the accuracy of
the model, hence the accuracy of the calibration. For RSOL (as well as for LRM
calibration), the variation of the load performances, both in terms of DC resistance
and electromagnetic behavior, constitute one of the biggest sources of uncertainty
[14, 35]. As discussed in previous sections, in commercially available calibration
kits, the load standard is typically defined by means of a purely inductive model.
In this, while the DC resistance is very well controlled by means of laser trimming
[39], the purely inductive model results to be inaccurate since the large capacitive
loading provided by the contacting metal stripes is neglected. At the same time,
the laser trimming procedure, while keeping the resistance value highly repeatable,
poses a limit in the EM modeling of the load standard, since the geometrical modifi-
cations generated during the trimming procedure are not predictable. The only way
to avoid laser trimming is to use a fabrication process that could allow very precise
control of the geometrical properties (width/thickness) of the resistive layer. In this
framework, a lithographic process like the one proposed in [14], featuring a layer
thickness variation in the order of 1% across a single 2x2 cm2 and horizontal ac-
curacy in the order of parts of nanometer, can represent a good candidate for the
manufacturing of a precision RSOL calibration substrate. Figure 2.13a shows a sim-
plified schematic cross section of a calibration load manufactured in the proposed
technology. The resistive layer with controlled thickness is first deposited, then pat-
terned by means of lithography. The contact pads are then deposited on top of the
resistive layers, in order to guarantee a good ohmic contact between the low resis-
tivity material of the pad (aluminum) and the high resistivity material used for the
resistance. For the other standards (short, open and thru) the same manufacturing
process is used, with the low resistivity material always deposited on top of the high
resistivity layer. Figure 2.13b shows one of the load artifact realized on the pro-
posed technology. All the designed structures feature a 45x50 μm2 signal pad, and
a geometry which can allocate probe pitches in the range 100-200 μm. In order to
create the models of the calibration standards, the same kind of EM simulation pro-
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cedure as in Section 2.3.2 has been developed. For each calibration standard, the
material properties and geometrical characteristics (width and length) have been
defined as provided by the manufacturer. The resistive layer thickness value has
been extracted by means of DC measurements, using the width, length and resis-
tivity as constants. At the end of the procedure, a probe-pitch dependent model is
extracted for this new calibration kit. Once the calibration kit is manufactured and
properly modeled, the performances can be evaluated by means of comparison. In
order to do that, measurements have been performed in the frequency range from
10 MHz to 50 GHz, employing a set of Cascade Microtech Infinity i50 probes with
125 μm pitch, using Cascade Microtech Wincal XE ver. 4.5 for the data acquisition
and calibration computation. First a RSOL calibration has been performed by using
the new calibration kit in combination with the model realized with EM simulations,
and the error terms have been saved. Then another RSOL calibration has been
conducted on a Cascade Microtech ISS model 101-190C, using manufacturer def-
initions for the standards. Finally, a unique set of raw measurements has been
conducted on different DUTs: a set of different loads manufactured with the fused
silica technology described in this section (0.35 Ω, 0.45 Ω, 41 Ω, 4500 Ω, 6800
Ω), two CPW lines realized on fused silica (726 μm, 1422 μm), a verification line
from the ISS substrate (1800 μm) and a CPW line realized on SiGe BiCMOS 130
nm technology (600 μm). The two different calibrations have been then applied
to each one of the raw measurements. In order to compare the performance of
the calibration, the method of [36] has been employed, using simulation data as
reference, and defining two different worst case error bounds for the transmission
lines and for the loads:

𝑊𝐶𝐵 = 𝑚𝑎𝑥 |𝑆 , − 𝑆 , | (2.5)

𝑊𝐶𝐵 = 𝑚𝑎𝑥 |𝑆 , − 𝑆 , | (2.6)

Where SRef is the S-parameter associated to the reference data, with k associated
to the load standards and w associated to the line standards, Skij,n is the nth s-
parameter measured with 𝑛 ∈ [1, 2] being the considered error set, and 𝑖, 𝑗 ∈ [1, 2].
The results of this comparison are two synthetic figures of merit, comprehensive of
all the performed measurements, summarizing the error committed by employing
a specific calibration technique, and are shown in Figure 2.14. When measuring
transmission lines (see, Figure 2.14a, full squares for fused silica calibration, aster-
isks for ISS calibration), where the sources of error are dominated by the probe
displacement on the transmission lines that are not accounted for by the simula-
tions, both errors tend to increase with frequency. However, fused silica based
calibration performs better than ISS in the entire frequency range, with an error
2,5 times smaller at 50 GHz. When the one-port measurements are considered,
probe displacement error has very small impact on the calibration accuracy [14].
In this case, the error will be mainly determined by the accuracy of the standard
definition. As shown in Figure 2.14b, while the error associated to the calibration
on fused silica is approximately constant versus frequency, the error associated to
the conventional ISS calibration is frequency dependent and always higher than the
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Figure 2.14: Worst case error bound for a) measurements of transmission line and b) measurements of
one-port loads, obtained by using fused silica calibration (full squares) and ISS calibration (asterisks).

error resulting from measuring with the method proposed in this paper, with a dis-
crepancy that can reach one order of magnitude at 50 GHz. Additional insight can
be obtained by considering the impedences of the loads as measured with the two
calibrations, as shown in Figure 2.15. To exemplify the problem, we focus on the
measurements of a very low impedance load, featuring a DC resistance of 0.35 Ω
(see, Figure 2.15, red curves) and a very high impedance load, with a DC resistance
of 4500 Ω (see, Figure 2.15, black curves). For the real part of the impedance, both
calibrations give results close to simulations (see, Figure 2.15a). However, when
the imaginary part of the impedance is considered, the ISS calibration is only valid
at very low frequencies, while it fails to predict the correct values as the frequency
increases (see, Figure 2.15b). Particularly interesting is the measurement of the
very high impedance load, where the ISS calibration shows a positive value for the
imaginary part of the impedance, totally neglecting the mainly capacitive behavior
of the DUT, which instead is accounted for by the fused silica calibration. This be-
havior can be easily associated to the inaccurate inductive model of the ISS load,
as also described in [14].

2.4. Conclusions
Conventional microwave characterization of electronic devices is generally, at least
in part, performed using vector network analyzers (VNAs). In this chapter, the gen-
eral features and architectures of commercially available VNAs have been discussed.
Then, the focus of the chapter has been moved towards the calibration of the VNA.
In particular, special attention has been dedicated to planar measurements. When
measurements are performed on-wafer (i.e., on planar environments) additional
challenges are present due to the imperfect electromagnetic transition offered by
the probe-to-pad connection, requiring dedicated calibration approaches to mini-
mize the residual errors of the corrected measurements. At the end of this chapter,
a set of guidelines has been shown to improve the accuracy of on-wafer calibration.
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Figure 2.15: a) Real and b) Imaginary part of the impedance extracted from the measurements of a
4500 Ω (black curves and symbols) and a 0.35 Ω (red curves and symbols) obtained by using fused silica
calibration (full squares) and ISS calibration (asterisks) as compared to simulations (solid lines).

First, a technique based on the EM modelling of calibration standards has been pre-
sented, allowing to include all the physical properties of the calibration standards in
the modelling, in contrast with conventional modelling which is typically limited to
simplified lumped models. Then, the same modelling techniques have been used to
unequivocally define the calibration planes in planar measurement, by placing them
exactly at the probe-tip contact point with the calibration standard. Finally, an im-
plementation of a planar calibration kit has been shown, realized using low-impurity
fused silica as substrate, and photolitographic techniques for the metalization. The
proposed implementation allows for high repeatability of the calibration standards,
especially of the load, in order to avoid laser trimming for the resistance definition.
In the next chapters, the challenges related to millimeter-wave planar measure-
ments will be discussed in details, and solutions for accuracy improvement will be
presented.
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planar calibration
Chapter 2 has reviewed the concepts of planar calibration. As described, calibration
algorithms are based on (partially) known devices (i.e., SOLT/SOLR/LRM) or employ
distributed concepts (TLR and multi-line TRL). The accuracy of the calibration is di-
rectly dependent on the accuracy with which the standards are known. Traditionally,
calibration techniques requiring little standards knowledge (e.g., TRL, LRL, LRM)
have been considered the most accurate, with TRL reaching metrology institute
precision, by only requiring the information of the characteristic impedance of the
line [29]. In this chapter the focus will be placed only on TRL-based calibration tech-
niques due to their best compatibility with (planar) millimeter and sub-millimeter
wave characterization [40]. First, challenges and potential solutions associated with
first-tier calibrations performed on a low-loss substrate will be analyzed, then the
design flow for the realization of calibration kits integrated in the back-end-of-line
of silicon based technologies will be discussed, focusing on the procedures required
to correctly extract the characteristic impedance of the transmission lines. In this
framework a novel, simulation based method for the accurate extraction of charac-
teristic impedance will be proposed.

3.1. Probe-tip planar calibration
Probe-tips or first-tier off-wafer calibration are terms typically referred to the use
of commercial impedance standard substrates (ISS) to define the reference planes
of the measurement. These substrates are fabricated on low-loss, well character-
ized, dielectric materials (i.e., alumina, silicide or fused silica) to calibrate coplanar
probe measurement setups, setting the calibration reference plane at the edge of
the probe-tips. For this procedure, the most commonly employed material is alu-
mina due to the well characterized material properties and the relative simplicity in
manufacturing accurate calibration standards.

31
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Figure 3.1: Cross section of a CPW with finite ground planes, and sketches of the E field distributions
of the first propagating modes supported.

3.1.1. Multimode propagation in calibration standards
In association with the G-S-G nature of the probing pads (see, Section 2.3), trans-
mission lines used for calibration purposes are typically coplanar waveguides (CPWs).
Conventional calibration techniques are based on single mode propagation inside
the transmission lines employed during the procedure. While this is automati-
cally ensured in purely TEM propagating structures (i.e., coaxial), CPWs (as well
as microstrips) may support multiple propagation modes. The different propagat-
ing modes supported by a CPW are qualitatively sketched in Figure 3.1. The CPW
mode characterized by opposite direction of the fields across the slots, represents
the intended propagation mode and is often referred to as CPW differential mode
or CPW even mode. The CPW mode characterized by in-phase direction of the
field across the slots represents an unwanted radiating mode and is often referred
to as CPW common mode or CPW odd mode. The 𝑇𝑀 and 𝑇𝐸 modes are sur-
face waves propagating along the grounded dielectric slab, their cut off frequencies
are functions of the height and dielectric constant of the substrate [18]. Overall,
the propagation of unwanted modes has two main effects on the (measurement
of) a CPW line: an increase of the measured transmission line losses (i.e., |𝑆 |),
due to the energy that is transferred to the unwanted modes and is not detected
in the single-mode measurement process, and the generation of ripples on the
transmission parameter (i.e., 𝑆 ) of the CPW. The ripples are the results of in-
terference (constructive or destructive depending on the frequency) between the
unwanted modes, reflected by discontinuities (i.e., dielectric constant changes),
and the intended CPW mode. When considering a planar TRL calibration, at least
two transmission lines are conventionally used, namely:

• The thru standard, implemented as a CPW with a physical length in the order
of 200-400 μm, which defines the reference planes of the calibration at its
center;

• The line standard, implemented as a CPW providing an insertion phase (in
respect to the thru line) of 90∘ at the center of the calibration band.

In this section, the impact of multimode propagation on (TRL) calibration accuracy
will be analyzed. The analysis presented is based on numerical 3D simulations, and
has been also described in [41].
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Figure 3.2: a) Cross section of CPW placed: on metal chuck, b) on absorber. Electrical field below
the CPW metal plates for case: c) no absorber, d) with absorbing boundary conditions in the 3D FEM
simulation, both fields computed at 110 GHz.

Parallel plate waveguide mode
During the calibration procedure, the substrate is typically directly placed over a
metallic wafer chuck, creating effectively a grounded coplanar waveguide (GCPW)
structure , as shown in Figure 3.2a. This structure supports, in addition to the
modes shown in Figure 3.1, also a parallel plate waveguide (PPW) mode. This
occurs since the top (ground planes of the CPW) and bottom (chuck) metals are
not directly contacted, thus a different potential can exist and propagate along the
structure. The PPW mode can be visualized in a 3D EM simulation by plotting the E
field intensity below the metal surface. To reduce the PPW mode propagation, an
interposed ferromagnetic substrate is conventionally used between the calibration
substrate and the metal chuck. The ferromagnetic material ”absorbs” the propagat-
ing PPW mode, due to the high losses presented to EM waves. Figure 3.2b shows
the reduction of the PPW mode when simulating over the absorber structure.

Effects related to surface wave modes
The overall loss behavior of the CPW structure, including the surface waves, can be
analyzed using the 3D simulation environment shown Figure 3.3a. A point voltage
source with a source impedance of 50 Ohm is applied between the bridge and the
CPW, to provide a discontinuity similar to a wafer probe. In the 3D simulation en-
vironment, the boundary conditions were set to absorbing, thus providing perfect
match condition to all the unwanted modes within the structure. The extension of
the substrate, and the air gap between the substrate and the simulation bound-
aries (𝑠𝑢𝑏 and 𝐺𝐴𝑃 in Figure 3.3a, respectively), are used as parameters for the
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simulation, in order to mimick the effect of different position of the CPW line across
a limited calibration substrate. Figure 3.3b compares the insertion loss of CPW
structures realized in alumina when the substrate is enlarged and different air gaps
(GAP) are applied between the substrate boundary and the radiation boundary of
the box. The condition with no air gap (i.e., GAP = 0 μm) and no substrate ex-
tension (i.e., sub = 0 μm) can be considered an ideal case, in which all the energy
generated by the unwonted modes is absorbed by the radiation boundaries of the
simulation, so that no reflection happens. The simulation result for this situation
is shown in Figure 3.3b, triangle symbols. When the air gap is applied, multiple
reflections of the unwanted modes occur within the structure, generating an inter-
ference pattern (dependent on the distance to the discontinuity) along the trace,
as can be seen by the shift of minima and maxima points when the sub parameter
is changed (Figure 3.3b, cross and x symbols). The simulation does not include
conductive or dielectric losses, thus the reduction in |𝑆 | shown in Figure 3.3b can
only be attributed to energy dissipated in the other modes supported by the struc-
ture. Based on the simulation results we can expect that, when considering real
structures on alumina substrate, the lines closer to the edge of the calibration sub-
strate will exhibit a stronger ripple caused by interference with the surface wave
mode. In Figure 3.3c measurement results are shown related to structures with
different distance to the substrate edge (i.e., placed at the center and at the N-W
edge) for the alumina substrate. As can be seen in the figure, the structures at
the edge of the substrate exhibit a clear interference pattern, as predicted by the
simulation analysis.

Suppressingmultimode-propagation by employing electrically thin sub-
strates
In order to investigate the problem of multi-mode propagation in CPW lines, it is
convenient to make some initial assumption. Considering only surface modes, it is
possible to assume they are only weakly dependent on the width of the line and
the dimension of the gap (𝑊 and 𝑊 in Figure 3.1). If those dependencies are
neglected, we can approximate the surface waves supported by a CPW as equivalent
to the surface waves supported by a grounded dielectric slab. In this case, the cutoff
frequencies of the surface modes only depend upon the substrate thickness ℎ and
the substrate material, characterized by its dielectric coefficient 𝜖 and, as shown
in [18], are set by :

𝑇𝑀 ∶ 𝑓 = 𝑛 ⋅ 𝑐
2 ⋅ ℎ ⋅ √𝜖 − 1

(3.1)

𝑇𝐸 ∶ 𝑓 =
(2 ⋅ 𝑛 − 1) ⋅ 𝑐
4 ⋅ ℎ ⋅ √𝜖 − 1

(3.2)

Where 𝑛 is the mode order, and ℎ is the substrate thickness. Equations (3.1)
and (3.2) show that employing lower ɛr substrates shifts the occurrence of the 𝑇𝑀
and 𝑇𝐸 modes to higher frequencies. Also, reducing ɛr allows employing a smaller
gap dimension for a given signal width, to obtain the same characteristic impedance,
reducing the amount of energy radiated by the CPW common mode [42]. For these



3.1. Probe-tip planar calibration

3

35

(a)

(b) (c)

Figure 3.3: a) 3D model for the EM simulation of a CPW on alumina substrate, showing the parametrized
quantities (GAP and sub) and the position of the stimulus. b) Simulated of CPW on alumina substrate
for various cases: CPW no GAP sub=0 μm GAP=0 μm, CPW GAP sub1 sub=320 μm GAP=500 μm, CPW
GAP sub2 sub=420 μm GAP=500 μm; c) measurement of different (four) thru lines on alumina substrate
in different location of the calibration substrate. Locations (i.e., two middle and two center) identified
in the inset on top right.

reasons fused silica (ɛr = 3.7) can be considered as a better candidate to inte-
grate CPWs to perform TRL calibration in the (sub)mm-wave bands, as compared
to alumina (ɛr = 9.9). The same simulation analysis performed for the alumina
case in Figure 3.3b was carried out for the fused silica substrate, see Figure 3.4a.
As can be seen by the plot, a considerably lower amount of energy is transferred
to other modes. Moreover the lower dielectric constant of the substrate provides
lower discontinuities when terminated with air, showing close to no-variation when
performing a simulation varying the dimension of the parameters sub and GAP as
shown in Figure 3.4a. The measured results are then compared with the simulation
showing a very good agreement in WR3 band, as shown in Figure 3.4b, confirm-
ing also the low loss achieved by the CPW realized on fused silica. Please note
that the small deviations between measurement and simulation in Figure 3.4b in
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(a) (b)

Figure 3.4: a) Simulated of CPW on fused silica substrate for various cases: sub = 0 μm GAP = 0
μm (CPW no GAP), sub = 320 μm GAP = 500 μm (CPW GAP sub1), sub = 420 μm GAP = 500 μm (CPW
GAP sub2); b) measurement of a thru lines on fused silica substrate.

the upper side of the bandwidth (maximum deviation in the order of 0.2 dB at 325
GHz) might be mostly attributed to the decreased dynamic range (due to decreased
available power and increased losses) at the edge of the WR-3 setup employed for
the measurements.

3.1.2. Calibration transfer
In the previous section the usage of electrically thin substrates (i.e., fused silica)
was introduced to overcome the limitations exhibited by commercially available cal-
ibration devices operating in the mm-wave bands. While using such substrates
improves the calibration quality, measurement accuracy will also depend on the
error introduced by transferring the calibration to the environment where the DUT
is embedded. It is often the case that the DUT is embedded in a different host
medium compared to the calibration, i.e., 𝑆𝑖, 𝑆𝑖𝑂 , 𝐺𝑎𝐴𝑠 or other substrate mate-
rials. When the measurement is performed on the new host medium, a different
probe to substrate interaction will occur, which would not be corrected for by the
calibration. This will introduce a residual error that would be a function of the dif-
ference in permittivity between the two substrate materials (i.e., calibration and
measurement).

Error box model
When performing S-parameter measurements with the use of a VNA, the measure-
ment can be schematized as in Figure 3.5a, where a two port DUT is embedded
between two unknown two-port boxes A and B, called error boxes (i.e., using an
8 error term notation, see Section 2.2). Let us consider, for reason of simplicity,
the input and output error box equal and only related to the wafer probe tips. We
can then schematize the chain of probes and DUT as in Figure 3.5b. When a cali-
bration is performed, the P matrix representing the probe tips is computed and can
be removed from the measurements by proper de-embedding (i.e., multiplying the
cascade of the probes and the DUT with the inverse of the Pmatrix at the input, and
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Figure 3.5: Cascade model of systematic errors in VNA. a) General error box model; b) Error model
considering probe tips only, where P represents the transmission terms for the probe tips; c) Schematic
representation of the de-embedding of the probes, where the Pmatrix is evaluated during the calibration
procedure and then corrected.

the inverse of P transposed at the output). The matrix resulting from the product of
P (or PT) for its inverse is an identity, thus the calibration process allows perfectly
correcting for the errors introduced by the wafer probes (see, Figure 3.5c). When
the measurement is performed on a different substrate, in respect to the calibration
substrate, the error box associated to the probe tips will change, as the transition
from the probe tips to the landing pads is changed, resulting in a new box P1, as
shown in Figure 3.6a. In a first order approximation, the calibration transfer effect,
associated to the change in the error box, can be seen as a capacitive coupling
between the probe tip and the substrate, as presented in [43] and schematized in
Figure 3.6b and Figure 3.7a. When applying the calibration to the measurements
with the same procedure as shown in Figure 3.5c (i.e., applying the inverse of P or
PT), the presence of the shunt admittance prevents the cancellation of the matrix P
with its inverse. The cascade of P, Y and P-1 constitutes now a new (residual) sys-
tematic error which can be represented with the Σ error box (see, Figure 3.6c). This
residual error can be associated to the process of transferring the calibration from
one substrate to another. The magnitude of the residual error will be dependent
on the value of the admittance Y, thus on the difference in the dielectric coefficient
between the calibration and the DUT substrate.

Error evaluation and minimization
3D electromagnetic simulators and circuit simulators can be used to study the ef-
fect of calibration transfer on probe tips. In order to do that, first a 3D model of
a microstrip GSG wafer probe has to be developed. The model only includes the
probe tip, which features a 200 µm long microstrip on a 25 µm thick alumina mem-
brane, with a GSG termination and 35 µm high terminal pins. The probe tip has
been designed to be matched to 50 ohm, and a front view particular of the model
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Figure 3.6: Cascade model of systematic errors including the effect of calibration transfer. a) General
model in which the errors associated to the probe tips vary in respect to the calibration substrate,
resulting in a P1 error box. b) Modeling of the calibration transfer effect as shunt admittance. c)
Schematic representation of probe de-embedding. The shunt admittance doesn’t allow the cancelation
of the probe terms, generating a residual error box Σ.

is visible in Figure 3.7b. The probe tip model was employed in 3D simulations
in order to perform, with numerical data, a full TRL calibration on different sub-
strates. Three different carrier materials have been employed: alumina (ɛr=9.6),
fused silica (ɛr=3.78) and a BiCMOS SiGe back-end-of-line (ɛr=4.1). All the calibra-
tion standards (thru – short – line) have been simulated with the probe tips in the
frequency range from 75 GHz to 110 GHz, and no probe misplacement was consid-
ered. An additional 600 µm long line was simulated in the SiGe BEOL as verification
DUT. Simulations of the 3D models have been performed using Ansoft HFSS. These
data have been used to perform the TRL correction procedure in Keysight ADS en-
vironment, in order to correct for the errors introduced by the probe tips. Finally,
the three corrections have been applied to the verification line on SiGe BEOL. The
“corrected” S-parameters of the SiGe line, using the calibration on BiCMOS SiGe
BEOL, have then been used as the reference for the benchmark. In order to com-
pare the three different correction implementations, the method of [36] has been
employed, like in Section 2.3.2, defining the error as:

𝑊𝐶𝐵 = 𝑚𝑎𝑥 |𝑆 − 𝑆 | (3.3)
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(a) (b)

Figure 3.7: a) Schematic representation of the coupling between the probe tip and the DUT through the
substrate as a capacitance. b) Front view of HFSS model of the microstrip GSG probe employed in the
simulation.
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Figure 3.8: Worst case error bound for calibration transfer from fused silica and alumina to SiGe BEOL in
the frequency range from 75 to 110 GHz, before correction (full symbols, solid lines) and after correction
(empty symbols and dotted lines). a) simulation and b) measurement data.

Where S’ is the s-matrix associated to the reference correction (in our case, the
SiGe BEOL calibration) while S is referred to the target calibration (on alumina or
fused silica) and i,j ∈ [1,2]. The results of this comparison are shown in Figure 3.8a,
where the error is plotted towards frequency for both substrates (full symbols and
solid lines). It can be noticed how the error due to transfer from alumina, with a
maximum value of 0.1 (in magnitude) in the frequency range, is higher than the
error obtained when the correction is transferred from fused silica, which is lower
than 0.055 in the entire band. This can be related to the proximity of the dielectric
constant of fused silica to that of the SiGe BEOL when compared to alumina.

In order to remove the error due to calibration transfer, we employ the procedure
described in Figure 3.9:

• a shunt capacitance is introduced in the Keysight ADS environment at the



3

40 3. Advanced (sub)mm-wave planar calibration

Figure 3.9: Error quantification and minimization procedure

input of the probe tips when simulating the SiGe BEOL verification line,

• a numerical optimizer is employed in Keysight ADS to minimize across the
frequency band the error associated to the calibration on alumina and fused
silica, by finding the optimized value of the shunt capacitance;

• when the capacitance is found the Σ matrices are generated for both sub-
strates and a second de-embedding process (i.e., after the TRL calibration) is
applied to remove the residual error for both substrates.

The results (see, Figure 3.8a) show that a correction capacitance of 0.94 fF for
the fused silica calibration and 2.01 fF for the alumina allow a reduction of the
maximum error in the entire considered frequency range in the order of 35% and
65%, respectively. As expected, being the correction capacitance a result of the
field coupled from the unshielded transition to the substrate, its value is larger for
the larger Δɛ case, i.e., alumina.

The residual error after Σ correction can be ascribed to the simplified capacitive
effect. This optimization technique was benchmarked in a practical situation, similar
to the one modeled in simulation. In an experiment, Cascade Microtech Infinity
i110 probes with 100 µm pitch were used, which are similar in the construction
principle to the ones modelled in Figure 3.7b. With these probes three different
TRL calibrations were performed:

• one on a commercial ISS alumina substrate;

• one on a fused silica based calibration substrate;

• one on a calibration kit manufactured on IHP SiGe 130-nm BiCMOS technology
BEOL.

The three calibrations have been used to measure the same artifact realized on the
BiCMOS BEOL, a 600 µm long CPW line. The comparison between the three calibra-
tions has been performed by means of Equation (3.3), using the BiCMOS calibration
as reference. Figure 3.8b shows the results, in terms of worst case error bound,
for the calibration comparison before any optimization is applied (full symbols and
solid lines). Also in this case a higher error, in the entire frequency range, can be
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highlighted for the TRL calibration performed on alumina in respect to fused silica
substrate. Since the S-parameters at the input of the probe tips are not accessible,
in order to extract the Σ matrices, the P matrix was extracted employing simulation
data for the probe tips, while the values of the shunt capacitances have been tuned
in order to minimize the error for the calibration on alumina and fused silica, respec-
tively. The results obtained after the application of the correction are showcased
in Figure 3.8b (empty symbols, dotted lines), where the maximum value for the
error associated to the calibration of alumina decreased from 0.12 to 0.06, and an
improvement is noticeable in the entire bandwidth. However, as in simulation, a
reduced improvement compared to the alumina case is obtained for the fused silica,
where the error associated to the difference in substrate coupling due to calibration
transfer is small due to the similarity of permittivity between the fused silica and
the silicon dioxide present in the back-end-of-line of the process.

This study shows how the calibration accuracy depends on the difference in
permittivity between the calibration and the DUT substrates, resulting in higher
residual errors when calibration transfer is performed among materials with bigger
dielectric dissimilarity. Improvements are possible using the proposed optimization
approach if EM models of the probes are available.

3.2. Direct on-silicon calibration
To totally remove the errors arising from the process of calibration transfer, it would
be suggestible for the calibration kit to be directly implemented in the same environ-
ment of the DUT. Due to the objective difficulty, especially at higher frequencies, in
manufacturing an accurate and predictable resistor in a commercial silicon technol-
ogy, (multiline)-TRL calibration represents the standard employed technique. TRL
does not require resistors to define the measurement normalization impedance,
which is instead set by the characteristic impedance of the lines used during the
calibration. Thus, the accurate (frequency dependent) determination of the calibra-
tion lines characteristic impedance becomes a key requirement to allow the correct
re-normalization of TRL-calibrated S-parameter measurements.

3.2.1. Measurement basedmethods for characteristic impedance
extraction of transmission lines

When transmission lines are fabricated over well-characterized homogenous mate-
rials and both radiation losses and surface waves can be neglected (i.e., at lower
mm-wave frequencies) the line characteristic impedance can be derived by means
of quasi static approaches, typically based on conformal mapping [44, 45]. When
the structure geometry and the host substrate become more complex (i.e., silicon
integrated grounded CPW), these approaches become less accurate. To overcome
these limitations, various techniques have been developed to experimentally deter-
mine the characteristic impedance of these lines [46–52].

The Eisenstadt method
One of the simplest and most widely used methods for the computation of Z0 of
transmission lines is based on the direct measurement of the line’s S-parameters,
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and was introduced in [46]. The approach behind the technique is rather simple.
If we consider the ABCD matrix of an homogeneous, generally lossy, transmission
line, with an arbitrary characteristic impedance Z0, this can be represented as:

ABCD = [𝑐𝑜𝑠ℎ𝛾𝑙 𝑍 𝑠𝑖𝑛ℎ𝛾𝑙
𝑐𝑜𝑠ℎ𝛾𝑙 ] (3.4)

If the S-parameters of the transmission line are measured, in a measurement
system with reference impedance Zsys, it is always possible to transform the S-
parameters in ABCD parameters with:

𝐴 =
(1 + 𝑆 − 𝑆 − Δ𝑆 )

2𝑆

𝐵 =
(1 + 𝑆 + 𝑆 + Δ𝑆 ) 𝑍

2𝑆

𝐶 =
(1 − 𝑆 − 𝑆 + Δ𝑆 )

2𝑆 𝑍

𝐷 =
(1 − 𝑆 + 𝑆 − Δ𝑆 )

2𝑆
Δ𝑆 = 𝑆 𝑆 − 𝑆 𝑆

(3.5)

Combining Equation (3.4) and Equation (3.5) it is possible to obtain:

𝑍 = 𝑍 ⋅ √(1 + 𝑆 ) − 𝑆
(1 − 𝑆 ) − 𝑆 (3.6)

Equation (3.6) is derived equating the scattering parameters of the measured line
to that of the model of a generally un-matched and lossy transmission line section.
For this reason, Equation (3.6) is only applicable when measuring uniform lines,
and the line is described by means of a single and unequivocal set of characteris-
tic impedance and propagation constant. In this perspective, the presence of any
input/output fixtures, as well as non-ideal probe-to-pad transitions and contact-
pad capacitances, would provoke an error in the computation of the characteristic
impedance. Moreover, the equation provides a discontinuity at half wavelength, as
better described in [49], where an approach based on residuals shows the diver-
gence of Equation (3.6) when the electrical length of the line approaches 90 de-
grees. All the aforementioned considerations make the expression in Equation (3.6)
only an estimate of the characteristic impedance of the line.

Methods based on the knowledge of the propagation constant
The method proposed in [47] allows the extraction of the characteristic impedance
from the propagation constant measured during the TRL calibration, and an esti-
mate of the capacitance per unit length of the line. This method is based on the
fact that, for a general transmission line, the capacitance per unit length C, the
inductance per unit length L, the resistance per unit length R and the conductance
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per unit length G can be related to the characteristic impedance Z0 and propagation
constant 𝛾 by means of: 𝛾

𝑍 = 𝑗𝜔𝐶 + 𝐺 (3.7)

𝛾 ⋅ 𝑍 = 𝑗𝜔𝐿 + 𝑅 (3.8)

The RLCG parameters are typically unknown. However, assuming low conductive
losses in the substrate ( 𝐺 ≪ 𝜔𝐶) and the capacitance per unit length as approxi-
mated by its DC value C0, then Equation (3.7) simplifies into:

𝛾
𝑍 = 𝑗𝜔𝐶 (3.9)

where Zc is an estimate of the characteristic impedance Z0 in the aforementioned
assumptions. In this condition, Zc can be estimated as far as the values of the
propagation constant and the DC capacitance per unit length are available. Con-
cerning the propagation constant, this can be obtained as a by-product of the TRL
calibration, and directly computed during the procedure without any additional step
[29]. Diverse approaches exist for the estimation of the capacitance per unit length
[47, 50].

In [47] the estimate of the capacitance per unit length is obtained from the
dc-resistance and the knowledge of the length of the line. This approach often
leads to large inaccuracies, due to contact repeatability, when considering silicon
technologies with aluminum pads. Also in [50] an estimate of the capacitance per
unit length of the line is computed from the reflection coefficient of a small resistive
load, in the assumption that the load is real, constant and equal to its dc resistance,
conditions very difficult to reproduce in complex technologies, as the frequency in-
creases. This approach is strongly limited by its assumptions to low loss substrates
and simple geometries. As a matter of fact, the approximation made when as-
suming the capacitance per unit length as equal to it’s DC-value assumes low loss
substrates, weak transverse currents in the conductors and constant value versus
frequency, assumptions often violated at very high frequencies and when employing
lossy substrates. To overcome these problems, in [52] a new method is proposed,
where the capacitance per unit length has been computed by means of conformal
mapping. In this case, the computation of the DC-capacitance has been done by
only considering the in-vacuo capacitance of a CPW realized on a LiNbO3, using a
dedicated numerical conformal mapping extraction, based on Schwarz-Christoffel
technique, instead of conventional elliptic-integral based extraction. This technique
has shown accurate extraction up to 40 GHz for the case of a CPW on a single-crystal
dielectric substrate.

The ”Calibration comparison” method
The above mentioned problems were overcome in the calibration comparison method
for Z0 extraction proposed in [49, 50]. As the name suggests, the calibration com-
parison method is a technique originally formulated to allow the comparison be-
tween any two calibration techniques. The procedure typically begins by calibrating
the VNA with a benchmark calibration B. Then, using the benchmark calibration as
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reference, a second calibration C is performed. If a DUT is measured using each
calibration, the cascade matrix T of such device can be described as:

𝑇 ≈ 𝑇 = 𝑋 ⋅ 𝑇 ⋅ 𝑊 (3.10)

where TB in Equation (3.10) is the cascade matrix associated to the benchmark
calibration B, TC is the cascade matrix of the DUT measured with calibration C, and
XC - WC are error box matrices describing the difference between calibration C and
the benchmark calibration. If we assume that the two calibrations have the same
reference plane, for example the probe tips, the matrices XC - WC can be seen as
a simple impedance transformation between the two calibrations. Considering XC:

𝑋 = 1
√1 − Γ

⋅ [ 1 Γ
Γ 1 ] (3.11)

Γ = 𝑍 − 𝑍
𝑍 + 𝑍 (3.12)

where ΓC is an impedance transformer, ZB and ZC are the characteristic impedances
of calibration B and C, respectively. A similar formulation can be performed for max-
trix WC. Solving Equation (3.11) for ΓC brings:

Γ = √𝑋 ⋅ 𝑋 − 1
𝑋 ⋅ 𝑋 = √ 𝑋 ⋅ 𝑋

1 + 𝑋 ⋅ 𝑋 (3.13)

If calibration B has a well known characteristic impedance, then Equation (3.13)
and Equation (3.12) allow defining the reference impedance of calibration C. How-
ever, if calibration C is a (multiline)TRL calibration realized using uniform transmis-
sion lines (i.e., with no pads and complex pad-to-line transitions) then the calibration
reference impedance extracted using Equation (3.13) and Equation (3.12) is exactly
equal to the characteristic impedance Z0 of the line(s) employed for the calibration
C. In this respect, the calibration comparison method constitutes a method for mea-
suring the characteristic impedance of transmission lines used for (multiline)TRL
calibration. The aforementioned procedure, proposed in [47], doesn’t account for
any shunt capacitance at the input/output of the transmission lines. However, large
shunt capacitances may be present when employing conventional contact pads for
wafer probing. Also, shunt capacitance can always be associated to the coupling
between the wafer probe and the surroundings, if not properly corrected during
calibration (see, Section 3.1).

In [51] the calibration comparison method was improved by using a lumped
model to describe the probe to line transition, making the calibration comparison
also insensitive to large shunt capacitances. In particular, in the formulation of
[51], the calibration comparison method accounts for a discontinuity in the transi-
tion from contact pads to line, which can be modeled as a shunt admittance (Y)
with a capacitive susceptance, representing the contact pad, and an impedance
transformer, as shown in Figure 3.10. In this case, Equation (3.11) transforms
into:
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Y

Zr : Z0

Figure 3.10: Equivalent circuit model for the pad to line transition as employed in [51]

(a) (b)

Figure 3.11: a) Test fixture for high power transistor characterization taken from [54], b) zoom in of the
vias interconnection for a commercial SiGe technology modeled in a 3D EM environment, taken from
[55].

𝑋 = 1
√1 − Γ

⋅ [ 1 Γ
Γ 1 ] +

𝑌 ⋅ 𝑍
2 ⋅ [−1 −1

1 1 ] (3.14)

Using proper manipulation, Equation (3.14) leads to an alternative estimate of the
characteristic impedance, defining the impedance transformer Γ as:

Γ = √
(𝑋 + 𝑋 )

4 + (𝑋 + 𝑋 )
(3.15)

and, by means of Equation (3.12), Z0 can be computed also when large shunt
capacitances are present.

The method of [51] loses accuracy when a series inductance or in general a
non-lumped transformation is present between the shunt admittance Y and the
impedance transformer. These situations can occur when an inductive pad to line
transition is considered, as described in [53], or when the TRL kit is embedded in a
more complex fixture where impedance tapers (see, Figure 3.11a) or complex vias
interconnects are employed (see, Figure 3.11b).



3

46 3. Advanced (sub)mm-wave planar calibration

Figure 3.12: TEM image of the BEOL of the IHP SG13G2 130 nm SiGe BiCMOS technology.

When considering a commercial integrated technology BEOL, see Figure 3.12,
the maximum distance between the signal (i.e., top metal line) and the ground
(i.e., meshed M1 and M2) line of a micro-strip of a CPWG is usually limited to 10
µm. This technology restriction translates to the requirement of having narrow line
widths in the fixture embedding the DUT, to achieve inductive line sections and
characteristic impedances comparable with the measurement system impedance
[56]. The resulting step change (from pad to line) in the width of the coplanar line
connecting the DUT can be modeled as a series reactance and can be placed at the
plane of the line discontinuity [38]. To make an example of how the error arising
from the presence of a series reactance propagates on the extraction of the charac-
teristic impedance using the method of [51], we applied the calibration comparison
method to a set of CPW lines, presenting a varying step in the pad-to-line width,
using the Keysight ADS simulation environment. The step discontinuity was com-
puted using the model proposed in [38]. The probe pad is considered as a square
pad with a 50 x 50 µm2 area, and is included in the model using a shunt capacitance
(simple parallel plate capacitance computation) of 18 fF, as shown in Figure 3.13a,
while the line section is varied from a width of 7.5 µm (W of Figure 3.13a) to the
size of the pad (i.e., no discontinuity). The parametrized (in width) line section is
included in the simulation using the analytical model for the coplanar waveguide
available in ADS, based on conformal mapping. All the lines use the same (lossless)
substrate model (i.e., ADS CPWSUB) employing the values as used in [38], with a
substrate thickness of 350 µm and a dielectric constant ɛr = 12.9. The set of lines
was simulated using a reference impedance of 50 Ω and the TRL equations applied
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Figure 3.13: a) CPW line used for calibration comparison simulation with ɛr = 12.9, substrate thickness
350 µm and fixed ground distance equal to 150 µm. Top: Layout thru, with dimensions; bottom:
simulation setup for the thru employing a single shunt capacitance for modeling the pad, and the lumped
model introduced in [38] for the pad-to-line transition. b) Difference between the actual characteristic
impedance and the one computed applying [51] to the transmission lines modeled in Figure 3.13a, for
different values of line width W. The discrepancy increases with the increase of the width step between
the pad and the line.

in order to extract the characteristic impedance of the central line section using
the method of [51] (Figure 3.13a). The results shown in Figure 3.13b demonstrate
how the computation of the characteristic impedance obtained using the calibra-
tion comparison method diverges from the correct characteristic impedance value
in the presence of a large step discontinuity. The discrepancy reduces with the
reduction of step discontinuity, becoming negligible for uniform lines or lower fre-
quencies (where the inductive contribution is also negligible). Thus, it can be stated
that the calibration comparison method proves to lose in accuracy when applied to
non-uniform structures, i.e., when inductive pad-to-line transitions are present.

3.2.2. Z0 extraction using EM simulations
Previous subsection has shown how each one of the currently employed measure-
ment based extraction techniques for characteristic impedance presents critical lim-
itations when it comes to characterize transmission lines employed for TRL calibra-
tion, and manufactured in silicon technology for mm-wave applications. In this
section we describe a characteristic impedance extraction procedure based on 3D
electro-magnetic (EM) simulations. The proposed method is developed to reach
comparable accuracy to the calibration comparison method of [51], without re-
quiring the extra calibration step, and overcomes its limitation in case of inductive
pads-to-line transitions.

The procedure is quite simple in its approach. First, a 3Dmodel of the considered
transmission line should be created, taking into account both geometry and material
properties. Then, the modeled line is simulated and the S-parameters extracted.
Finally, Equation (3.6) is used to compute the characteristic impedance, that can
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be eventually used during the TRL calibration for proper re-normalization, using
the formalism described in Appendix A. It is self evident that, to use Equation (3.6)
while avoiding its limitations described in Section 3.2.1, proper care has to be taken
in the stimulus definition.

Design of an on-wafer calibration kit
In order to better understand the procedure, together with its advantages and draw-
backs, we will consider a case study. For this purpose, we designed and fabricated
a TRL calibration kit using the BEOL of the IHP 130 nm SiGe BiCMOS process, see
Figure 3.12. Uniform CPWG lines have been considered to allow direct comparison
with probe-level calibrations (i.e., transferred) and with the calibration comparison
method, thus removing the error arising from width discontinuities between lines
and pads, as also described in Section 3.2.1. The fabricated chip microphotograph
of the TRL kit is shown in Figure 3.14 (i.e., thru, reflect and line, respectively a,
b and c). The lines are implemented as grounded CPW, to reduce losses in the
(semi) conductive substrate. All the structures employ aluminium pads, i.e., signal
pad 30x50 µm2 and larger grounds pads to allow different probe pitch to be used
on the same structure (i.e., 75 µm and 100 µm). The thru line is a 200 µm long
uniform coplanar waveguide (Figure 3.14a). The calibration kit reflects are realized
by two symmetric offset shorts (Figure 3.14b), with an offset equal to half the thru
length. This minimizes the distance between the centre of the thru and the location
of the short, allowing to fix the sign of the square root solution in the TRL calibra-
tion [29] (i.e., +/- open/short) for the entire calibration band. Three transmission
lines with lengths of 360, 450 and 680 µm are fabricated to allow single line TRL
calibration in the WR3, WR5 and WR10 waveguide bands, respectively. The lines
have been designed for their insertion length (i.e., the length in excess of the thru)
to be electrically 90∘ at the center of the associated waveguide bandwidth. Finally
a 600 µm long CPWG is used for calibration verification.

The first two metal layers of the BEOL (Figure 3.12) have been used to realize a
meshed ground plane satisfying the metal density rules. The bottom ground plane
is electrically connected to the coplanar ground planes using interleaved meshed
metal on all layers and employing the maximum via density allowed. The CPW line
is 30 µm wide and 3 µm thick with a 10 µm gap (Figure 3.14d). The silicon dioxide
acting as a dielectric has a relative permittivity of ca. 4.1, almost homogeneously
among the entire structure, allowing simple simulation geometry.

Defining the simulation setup
The structures were simulated using three different 3D electro-magnetic simulators,
Keysight EMPro, Ansoft HFSS and CST Studio Suite, to check for simulation discrep-
ancies. In the model, the meshed ground planes have been simplified considering
a continuous metal connection, both vertically and horizontally. This simplification
provides good approximation of the electrical response of the structure, being the
openings in the metal mesh much smaller than the wavelength (maximum aperture
is in the order of 2.5x2.5 μm2), and the openings interleaved among different metal
levels. The excitation to the CPW lines is provided by means of waveguide (modal)
ports. When using this type of ports, the simulator first solves a two-dimensional
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Figure 3.14: CPW calibration artefact realized on IHP SiGe 130 nm BiCMOS technology. (a) Micropho-
tograph of the thru line, (b) of the reflect standard and (c) of the transmission line employed for the
WR05 calibration kit. (d) Cross section sketch of the CPW line.

eigenvalue problem to find the waveguide modes of this port and then matches
the fields on the port to the propagation mode pattern, and computes the gener-
alized (i.e., mode matched) scattering parameters. In all the simulators, the port
dimensions are designed using the rules of thumb described in [57], ensuring ide-
ally no fields at port boundaries, as also depicted in Figure 3.15 for two simulator
examples. The use of lumped ports was not taken into account in this work, due
to the additional parasitics effect introduced that would affect the computation of
the characteristic impedance.

Absorbing/radiation boundaries are then imposed at the lateral and top faces of
the simulation box. The box is defined horizontally by the dimensions (length/width)
of the simulated structure, and vertically by the wavelength (λ/4 at minimum sim-
ulation frequency). The bottom face of the simulation box is defined as a per-
fect electric conductor, simulating the presence of a metallic chuck underneath the
structure, as it is the case during measurements. The absorbing boundaries sim-
ulate an unperturbed propagation of the EM waves through this boundary. In this
respect, the interference with other structures on the wafer is not taken into account
in the simulation. Material parameters and lateral dimension are chosen according
to the nominal technology values.
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(a) (b)

Figure 3.15: Field distribution on waveguide ports at 300 GHz when exciting the structures described in
this section, for a) Keysight EMPro and b) Ansoft HFSS.
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Figure 3.16: Comparison of the real part of the characteristic impedance for the considered structures
computed using Equation (3.6) on simulated S-parameters of lines with different lengths, 150 µm, 200
µm, 300 µm and 484 µm versus frequency.

Extracting the characteristic impedance
The scattering parameters calculated during simulation are re-normalized to a given
system value (i.e., 50 Ω) and used in Equation (3.6) to compute the line charac-
teristic impedance. The use of waveguide ports during the simulations allows the
minimization of the discontinuities between the simulation port and the line. It is
important to note that these discontinuities, as shown in [50], contribute to the
error in the estimate of Z0, which is maximum as the line lengths approaches half a
wavelength. When the half a wavelength condition is reached (𝑡𝑎𝑛(𝛽𝑙) = 0) within
the calibration band, large errors in the Z0 estimate will occur. When the half a
wavelength condition is kept outside the required frequency band, the differences
of Z0 estimate between lines (i.e., 200 μm and 150 μm) are smaller than 0.3%
(see, Figure 3.16).

Similar errors can be seen in the estimate of the imaginary part of Z0 versus
the electrical length of the line. Note that the simulation environment allows using
line lengths below the minimum advised in experimental characterization (i.e., 150
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Figure 3.17: Real part (a) and imaginary part (b) of characteristic impedance for the line shown in
Figure 3.14a, computed by the simulation approach described in this section (solid lines EMPro, dashed
lines HFSS, dashed-dot lines CST), measured with the method of [46] (empty circles) and measured
with the method of [51] (filled squares).

µm), limited by the probe to probe cross-talk, thus allowing an accurate estimate
of 𝑍 in the entire (sub)mm-wave band. A 150 µm line has been used to extract
the characteristic impedance in this work. To benchmark the proposed EM extrac-
tion approach, the characteristic impedance of the line shown in Figure 3.14a was
also extracted, from measured data, with the Eisenstadt and calibration comparison
method. For both experimental extraction procedures a probe-level (TRL) calibra-
tion performed on a fused silica substrate was employed as a first-tier calibration.
In Figure 3.17 the characteristic impedance computed with the three methods

are compared. As can be seen by the plot, Eisenstadt, as predicted from [50], is
hampered by the discontinuities due to the probe to pad transition. The impedance
extracted using the calibration comparison presents some fluctuations which can be
attributed to the inductive nature of the probe to pad transition (i.e., step in trans-
mission line width). Moreover, both mentioned techniques suffer from the errors
arising from the calibration transfer from the fused silica substrate.

It is interesting to notice from Figure 3.17 how simulations performed with dif-
ferent tools produce slightly different values for the characteristic impedance. As
a matter of fact, the three computations differ up to a maximum of 1 Ω for the
real part and 0.1 Ω for the imaginary part, for the same structure, when applying
similar settings in terms of meshing and solving methods. This can be considered
as an intrinsic uncertainty of the proposed method, since different simulation tools
would not converge to exactly equal results. However the discrepancy between the
simulators is still much smaller than the fluctuations in the characteristic impedance
computed with the Eisenstadt and calibration comparison methods. For the rest of
the section, for ease of display, only the simulations obtained with Keysight EMPro
will be employed.
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Figure 3.18: Characteristic impedance variation associated to technology tolerances for the transmission
lines described in this section, using the same scale of Figure 3.17a.

Simulation uncertainties
The accuracy of simulation based methods (both analytical as well as numerical),
relies totally on the accuracy of the model, that is on the completeness of dom-
inant phenomenon description and uncertainty/variation on the material parame-
ters. Modern numerical simulation tools are capable of including all the electro-
magnetic effects and parameters associated to transmission line propagation. In
respect to the main parameters that can influence the characteristic impedance,
those are: the line width variations, the interlayer dielectric thickness spread and
the dielectric coefficient uncertainty. In order to investigate the impact of these
parameters on the characteristic impedance extraction, simulations have been per-
formed using data provided in the IHP 130 nm SiGe BiCMOS process specifications
manual.

Results are shown in Figure 3.18, where the variations associated to line width
have been neglected, being the tolerance in the order of 300 nm (i.e., 1%). The
variations on Z0 are dominated by the dielectric thickness and dielectric constant un-
certainty. Using the process variation reported in the manual, the 99% confidence
interval results in a range of ±7% in respect to the nominal case, see Figure 3.18.

Comparison with state of the art methods
In order to validate the method proposed in the previous subsections, we compared
different calibration substrates and strategies applied to the measurement of a CPW
line. The line is embedded in the technology described in Figure 3.12 and the
measurements are carried out for three different waveguide bands, i.e., WR-10
(75-110 GHz), WR-5 (140-220 GHz) and WR-3 (220-325 GHz), using simulation
data of the reference line for verification.

The measurements have been carried out on a precision semi-automatic probe-
station in order to have constant contact force and minimize the probe landing
misplacement among the measurements of different structures (see, Figure 3.19).
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Figure 3.19: Measurement setup employed for the comparison of probe tip calibrations in the WR-5
waveguide bandwidth.

Three different calibration kits have been employed, an ISS LRM calkit on alumina
substrate (i.e., W-band 104-783), a TRL calkit designed on fused silica as described
in [41] and the TRL calkit on SiGe BiCMOS BEOL shown in Figure 3.12. In order
to allow a proper comparison, the calibration planes of the on-wafer (i.e., BiCMOS)
calibration have been shifted back to the probe-tips using the propagation constant
computed by the TRL algorithm. For the BiCMOS calkit, two cases are considered,
one in which the characteristic impedance is extracted with the calibration compari-
son method, where a probe tip calibration on fused silica is considered as reference,
and one in which the characteristic impedance is computed a priori with EM simula-
tions. In order to compare the different calibrations, the method of [36] has been
employed, defining a worst case error bound metric as:

𝑊𝐶𝐵 (𝑓) = 𝑚𝑎𝑥 |𝑆 , (𝑓) − 𝑆 , (𝑓)| (3.16)

Where S′ is the reference scattering matrix of the verification line (i.e., 3D sim-
ulated S-parameters), S(f) is the frequency dependent scattering matrix resulting
from the investigated calibrations (i.e., LRM on alumina, TRL on fused silica and
TRL on BiCMOS) and i,j∈[1,2]. This metric defines the upper bound of the deviation
of the S-parameters measured by one calibration and the reference S-parameters
computed using EM simulations. The measurement data used to compute the error
bound of Figure 3.20 are based on the same raw data of the verification line, thus
removing any measurement variation of the verification artifact from the error prop-
agation mechanisms. To these raw data the respective calibration algorithm (with
the previously computed error terms) were applied. In addition, both the methods
indicated as TRL on silicon in Figure 3.20, use also the same raw measurement
in the calibration procedure (i.e., extraction of error terms), thus confining their
difference only to the characteristic impedance values versus frequency, computed
with the two different methods. TRL on fused silica performed sensibly better than
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Figure 3.20: a) Comparison of probe-tips corrected measurements of a verification line manufactured
on the SiGe BEOL in the frequency range 75-325 GHz for different calibrations. b) Detail of calibration
comparison, with error associated to technology tolerance in the Z0 extraction (empty squares).

the LRM on alumina (see, Figure 3.20, empty circles) with the value of the error
bound always lower than 0.25 in the entire frequency band. Also in this case the
deviation from simulation increases with frequency, as the effect of the delta capac-
itance associated to the calibration transfer becomes more relevant. The calibration
performed on SiGe technology is the one that presents smaller deviation from the
reference data, with a WCB<0.17 in the entire frequency band for both characteris-
tic impedance extraction method considered, i.e., the proposed EM-based method
(Figure 3.20, asterisks) and the calibration comparison method (Figure 3.20, filled
squares). The two BiCMOS calibrations show good agreement with the reference
data and track each other well, demonstrating how even discrepancies in the Z0
extraction up to 10% (3 Ω), for both real and imaginary part, result in S-parameter
errors smaller than the other sources of error associated to the calibration (e.g.,
asymmetric probe misplacement, contact resistance fluctuations, contact force re-
peatability). For the same reason, errors on simulation associated to process toler-
ances, as described before, have a very small impact on the overall error, as shown
in Figure 3.20b, especially at higher frequencies where other sources of error tend
to dominate. It is important to mention that repeated measurements over different
devices on the BiCMOS calibration kit in the highest frequency band (i.e., WR-3)
show a measurement repeatability defined by a maximum standard deviation σ =
0.033. This value is always below the minimum value of the UB metric shown in
Figure 3.20, which is in the order of 0.05.

Application to CPWs with inductive transitions
When considering lines with more complex transitions, the calibration comparison
provides lower accuracy due to the unaccounted series reactance as explained in
Section 3.2.1. In order to demonstrate the improvement provided by the proposed
method, we consider a TRL de-embedding kit manufactured on NXP QubiC4XI 0.25
µm BiCMOS SiGe, employing non uniform lines. The structures composing this de-
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embedding kit present large GSG landing pads, with 50 µm diameter. The signal
pad is directly connected to a micro strip having a width of 10.5 µm, creating an
inductive series transition between the landing pads and the line. The TRL kit fea-
tures a 162 µm thru, a pair of short standards and a line of additional 662 µm length
(see, Figure 3.21a). This BiCMOS kit has been used to perform a TRL calibration in
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Figure 3.21: a) TRL de-embedding kit manufactured on NXP QubiC4XI 0.25 µm BiCMOS SiGe. b)
Real part of the characteristic impedance for the Qubic4XI intrinsic transmission line extracted with the
simulation method described in this section (solid line - asterisks) and the calibration comparison method
(solid line – full squares). c) Comparison of TRL calibrations performed on the calkit shown in Figure 3.14
when employing the characteristic impedance extracted with the calibration comparison method of (full
squares) and the simulation based method extracted in this work (asterisks)

the frequency range from 75 GHz to 110 GHz, where the employed characteristic
impedance has been extracted using EM simulations of the intrinsic transmission line
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and compared with the Z0 computed using the calibration comparison method of
[51]. Figure 3.21b shows the real part of the characteristic impedance computed
with both methods. The characteristic impedance computed with the calibration
comparison method shows deviations from simulation (up to 5 Ω for the real part)
and a lower value, consistent with the presence of an inductance in series with the
pad, as described in [53]. These deviations directly affect the measurements, as
shown in Figure 3.21c, where the upper bound of the error as defined in Equa-
tion (3.16) is displayed for both considered methods, using the EM simulated data
as the reference values. The results show how the errors in the characteristic
impedance extraction, when using the calibration comparison technique, are dom-
inating all other sources of error, resulting in a upper bound up to one order of
magnitude higher than the one achieved using the proposed method.

3.3. Conclusions
Calibration for on-wafer measurements can present peculiar challenges when a
(sub)mm-wave characterization is required. The conventional approach of transfer-
ring the calibration from a low loss substrate to the measurement environment risks
to degrade the measurement accuracy for two main reasons: on one end, the prop-
agation of unwanted modes in CPW lines (typically used on planar calibration) may
violate the single-mode propagation condition in TRL calibration, degrading perfor-
mances. On the other end, the difference in probe-to-substrate capacitance arising
from the calibration transfer process is not corrected for by conventional two-tier
calibrations. The impact on both problems can be minimized with one single solu-
tion: the use of insulator materials with lower dielectric constant (i.e., fused silica),
shifting the cutoff frequency of unwanted propagating modes to higher frequencies,
and minimizing the delta capacitance due to the limited difference in dielectric con-
stant between fused silica and silicon BEOL. Nonetheless, the only radical solution
to eliminate the errors due to calibration transfer is to reduce the calibration to one
single-tier procedure, using calkits manufactured in the same environment as the
one of the final DUT. For TRL calkits realized on silicon technology, the main chal-
lenge lies in the extraction of the characteristic impedance of the employed lines,
needed for the proper re-normalization of the measurement reference impedance.
Conventional measurement-based methods are generally inadequate for lines real-
ized on lossy, stratified materials, when measuring at (sub)mm-wave frequencies
and when inductive probe-to-line transitions are present. The EM-based extraction
method presented in this chapter allows solving the abovementioned problems,
by eliminating the simplifications and discontinuities at the basis of the failure of
conventional methods. The proposed method has been benchmarked towards the
state of the art (i.e., the calibration comparison method) on uniform transmission
lines, where inductive probe-to-line effects are minimized due to the geometry, and
proved to outperform the calibration comparison method when inductive transitions
are instead present.
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While in Chapter 3 the benefits of performing VNA calibration directly on the final
DUT environment have been discussed, after calibration the measurement refer-
ence plane might be still not placed at the DUT reference plane. This is especially
the case when attempting to characterize transistors for model extraction or valida-
tion. In this case, the DUT needs to be embedded in special test fixtures to allow
the proper interconnection. A general simplified interface to the active device from
the coplanar (GSG) interface provided by the probe tip is sketched in Figure 4.1.
Test fixtures might have complex geometries and extend on different metal layers,
as the DUT terminals are typically set by technology at lower metals (i.e., metal 1 or
metal 2). The parasitics associated to these additional structures will therefore be
included in the measurement, introducing an error on the DUT characterization that
need to be corrected (de-embedded). Classical measurement procedures consist,
after a probe-tips calibration, of an on-wafer de-embedding, which allows to quan-
tify and properly remove the parasitics associated to the test-fixture, effectively
moving the reference plane as close as possible to the DUT. With the increased
maximum oscillation frequency of modern technologies (deriving from reduced de-
vice geometries), these fixture parasitics tend to dominate the ones of the intrinsic
device, placing more emphasis on the de-embedding process [59]. In this chap-
ter, the use of capacitively loaded inverted CPWs (CL-ICPW) in test fixtures for

Parts of this chapter have been published in Capacitively Loaded Inverted CPWs for Distributed TRL
Based De-Embedding at (sub)mm-Waves (2017) [58].
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Figure 4.1: Generalized sketch of a ground-signal-ground test fixture for transistor characterization.

(sub)mm-wave device de-embedding is introduced. These transmission lines allow
implementing a distributed TRL de-embedding of the fixture, opening the possibility
for direct calibration up to the DUT reference planes, without the need of additional
de-embedding procedures.

4.1. Direct DUT-plane calibration
De-embedding procedures are conventionally based on lumped approximations of
the test-fixture parasitics. The lumped components are quantified by means of
different dummy structures measurements(i.e., pad, open, short, etc.) [60–62].
With the increase of the model extraction/validation frequency, the single shunt-
series parasitic approximation of the fixture model (assumed by the open-short
de-embedding), together with the ideal nature of the open and short conditions
becomes less accurate [63].

To mitigate this effect, various approaches presented in literature increase the
number of measurement dummies and/or elements in the fixture model [63, 64].
But bandwidth limitation of any finite elements lumped model is still conflicting
with the needs of state-of-the-art high speed technologies, i.e., capability to ex-
tract/validate models in the higher frequency range. For this reason, a fully dis-
tributed technique, providing no intrinsic upper frequency limitation and capable of
providing a direct calibration at the device reference plane, with a limited number of
structures would provide the optimal solution for device model extraction/validation
in the (sub)mm-wave region. From this perspective, the use of a thru-reflect-line
(TRL) [29] de-embedding procedure would be the preferable choice, due to the
high accuracy and limited knowledge of the standards required by this technique.
Several papers have been reported in which TRL is employed for device charac-
terization at mm-wave [65–67], where the calibration/ de-embedding transmission
lines have been realized on the top metal layer of the technology back-end-of-line
(BEOL). This allows to achieve high quality transmission lines (thick metal and Z0≅
50 Ω), at the expense of a larger physical separation from the intrinsic DUT, thus
requiring an extra step (often based on lumped approximation) to remove the ac-
cess structures to the device. The realization of a direct calibration/de-embedding
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process, removing all parasitics up to the intrinsic device ports, employing TRL
distributed technique, would need to address the following challenges:

1. transmission lines realized on M1 would be exposed to the lossy and poorly
controlled substrate, degrading the propagation characteristics of the line;

2. the characteristic impedance of the M1 lines would be difficult to quantify us-
ing state-of-the-art-techniques, like the calibration comparison method [51],
or methods based on the knowledge of the propagation constant [47]. In
the first case, the inductive pad-to-line transitions between the access and
the TRL lines are not accounted for by the model [53] and might lead to big
errors at mm-wave frequencies [68]. In the second, the assumptions asso-
ciated to the line, where C0 is approximated to the dc-capacitance scaled for
the length, with low loss substrates (i.e., G0≅0), weak transverse currents
in the conductors, and no dispersion in the material permittivity [48], [49],
might be easily violated in case of high frequency and dispersive materials.

To address the aforementioned challenges, we designed a TRL calibration/ de-
embedding kit, employing transmission lines realized on M1 with high capacitive
loading (per unit length) to confine the field in the dielectric layers of the BEOL,
thus minimizing the interaction with the dispersive substrate. The characteristic
impedance of the capacitively loaded inverted CPWs (CL-ICPW) is computed by
means of EM simulations, as described in Chapter 3, overcoming the challenges of
extracting the characteristic impedance of lines with no direct access.

4.2. CL-ICPW concept
When considering CMOS/BiCMOS technologies, classical CPW topologies suffer from
significant losses already at microwave frequencies (1-2 dB/mm at 10 GHz) [69].
A typical approach to reduce these losses is to shield the conductive substrate
by means of a meshed metal ground plane, thus realizing a grounded CPW [70].
If the goal, is to design CPWs in the lowest metal layer (i.e., M1 in Figure 4.3),
then no metal to realize the shield is available, thus leaving the transmission line
exposed to the lossy substrate. In this case, the energy flowing along the line
will be partitioned based on the permittivity of the two surrounding media, i.e.
silicon (ɛSi = 11.9) and SiO2 (ɛSiO2 = 4). The higher permittivity medium will store
proportionally more energy, thus leading to increased energy flowing in the lossy
substrate (ɛSi>ɛSiO2). To invert this behavior, the storage capacity of the oxide,
quantified by the capacitance per unit length, needs to be increased. This result
can be achieved when a short distance between the signal line and the ground plane
of the CPWG is employed. Nevertheless, this approach results in very narrow line
widths (i.e., large conduction losses) when impedance range close to the system
impedance are targeted. Alternatively, the silicon dioxide dielectric constant can be
artificially increased. This can be achieved by inserting floating metal planes in the
host dielectric, in close proximity to the signal line. By doing so, the propagating
field is “pulled” towards the shield into the dielectric, thus reducing its penetration
into the substrate, minimizing the losses generated by silicon. However, additional
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Figure 4.2: Simplified sketch of a CL-ICPW section. The transmission line consists of a CPW realized
over the lossy substrate, characterized by a dielectric constant ɛr2 , and is capacitively loaded by means
of floating bars separated by a dielectric layer, with dielectric constant ɛr1 .

conductive losses could arise, due to eddy currents in the shield together with a
reduced inductance per unit length which is generated by the opposite magnetic
field forced by the return current. To minimize these effects, the shield can be
realized with (thin) floating bars, orthogonal to the signal propagation, as in slow-
wave CPWs (SW-CPW) [71]. The floating bars represent a capacitive load which can
be defined by the designer. A so made device, constituted by a transmission line
on a lossy substrate, with a capacitive load realized by means of floating metal bars
in a surrounding low-loss dielectric, is defined as capacitively loaded inverse CPW
(CL-ICPW). A simplified cross section of a CL-ICPW is sketched in Figure 4.2, where
the thin oxide layer between the CPW and substrate has been omitted to simplify
the drawing. The dimensions of the CL-ICPW vary from few tenths of a micron
in the vertical separation to decade of microns in the lateral dimension (i.e., line
and gaps) requiring large CPU resources and computation time when an extensive
electromagnetic analysis is needed for design purposes. For this reason, it helps
to develop a simplified mathematical model for the CL-ICPW based on conformal
mapping, to support preliminary line sizing and design. Using the CPW analysis of
[71] detailed in Appendix B, the effective dielectric coefficient of the CL-ICPW, ɛeff
can be computed, as:

𝜀 = 𝐶
𝐶 =

𝜀 + 1
2 + 𝜀 (4.1)

𝜀 =
𝜀 ⋅ 𝑊
4 ⋅ ℎ ⋅

𝐾 (𝑘 )
𝐾 (𝑘 ) (4.2)

Where all the variables are extensively introduced in Appendix B. The first contri-
bution in Equation (4.1) is the effective dielectric coefficient associated to a con-
ventional CPW above a substrate with dielectric ɛr2 (i.e., no top dielectric ɛr1 and
floating shield). ɛBOOST represents the increase in the effective dielectric coefficient
due to the capacitive load alone. Starting from the knowledge of CTot and ɛeff, it is
also possible to derive the phase velocity ν and the characteristic impedance Z0 of
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Figure 4.3: Sketched image of the BEOL of the Infineon B11HFC technology.

the transmission line, as:

𝜈 = 𝑐
√𝜀

(4.3)

𝑍 = 1
𝐶 ⋅ 𝜈 (4.4)

Note that ɛr1 , ɛr2 are fixed by the technology, thus ɛeff, ν and Z0 can only be influ-
enced by varying the geometrical dimensions S, W and hS1 . The TRL calibration/de-
embedding kit based on the CL-ICPW developed in this work was fabricated in the
BEOL of Infineon’s 130 nm SiGe BiCMOS technology B11HFC, shown in Figure 4.3,
providing 250 GHz/380 GHz fT/fmax npn transistors and six copper metallization lay-
ers with a 2.9 μm thick upper metal. In this implementation, the minimum hS1
value is determined by the distance between M1 and M2 which is in the range of
few hundreds of nm, while the maximum value (i.e., M7) is in the order of 10 μm.
To analyze the performance of the specified technology, three different positions
have been considered for the floating shield, for a fixed CPW geometry with W = 5
μm and S = 10 μm, using M2 (hs = 0.34 μm), M3 (hs = 1.07 μm) and M4 (hs = 1.80
μm). Using these specifications, 3D models of the CL-ICPW lines have been simu-
lated with Keysight EMPro using waveguide ports in the frequency range between
220 and 325 GHz. First, the S-parameters computed during simulations have been
employed to extract the ɛeff and Z0 of the lines. Then, the extracted parameters
are compared with the analytic model.

Figure 4.4a and Figure 4.4b show the dependence of ɛeff and Z0 on the height
of the floating shield hS1 . The continuous lines represent the values computed by
Equation (4.1) and Equation (4.3), considering a silicon substrate (ɛr2 = 11.9) and
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Figure 4.4: Effective permittivity (a) and characteristic impedance (b), plotted versus the height of the
floating shield for the CL-ICPW lines considering a silicon substrate (ɛr2 = 11.9) and silicon dioxide as
dielectric (ɛr1 = 4.1), and assuming W = 5 μm and S = 10 μm. The value is computed using the proposed
model (solid line) and extracted by means of electromagnetic simulations of the lines as described in
Section 4.3 (symbols) at 300 GHz. The grey area in (a) highlights the values of effective permittivity
that can be achieved when employing CMOS technology, where the hS1 dimensions, when employing
M2 for the floating shield, can be very small (i.e., <300 nm).

silicon dioxide as dielectric (ɛr1 = 4.1) with W=5 μm and S=10 μm, while the symbols
are 3D EM simulations for the same lines, using the fixed layers position supported
by the technology (cf. Figure 4.3). The close agreement between EM simulations
and the proposed model provide a first order validation of the proposed approach.
A small degree of divergence is visible with increasing hs1 due to the fact that the
condition S»hs1 , applied in the model, loses validity when hs1 becomes greater than
a tenth of S. The aforementioned electrical parameters of the line have been derived
in the hypothesis of lossless material. For consistency with the analytical model,
also the EM simulations have been performed assuming no losses in the employed
media (i.e., perfect conductor, lossless dielectric, lossless substrate). However, such
a CL-ICPW is intended to be used in a situation in which material 1 has low losses
(i.e., silicon dioxide), while material 2 presents a finite conductivity (i.e., silicon
substrate). The dielectric losses 𝛼 associated to the substrate can be taken into
account as:

𝛼 = 𝐴𝑅 ⋅ 8.66 ⋅ 𝑍10𝜌 ⋅
𝐾 (𝑘)
𝐾 (𝑘 )

(4.5)

Where:

𝐴𝑅 =
𝜀 + 1
2 ⋅ 𝜀 (4.6)

Equation (4.5) is derived by [72] and modified in order to take account that
the field propagating in the substrate is just a portion of the total field by means
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Figure 4.5: Conductive losses in the substrate plotted versus the height of the floating shield for the
CL-ICPW lines considering a silicon substrate (εr2 = 11.9) and silicon dioxide as dielectric (εr1 = 4.1), and
assuming W = 5 μm and S = 10 μm. The value is computed using the proposed model (solid line) and
extracted by means of electromagnetic simulations of the lines as described in Section 4.3 (symbols) at
300 GHz.

of 𝐴𝑅, which is the ratio between the effective ɛr of the CPW in silicon, and the
total effective permittivity of the complete structure. In Figure 4.5 the values of 𝛼
versus the height of the floating shield are displayed for different values of substrate
resistivity in the range from 5 Ω/cm to 100 Ω/cm for the same CL-ICPW described
in Figure 4.4a and Figure 4.4b. The lines are generated using the proposed model
sweeping the height of the dielectric layer, while the symbols are the result of 3D
EM simulations using the same W and S as in the model and for three discrete
hs1 , fixed by the metal stack in the chosen technology. As shown by the figure,
the losses (𝛼 ) decrease, as expected, with increasing substrate resistivity, but also
with the proximity of the shield. This proximity of the shield results in an increased
capacitively load, confining the field in the dielectric which can be evaluated by
the reduced AR. When considering CL-ICPW on low resistivity substrates with the
increase of the height of the floating shield, the discrepancies between the model
and EM simulations increase, which can be explained with increased energy running
in the high permittivity (electrically thick) layer giving rise to other loss mechanism
not accounted for by the first order model proposed (i.e., surface waves). Note
that in these EM simulations, only the losses associated with the substrate have
been introduced, while conductors and dielectric layers have still been considered
as ideal.

4.2.1. CL-ICPW as a transmission line
To this point, CL-ICPW structures have been described by means of (quasi-static)
transmission lines theory. It is worth now to make a step back to make some
considerations on the behavior of these structures, first to prove that they indeed
can be represented as transmission lines and also to justify the choice of such a
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Figure 4.6: Schematic representation of a slow-wave transmission line as an artificial periodical trans-
mission line, defined as the repetition of two separated sections of transmission lines characterized by
different characteristic impedance and , and propagation constant and

topology for the purpose of calibration (or de-embedding) standards. Being the
CL-ICPW a periodical structure, we can stipulate that two conditions need to apply
in order to consider it a well-behaved transmission line: first, the structure needs to
support guided propagation at the frequencies of interest and second, the number
of repetitions in the periodical structure of the CL-ICPW needs to be sufficiently
high.

Bragg frequency
Owing to its design, a CL-ICPW can be seen as a periodical artificial transmission
line structure. As such, its fundamental propagation mode is characterized by a first
propagation bandwidth, followed by a stop-band which onset is defined by a spe-
cific Bragg frequency, or cut-off frequency [73]. At Bragg frequency propagation
stops as the propagation constant and the characteristic impedance become purely
imaginary. The Bragg frequency can be identified as the frequencies at which the
propagation constant Β of the line intercepts the first Brillouin zone [74], defined
such as Β= [75], where 𝑙 is the length of the periodic section of the structure. To
find the Bragg frequency for the considered structure let’s assume, for simplicity,
the CL-ICPW as equivalent to a slow-wave transmission line. As reported in [71],
a slow-wave type of transmission line can be analysed as a sequence of repeated
structures A and B, with different characteristic impedance and propagation con-
stant, as schematized in Figure 4.6. Applying the same principle to the CL-ICPW,
we can consider structure A as a section with length lA = 2 μm corresponding to
one floating bar, and B a section with length lB = 2 μm corresponding to a region
without floating bar (we will see in Section 4.3 how these will be the chosen di-
mension for the implemented structure). The propagation constant (and, in turn,
the dispersion plot of the line) can be extracted by using Floquet spatial harmonic
expansion, as described in [71]:

𝑐𝑜𝑠(𝛽𝑙) = (1 + 𝐾)
4𝐾 𝑐𝑜𝑠(𝛽 𝑙 + 𝛽 𝑙 ) − (1 − 𝐾)4𝐾 𝑐𝑜𝑠(𝛽 𝑙 + 𝛽 𝑙 ) (4.7)
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Figure 4.7: Dispersion diagram for the CL-ICPW structure realized using Equation (4.7).

Where 𝑙 = 𝑙 + 𝑙 = 4𝜇𝑚 and 𝐾 = , and we only considered the real part
𝛽 of the propagation constant 𝛾. When numerically solving Equation (4.7) for 𝛽
(see, Figure 4.7), we can find the frequency 𝑓 , at which = = 7.8540∗10 𝑟𝑎𝑑/𝑚,
which for the considered structure results to be 𝑓 = 7.43𝑇𝐻𝑧. From Figure 4.7, it is
possible to notice how the cut-off frequency 𝑓 can be highlighted as the frequency
at which Β deviates from linearity before becoming undefined, as also suggested in
[71]. A generalized rule of thumb suggests that an artificial periodical transmission
line is well behaved an none (weakly) dispersive for frequencies lower than ,
which in this case would be around 3.7 THz.

Repetition number in periodic structures
Using Equation (4.3), it is possible to analytically extract the propagation constant
of the CL-ICPW as 𝛽 = 2𝜋𝜈. Once β is computed, the electrical length (versus
frequency) of the transmission line can be extracted. Considering a single element
of the periodical structure as defined above, i.e., 4 μm, the electrical length at 220
GHz (which, in the rest of this chapter, will be the minimum frequency of operation)
is 3.77°. In order for a section of line to be considered sufficiently long to be a
transmission line, a common rule of thumb is to have an electrical length of at least
a quarter wavelength (i.e., 90°). In the considered case, this would require circa 24
repetitions, obtaining a 96 μm long transmission line. For this reason the minimum
length for a CL-ICPW to be used in the considered technology is set to 100 μm.

The CL-ICPW topology
It could be argued that other configurations, based on microstrip lines (MSs) rather
than CPWs, could be preferred for the realization of inversed structures for low
metal level propagation. In order to justify the choice of a CPW based topology, we
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will make use of a comparison. The choice of a specific transmission line topology
(i.e., CPW, MS or ICL-CPW) for the purpose of TRL calibration/de-embedding, is the
result of a trade-off between characteristic impedance (that needs to be close to the
system impedance), losses (typically dominated by the conductors) and dispersion
in the wave propagation (i.e., leakage of energy from the fundamental propagating
modes to other propagating modes). The first point to be addressed is to define the
range of characteristic impedance that can be used for a line to obtain an accurate
TRL calibration. In general, TRL lines are usually designed for 50 Ω characteris-
tic impedance, in order to guarantee high sensitivity of the VNA. It is possible to
roughly define the range of impedances that allows little reduction of sensitivity as
in between 30 Ω and 70 Ω [76]. Other than the sensitivity of the instrument, TRL
calibration can also suffer a loss on sensitivity when the raw values of the reflection
coefficient measured during the calibration procedure do not provide a sufficient
difference between the reflect (often a short) and the transmission line. So, if
the line is extremely mismatched (i.e., the characteristic impedance differs strongly
from 50 Ω) the TRL calibration might have lower accuracy. On the other end,
when considering on-wafer technologies (i.e., silicon), due to the large capacitive
loading presented by the thin BEOL, the characteristic impedance of transmission
lines is typically low, with also small margin of variation with geometry, due to the
strong design rule constraints. Considering this trade-off, we can define a target
characteristic impedance for this analysis approximately equal to 35 Ω. In order to
perform the analysis, we will compare four different structures, in which the geom-
etry has been optimized to comply with the target characteristic impedance (see,
Figure 4.8):

• A CL-ICPW, as described in Section 4.2 and realized in the BEOL represented
in Figure 4.3, with dimensions W = 5 μm, S = 10 μm, and floating shield
placed at M3 (i.e., hs1 = 1.07 μm), labeled as Ref. CL-ICPW in Figure 4.8a .

• A microstrip line with signal conductor placed at M1, W = 18 μm,and ground
placed at M7 (hs1 = 9.6 μm), labeled as MS1 in Figure 4.8b.

• A microstrip line with signal conductor placed at M1, W = 10 μm, and ground
placed at M5 (hs1 = 3.7 μm), labeled as MS2 in Figure 4.8c.

• A microstrip line with signal conductor placed at M1, W = 2.5 μm, ground
placed at M3 (hs1 = 1.07 μm), labeled as MS3 in Figure 4.8d.

Once the transmission lines are realized, they can be modeled into a 3D simula-
tor and then properties like characteristic impedance and losses can be extracted.
The real and imaginary part, versus frequency, of the characteristic impedance are
displayed, for all structures, in Figure 4.9. The comparison shows that the ref.
CL-ICPW and the MS3 line present none or weak frequency dependence for the
characteristic impedance versus frequency, while MS1 and MS2 show much higher
dispersivity.

In this respect, it is important to note that, in the considered simulations, no
dissipation mechanism is included (i.e., perfect conductors and lossless dielectrics/
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Figure 4.8: Different shielded transmission line topologies realized in the Infineon BEOL, designed for
a target characteristic impedance Z0 ≈35 Ω. a) CL-ICPW. b) Microstrip shielded at M7. c) Microstrip
shielded at M5. d) Microstrip shielded at M3.

substrates are employed), thus indicating the presence of non-TEM mode propagat-
ing in MS1 and MS2. This behavior can be associated with different mechanisms.
The strong asimmetry and the non-homogeneity of the substrate can trigger the
onset of higher order modes at relatively low frequency. On top of that, the high
”electrical thickness” of the silicon (i.e., high dielectric costant - ɛr = 11.9 - com-
bined with relatively high thickness - 300 μm) allows supporting several waveguide
modes inside the silicon. In the case of MS3, instead, the close proximity of the
ground shield allows the propagation of a basically single microstrip mode, confin-
ing most of the propagating energy in the low dispersive BEOL, at least until the
considered maximum frequency (i.e., 325 GHz) so that the line is non-dispersive in
the considered frequency range, as it is also the case for the ref. CL-ICPW. Consid-
ering that TRL calibration relies on non-dispersive propagation inside the employed
transmission line, MS1 and MS2 are not good topology for the desired purposes,
and are then discarded from this analysis. At this point, it is interesting to include
the ohmic losses. When targeting a specific value of characteristic impedance, and
other conditions remain the same (thickness of the conductor, thickness of the sub-
strate, hs1) a microstrip presents a signal width always smaller than a CPW (in this
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Figure 4.9: Real part (a) and imaginary part (b) of the characteristic impedance for the structures used
for the comparison between microstrip and CL-ICPW implementation, extracted by means of electro-
magnetic simulation on 100 μm long lines.

case, WMS3 = 2.5 μm, while WCL-ICPW = 5 μm). This gives rise to higher ohmic losses
for MS3, as also confirmed by electromagnetic simulations (see, Figure 4.10). As
displayed in the plot, the losses associated to the conductors for MS3 are roughly
double in respect to the ref. CL-ICPW. Considering that the losses due to the con-
ductivity of the substrate are comparable for the two structures (𝛼 ≈1.5 dB/mm
for ρ= 5 Ωcm), and that the dielectric losses in the BEOL are negligible for both
structures (𝛼 ≈0.1 dB/mm at 325 GHz), the ohmic losses represent the main
contribution to power loss, therefore justifying the choice of a CL-ICPW as compared
to a microstrip based topology for the purposes of TRL calibration.

4.3. Design of calibration/de-embedding kit
The general schematic for one of the structures of the calibration/de-embedding
kit is shown in Figure 4.11. It features three main sections: an input stage (pad
plus launch line) represented by section a and realized in M7; a transition from M7
to M1 (section b) composed by all metal layers and interconnecting vias, and the
final DUT stage, realized on M1 using CL-ICPWs, that can feature a transmission
line (thru or line for the TRL de-embedding kit) or an offset short (section c).

For ease of characterization, in the input stage the central conductor of the
launch line has been designed with a constant width of 30 μm which is equal to
the width of the signal probe pad, and a 15 μm gap guaranteeing a characteristic
impedance of 35 Ω which is close to the one presented from the CL-ICPW. Fig-
ure 4.12a shows a schematic of the cross section of Figure 4.11, section (a), where
M3 is used as ground shield in order to isolate the CPW from the lossy substrate.
The transition from the top metal center conductor of the CPW to the M1 center con-
ductor of the CL-ICPW is realized using a gradual, inverse pyramidal shape, in order
to connect the large top metal conductor (i.e., 30 μm width) with the small center
conductor of the CL-ICPW, minimizing the dimension of the transition while keeping
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Figure 4.10: Attenuation due to ohmic losses in the transmission line for ref. CL-ICPW (solid line) and
MS3 (symbols).

the ground reference at the same metal level (i.e., M3) as shown in Figure 4.12b.
For the DUT stage, M3 is chosen as the metal layer for the floating shield. This

choice allows reducing the losses (up to 60% considering the model as displayed
in Figure 4.5) while guaranteeing a Z0 of 34 Ω that, as described in [76] is enough
to guarantee good accuracy when measuring in a conventional VNA-based setup.
The shield is realized with 2 μm wide metal strips and a fill factor of 50% in order
to respect the design rules. The cross section of the final design for the CL-ICPW
is shown in Figure 4.12c, where a second level of shield has been used at M4 to
reduce the losses associated to field dispersion due to the low fill factor used in the
floating shield, and an additional one at the top metal for further shielding. The
calibration/de-embedding kit operating in the frequency range from 220 GHz to 325
GHz is shown in Figure 4.13, and employs 130 μm long launch lines. The thru stan-
dard is realized by means of a 150 μm CL-ICPW, and it is designed to embed the final
device in its center reference plane. The de-embedding kit reflects are realized by
means of two symmetric offset shorts, with an offset equal to half the thru length.
Furthermore, a longer line with an additional 80 μm length for the CL-ICPW, in re-
spect to the thru, is realized as the line standard. Finally, a test structure consisting
of a 310 μm long CL-ICPW has been realized for verification. Once the structure has
been properly designed, EM simulations can be performed. Since the only informa-
tion needed for the TRL calibration/de-embedding procedure is the characteristic
impedance of the transmission line in the DUT stage (see, Figure 4.11 section c),
which in our case is the CL-ICPW, this is the only part of the de-embedding struc-
ture which needs to be simulated. The CL-ICPW has been simulated using Keysight
EMPro and excited using waveguide (modal) ports, designed to ensure that no field
is present at the port boundaries. As also reported in Section 3.2.2, lumped ports
are not considered in this kind of analysis, due to the additional parasitics that they
may introduce. Absorbing/radiation boundaries are imposed at lateral and top faces
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Figure 4.11: Simplified schematic top-view of a generic test-structure realized with CL-ICPW. a) Input
section, b) M7-M1 vertical transition and c) DUT stage.
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Figure 4.12: (a) Schematic cross section of the input stage used for the test structures.(b) 3D model of
the vertical transition connecting the central conductor of the input stage in M7 to the CL-ICPW central
conductor in M1.(c) Cross section of the CL-ICPW realized in the Infineon B11HFC technology to be used
in the TRL de-embedding kit. The design features additional shielding levels to reduce the losses.

of the simulation box, which is defined horizontally by the dimensions of the simu-
lated structure (length/width), vertically by the wavelength (λ/4 air gap at minimum
simulation frequency surrounding the structure). The bottom face of the simula-
tion box is defined as a perfect electric conductor. Material parameters and lateral
dimension are set according to the nominal technology values. The S-parameters
computed during simulation are re-normalized to the system impedance (i.e., 50
Ω) and used to compute the characteristic impedance.

4.4. TRL Calibration/de-embedding
The proposed set of structures can provide a direct calibration using the TRL algo-
rithm. To benchmark the accuracy of the direct calibration at M1 level, we employ
two techniques to extract the required characteristic impedance of the CL-ICPW
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Figure 4.13: Micrograph of the de-embedding kit on Infineon B11HFC technology.

line, i.e. the calibration comparison method of [51] and the simulation based Z0
extraction of [68], both introduced in Section 3.2.2. The measurements have been
carried out on a precision semi-automatic probe-station to guarantee constant con-
tact force and to minimize the probe landing misplacement among the measure-
ments of different structures. First, a probe tip calibration has been performed
using a TRL cal-kit designed on fused silica, and this calibration has been used as
reference for the calibration comparison method. Then, the thru, reflect and line
of the proposed de-embedding kit have been measured to perform both a direct
TRL calibration (i.e., performing raw measurements of the standards) and a TRL
de-embedding (using the probe tip calibration as reference). Figure 4.14 shows
the characteristic impedance of the CL-ICPW as computed with EM simulations
(squares) and using the calibration comparison method (circles). The plot high-
lights a strong frequency dependence of the Z0 (for both real and imaginary part)
when the calibration comparison method is employed, which can be attributed to
the inductive transition between the pads and the CL-ICPW that is not accounted
for by the method [53]. When considering the Z0 of the intrinsic line, extraction
using the EM method yields stable characteristic impedance, with small frequency
dependence, validating the approach of the capacitive loading described in Sec-
tion 4.2. The presented line is optimized for the WR03 frequency band (i.e., 220
GHz to 325 GHz). When a broader calibration band is targeted, more lines should be
realized and a multi-line TRL calibration should be employed. The structures shown
in Figure 4.13 can be either employed for direct calibration at the DUT plane, or for
a second-tier calibration (de-embedding), following a first-tier probe-tip calibration
performed on a separate substrate, to move the measurement reference plane from
the probe-tips to the DUT reference plane. Although, in principle, the two proce-
dures are equally adequate to obtain accurate measurements, the use of a direct
DUT plane calibration may allow a reduction in the overall residual error. In or-
der to compare the performances of direct and two-tier calibration procedures, the
raw measurements of the thru, reflect and line standards have been used for both
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Figure 4.14: Real (left axes, black symbols) and imaginary (rigth axes, grey symbols) part of the char-
acteristic impedance of the CL-ICPW realized in Section 4.3, as computed with EM simulations (squares)
and using the calibration comparison method (triangles).

cases, where in the two-tier calibration the fused silica substrate has been used
for the first-tier probe-tip calibration. In both cases, the characteristic impedance
extracted using EM simulation has been used for the proper re-normalization of the
S-parameters. Then, the method of [36] has been employed, defining the UB as
in Equation 3.16. Figure 4.15 shows the results of the measurement comparison,
where the upper bound of the error is plotted towards frequency for both direct
calibration (asterisks) and de-embedding (filled squares). The plot shows a lower
value for the error associated to the direct calibration (lower than 0.05 in the en-
tire considered bandwidth) when compared to the de-embedding procedure. The
reason for this is the error associated to the calibration transfer [43], as well as
the possible errors propagating from the first tier calibration on fused silica (i.e.,
probe displacement, probe coupling, Z0 uncertainty, etc.). It is important to men-
tion that repeated measurements, characterized by 50 subsequent landings on a
test DUT (transmission line) from the same calibration kit, in the same frequency
range and employing the same setup, show a contact repeatability defined by a
maximum standard deviation σ = 0.06. In the same frequency range, the system
drift is always lower than 0.02 during at least 3 hours of repeated measurements.

4.5. Measurements of intrinsic devices on SiGe
Technology

To demonstrate the proposed calibration/de-embedding method in its final appli-
cation, measurements of a heterojunction bipolar transistor (HBT) featuring two
emitter fingers with 5 μm length and 220 nm width were performed. The device
was embedded into the test fixture employing CL-ICPW in common-emitter (CE)
configuration directly at the calibration reference planes (i.e., at the center of the



4.5. Measurements of intrinsic devices on SiGe Technology

4

73

200 250 300 350
0,00

0,05

0,10

0,15
 TRL de-embedding
 TRL calibration

W
.C

. b
ou

nd
 fo

r |
S'

ij -
 S

ij|

frequency (GHz)

Figure 4.15: Comparison of the de-embedded measurement of the verification line manufactured on the
Infineon B11HFC BEOL, in the frequency range 220-325 GHz.

thru line described in Section 4.3, shown in Figure 4.16. To guarantee proper con-
nection between the CL-ICPW test and the structure modeled in the process design
kit (PDK) (i.e., employing a p-type guard ring around the active device, with ground
contacts connected to metal level 1) a small bridge at metal 2 (see, Figure 4.16b)
was added. After calibration, EM simulations of these lines are used to de-embed
them from the measurements. The device S-parameters have been measured us-
ing the direct calibration technique described in Section 4.4, in the frequency range
from 220 to 325 GHz, using fixed bias conditions ensuring close to peak fT, i.e., VCE
= 1.5 V and VBE = 0.91 V. All S-parameters are referred to the system reference
impedance, i.e., 50 Ω. The measurement results are compared to the S-parameters
obtained by using the HICUM level 2 model of the device. Figure 4.17a shows
the comparison of the magnitude in dB for all the S-parameters of the considered
transistor. The measured values for S11 and S21 well fit the model prediction, with
discrepancies in the order of 0.2 dB, while S22 shows a bigger error, with a maximum
value in the order of 1.1 dB in the entire frequency range. The S12 parameter shows
the biggest relative error in magnitude, due to its small absolute value. Discrep-
ancies between measurements and model are more significant when considering
the phase information (see, Figure 4.17b) where they can reach 40 degrees for
S12. The S-parameter measurement can be employed to compute the unilateral
gain, as shown in Figure 4.18. The deviations between measured and modeled
unilateral gain, in the displayed frequency range, correspond to those observed
in the S-parameters and may partially be explained by missing substrate coupling
and inaccurate parasitic capacitances in the model. It is important to note that
no cross-talk correction has been applied to these measurements, while increased
measurement accuracy could be reached when applying the technique as in [77].
This comparison shows the importance of accurate transistor parameter extraction
for applications at very high frequencies. Nevertheless, the trend of the modeled
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Figure 4.16: a) Top view of the transistor integrated into the test-structure. b) Detailed view on the
layout for the integrated transistor, highlighting the input and output fixture (in yellow) required to
guarantee correct connection to the intrinsic device. The base, collector and emitter contact (B, C and
E, respectively) are marked on the layout.

frequency dependence matches that of the measurements. Although further com-
parison between the proposed method and conventional de-embedding methods is
needed, together with a thorough investigation on the small-signal model parame-
ters in the (sub)mm-wave range, Figure 4.17 represent the first promising example
of measurements versus model data at frequencies as high as 325 GHz.

4.6. Conclusions
In this chapter, we have presented the capacitively loaded inverted CPW (CL-ICPW)
as a novel transmission line design that can be employed for TRL de-embedding
in silicon technology BEOL. The peculiar structure of the CL-ICPW allows access
to structures embedded in low metal layers (i.e., up to level 1) by confining the
electromagnetic field in the upper low-loss dielectric layer, thus avoiding propaga-
tion in the dispersive semi-conductive substrate. The characteristic impedance of
the line can be extracted by means of EM simulations, overcoming the challenges
associated to characteristic impedance measurement in highly inductive fixtures. A
de-embedding kit has been manufactured in SiGe BEOL, and used for direct VNA
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Figure 4.17: S-parameter measurements (dotted lines) versus model of the considered IFX transistor
(solid lines) for both a) amplitude (in dB) and b) phase (in degrees).
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Figure 4.18: Unilateral gain obtained from measurements of the considered device using VCE = 1.5 V
and VBE = 0.91V.

calibration, and the accuracy of the calibration has been benchmarked by mea-
suring transmission lines and comparing the measurements with simulation data.
This approach allows fixing the calibration reference plane as close as possible to
the DUT, avoiding multi-tier process and thus the propagation of systematic errors
through subsequent calibration steps. The capability of the proposed calibration
approach to perform direct measurement of close-to-intrinsic transistors has been
demonstrated, allowing performing device model validation at mm-wave and with
a fully-distributed approach.





5
60 GHz mixed signal active

load-pull system for
millimeter wave devices

characterization

The characterization of active devices (i.e., transistors) and circuits (PA) typically
requires, on top of accurate small-signal measurements, also the capability to test
the DUT for its large signal performance. At microwave frequencies, this is usually
done by using load-pull measurements. Load-pull is the measurement technique in
which the loading conditions offered to a DUT are varied while its large signal char-
acteristics are measured [78]. This is typically accomplished either by employing
passive impedance tuners in close proximity to the DUT (passive load-pull), or by
properly injecting a signal into the output port of the DUT, synthesizing in this way
an arbitrary load (active load-pull). First section of this chapter will be dedicated to
a brief introduction to load-pull techniques, with focus on active implementation.
For a thorough review the reader is referred to [21]. Then, the main challenges at
mm-wave frequencies will be presented, with an example of the state-of-the-art for
millimeter wave active load-pull techniques. The focus of the chapter will then shift
to waveguide-based implementation, describing the main advantages in respect to
coaxial based implementation at frequencies higher than 50 GHz. Finally, a novel
implementation, based on a mixed-signal approach, will be presented, together
with a series of examples of practical applications in the field of millimeter wave
device and circuit characterization.
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(a) (b)

Figure 5.1: a) Conventional schematic implementation of a passive load-pull setup, with the tuners
placed in close-proximity to the DUT. b) Real-time implementation of a passive load-pull setup, with a
reflectometer placed between the tuner and the DUT.

5.1. Conventional load-pull techniques
Passive load-pull techniques are based on the use of impedance tuners, passive
devices that can be used to present a predetermined load termination to a DUT.
Tuners may differ in their mechanical implementation, but in the most common and
essential case they are based on the use of slide-screw tuners, where a reactive
probe (slug) is used to change the loading conditions by sliding along an airline
[79]. Impedance tuners can be manual or automated, and used in different sys-
tem implementations, at both the input (source-pull) or the output (load-pull) of
the DUT. Passive load-pull setup can be divided in two main architectural families:
conventional (or non-real-time) where the tuner is placed as close as possible to
the DUT (see, Figure 5.1a), and real-time, where a reflectometer is placed between
the tuner and the DUT (see, Figure 5.1b). The first implementation has the advan-
tages of minimizing the losses and the electrical distance between the tuner and the
DUT, while the latter allows to have the tuner excluded from the calibration path of
the system, so that the system can be accurately calibrated and the load-condition
presented to the DUT can be directly measured using the reflectometers and a VNA
(while, in the conventional case, the tuner needs to be pre-characterized). The
main disadvantages related to passive load-pull architectures typically lie in the rel-
atively high time cost associated to the realization of a determined load (due to the
inevitable time needed for mechanical tuners to change the value of the presented
load) and the constraints on the reflection coefficient magnitude at the load refer-
ence plane (mostly limited by the losses in the interconnection between the tuners
and the DUT) [21]. These challenges can be both circumvented, if the phase and
the amplitude of the wave injected into the DUT output port (i.e., a2) can be arbi-
trarily controlled to realize the desired load coefficient ΓL. Being ΓL the frequency
domain ratio between waves ( a2 and b2 ), the main condition required to be able
to artificially synthesize any chosen load coefficient is that a2 (which is artificially
injected in the DUT output) and b2 (which is mostly determined by the DUT out-
put) are coherent in phase, i.e., they share the same phase reference. If that’s not
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(a) (b)

Figure 5.2: a) Simplified schematic representation of the active tuning part of a closed-loop active
load-pull; b) simplified schematic representation of the active tuning part of an open-loop active load
pull.

the case, the relative phase between a2 and b2 would have a contribution which is
continuously varying, thus preventing the possibility of predetermining the phase
of the ratio ΓL. In this perspective, two ways exist to guarantee phase coherence
between a2 and b2:

• a2 is a (modulated) replica of b2;

• a2 shares the same signal source as a1, assuming that the DUT doesn’t intro-
duce any random phase change in the transmitted signal.

The first case defines the main characteristic of a closed-loop active load-pull (see,
Figure 5.2a for a schematic representation), the second instead represents the
working principle of an open-loop active load-pull (see, Figure 5.2b for a schematic
representation). For a complete review of the features and characteristics of the
two main implementations of active load-pull, the reader is encouraged to read
[21]. To complete and support the rest of this chapter, before analyzing millimeter
wave load-pull techniques, one of the most important open load-pull techniques
will be described: the mixed-signal active load-pull [80].

5.1.1. Mixed-signal active load-pull
The mixed-signal active load-pull is an open-loop technique first introduced in [80].
The main goal of the technique is to allow flexibility when using the system for the
measurement of devices under realistic signal condition, i.e., modulated signals.
As a matter of fact, the technique exploits the properties of IQ mixers to couple
conventional microwave techniques with low-frequency signal generation and digital
data processing. A simplified schematic of a mixed signal active load-pull setup is
presented in Figure 5.3. The architecture presents a reflectometric configuration in
close proximity to the DUT, where the scattered waves are sampled in a similar way
as in a VNA. The waves are then down-converted by means of fundamental mixers
to an IF frequency, and then acquired using broadband analog to digital converters
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Figure 5.3: Simplified schematic describing the main elements of the architecture of a mixed signal
active load-pull setup

(ADC). The acquired waves can then be used in the digital domain for all the required
data processing, including calibration. At the input of the reflectometers, at both
port 1 and port 2, IQ mixers are present, typically followed by variable attenuators
and amplifiers needed to maximize the dynamic range of the system. The IQ mixers
share the same LO signal, which is provided by means of a synthesizer. In-phase
and quadrature signals are provided to both IQ mixers by means of broadband
analog waveform generator (AWG). The IQ signals, can be either DC (in case of
single tone measurements) or multitone, depending on the kind of measurement
required. In this sense, the IQ mixer provides the up-conversion capabilities for
waveform generated with the AWG from baseband to the carrier set by the RF
synthesizer. In case harmonic measurements are needed, multiple up-conversion
paths would be needed, in order to allow the independent load control for each of
the harmonics. Harmonic loops are not reported in Figure 5.3 for simplicity. The
system is first calibrated using a conventional S-parameter calibration technique
(like SOLT, SOLR, LRM, TRL, etc.), then a power calibration is performed.These two
steps are followed by a power-offset calibration, which allows to identify the set
of I and Q combinations needed to deliver a specified power to the DUT. In case
of multi-tone measurements, an additional phase calibration is also needed. When
performing load-pull measurements, the system requires an iterative algorithm to
allow convergence to the required load condition. In case of multi-tone/modulated
signals, the use of ADCs for the acquisition, the digital elaboration of the data, and
AWGs for the signal generation, allows to quickly define the loading condition for
each tone of interest, and this capability defines the mixed-signal approach.



5.2. Millimeter wave active load-pull

5

81

5.2. Millimeter wave active load-pull
The limitations of passive techniques for load-pull measurements described in Sec-
tion 5.1, are typically worsened when considering millimeter wave frequencies. As
a matter of fact, despite the capability of passive tuners of presenting at their test-
port high mismatch condition, the losses associated to the interconnection may
compromise the maximum load presented to the DUT. If we consider a simple
on wafer system, where the (coaxially connectorized) tuner is connected to the
wafer probe by means of a cable, the insertion losses can easily reach 1-2 dB at
60 GHz. Assuming, for example, an ideal value of ΓL = 1 at the tuner test port, 1
dB loss would degrade it to 0.8, while a 2 dB loss would provoke a reflection co-
efficient around 0.63. Things are even more complicated when real-time systems
are involved, having also the reflectometer between the DUT and the tuner (see,
Figure 5.1b). In this case, the losses of the employed couplers would add-up to
have an even lower reflection coefficient at the DUT. For these reasons, passive
tuner based techniques at millimeter wave typically present maximum loading con-
dition at the DUT in the order of 0.5 - 0.6 in magnitude of Γ [81–85]. Moreover, the
”electrical distance” between the tuning element and the DUT would increase with
frequency, provoking an error in the definition of the correct phase of the loading
condition presented to the DUT during the measurements. On the other end, the
implementation of active techniques may present challenges at millimeter waves,
mostly due to the scarce availability of components. For closed-loop systems, in
particular, electronically controlled phase shifters and narrowband filters are diffi-
cult to find and relatively expensive, while in general there is a trade-off for power
amplifiers between broadband capabilities, linearity and available power. Few ex-
amples of active load-pull systems at mm-wave exist in literature [86, 87]. In [86]
an open-loop technique was employed, based on the use of 6-port reflectometers,
and a variable attenuator together with a variable phase shifter for the active tun-
ing. As the system does not allow for independent control of the power delivered at
the input and the output of the DUT, the intrinsic limitation of the setup is related
to the capability of performing power sweeps during measurements. The system of
[87] is instead a closed-loop system for the measurement of devices at 94 GHz. In
this case, the limitations related to closed-loop systems are circumvented by imple-
menting a down-converted loop for the load-optimization. A simplified schematic
of the implementation is depicted in Figure 5.4. The load optimization is performed
as follows: the b2 wave is coupled by the coupler C2 at the output of the DUT and
then fed to the fundamental mixer M5. M5 allows for the downconversion of the
signal from 94 GHz to 9.6 GHz, by using an independent signal at 84.4 GHz on its
LO terminal. The down-converted signal can be then more easily filtered, phase
shifted and conditioned to synthesize the desired load condition. The tuning signal
is then up-converted again to 94 GHz using mixer M6, and finally filtered and am-
plified before being provided to the output of the DUT. The measurement is then
performed using coupler C1 and C4 for the separation of the scattered waves, and
a VNA for the acquisition after proper down-conversion to intermediate frequen-
cies using mixers M1-M4. The closed-loop nature of the system allows for easily
sweeping the power at the input of the DUT, while the loading condition remains
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Figure 5.4: Simplified schematic of the closed loop architecture described in [87]

fixed. The system in [87] was only presented for operation at 94 GHz, while broad-
band capabilities are in principle possible depending on the availability of the loop
amplifiers. However, neither the system of [86] or the one of [87] allows, in any
case, load-pull under multi-tone conditions. In this chapter the focus is posed on
the use of open loop techniques at millimeter waves, specifically mixer-signal active
load pull in the WR-15 waveguide bandwidth (50 - 75 GHz). Before describing the
architecture and performances of the considered setup, first general considerations
on the accuracy and the power capabilities of millimeter wave setups are discussed
in Section 5.3, to justify some of the design choices.

5.3. Waveguide based test-set
Conventional mm-wave test benches, both small-signal as well as large-signal, are
constrained by the large losses provided by the coaxial interconnections at these
frequencies. Large signal setups typically share, at least partially, the same front-
end of small-signal setups (i.e., VNA), including reflectometers in proximity of the
test-ports. This front-end is commonly referred to as test-set, and also in large
signal setups an initial calibration is needed to correct for the errors introduced by
the test-sets, with basically the same procedures as the one used for VNA mea-
surements. For active load-pull setups, it is important to investigate the impact of
the test-set losses on two aspects:

• The accuracy and stability of the calibration

• The capability to provide high reflection conditions to mismatched devices.

In this section three different test-cases will be considered:

Topology 1 Waveguide test-set, the entire front-end of the test-bench is realized
using rectangular waveguides and a mixed-signal approach is used for the
signal generation and acquisition, see Figure 5.5a. Signal distribution for the
LO signals needed for the down-conversion of the coupled waves is done by
means of coaxial cables at lower frequencies (i.e., 16-22 GHz), while the signal
is up-converted by means of a x3 multiplier directly at the LO mixer port.
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Figure 5.5: Test-benches front end for stability and power driving capability comparisons, a) “waveguide
test-set” –this work-, b) “VNA with external test-set”, c) “VNA-internal setup”.

Topology 2 VNA with external coaxial test-set, external amplifiers and coaxial cou-
plers are used in close proximity to the DUT, operating directly at the mea-
surement frequency, see Figure 5.5b.

Topology 3 VNA-internal setup, the internal instrument sources and reflectome-
ters are used, see Figure 5.5c.

5.3.1. Measurement stability
In order to properly compare the performances of the different test-sets we need
to assess their stability and their power handling. To do that, we consider the
nominal performance of the components constituting the test-sets, i.e., coaxial or
waveguide cables and couplers, as reported in Table 5.1 for commercially available
equipment. These values are used in circuit-level simulation, as shown in Fig-
ure 5.6, which represents the input of a virtual 2 port test-set (i.e., topology 1 and
2, in the above list). The schematic can be used to first assess the virtual system
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Table 5.1: Waveguide vs. coaxial connectiond and couplers performances

Nominal component performance @60 GHz

Component Insertion loss Directivity VSWR

Coaxial 1.85 mm 6 dB/m [88] - 1.26
WR-15 1.4 - 1.7 dB/m [89] - 1.07
Coaxial coupler 3.2 dB [90] 8 dB 1.9
WG coupler 2 dB [91] 40 dB 1.2
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Figure 5.6: Virtual test-set in Agilent ADS for waveguide to coaxial performance comparison.

raw performance, i.e., the error terms associated with the system. This is possible
by simulating an ideal SOLT calibration (i.e., with no errors in the definition of the
calibration standards). The error terms resulting from this simulation are summa-
rized in Table 5.2. While error terms do not directly impact the measurements (if
error terms can be estimated by calibration, they can as well be properly corrected
mathematically), they can play a role in the propagation of the system noise to
the final measurement. In order to estimate this impact, the evaluated error terms
are employed in a Montecarlo simulation. First, the repeatability associated to
cable movements is evaluated by experimental VNA measurements. To do that
raw reflection coefficient measurements were realized, in a temperature controlled
lab environment, using a flexible 1.85 mm cable connected to a matched load,
and applying a fixed movement of 5 mm to the cable every 5 minutes (mimicking
the cable movements due to probe positioning). Using this setup, 100 repeated
measurements were performed in two frequency ranges, 16.6-21.6 GHz (i.e., the
frequency range in which cables would be employed in the topology of Figure 5.5a)
and 50-65 GHz (i.e., the frequency in which cables would be employed in the topol-
ogy of Figure 5.5b). The standard deviation (in magnitude and phase) extracted
from these measurements represent the mere repeatability error associated to the
cables, which in this case was |σLF|dB = 0.018 dB and ∠σLF = 0.143° for the lower
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Table 5.2: Simulated calibration error terms for coaxial and waveguide reflectometer front-ends

Topology ed (dB) es (dB) et (dB)

Coaxial -8 -13.9 -10.75
WG (simulated) -40 -23.7 -5.5
WG (measured) -31.4 -27 -4
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Figure 5.7: Montecarlo simulation of the impact of measurement fluctuations due to the use of coaxial
reflectometers front end in amplitude and phase compared to a waveguide based architecture.

frequency range, and |σHF|dB = 0.08 dB and ∠σHF = 0.57° for the higher frequency
range. In order to ”propagate” the stability of the cables to the measurement sta-
bility, the results of the repeatibility measurements were employed in the virtual
test-set of Figure 5.6, for the two different topologies, by introducing the cable
repeatability as a statistical error and then performing a Montecarlo simulation of
the entire test-set. In the simulation, the test-sets are terminated with an arbitrary
load, set as Γ = 0.1234 + 𝑗5678. This value is estimated, by means of ideal SOL
calibration, while the statistical noise on the cables is added, for 1001 independent
iterations for each of the considered topologies. Figure 5.7 shows the results of
the simulation, which can be summarized with a standard deviation, on the cor-
rected measurement, of 0.174 dB in amplitude and 1.22° in phase for the coaxial
configuration, versus 0.015 dB in amplitude and 0.193° in phase when the waveg-
uide configuration is considered, highlighting the improved stability performance
that can be achieve using a waveguide test-set. These numbers refer to the er-
rors due only to the reflectometers front-end, all the other independent sources of
error are not considered in this analysis. As the uncertainty for a certain loading
condition Γ ultimately depends also on the value of Γ, a more system-level analysis
would require to propagate the uncertainty to the calibration error terms, as these
would be independent of the considered loading condition. Such analysis has not
been performed in this dissertation, but has been considered for the further analy-
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sis of waveguide based load-pull setup currently in place. The analysis presented
in this section represents a qualitative indication of the improvement, in terms of
uncertainty, which can be provided by using waveguide based test-sets for active
load-pull measurements.

5.3.2. Driving power capability
As can be seen from the data in Table 5.1, a coaxial implementation of the test-set
can also be associated to higher losses. Since the saturated power of commercially
available instrumentation amplifiers is limited to 22 dBm, these losses directly
imply a reduction of the power available at the test-port, i.e., the power associated
to the 𝑎 wave injected into the output of the DUT. This means that the reflection
coefficient that can be provided (during active load-pull measurements) to the DUT
will be also limited. It is possible to calculate, for a realistic DUT, what would
be the maximum loading condition achievable by the three topologies previously
considered, by using equation 3.4 from [92]:

𝑃 = 𝑃 ⋅ (1 −
|Γ | )

(1 − |Γ | )
⋅
|𝑍 + 𝑍 |
|𝑍 + 𝑍 |

⋅
|𝑍 + 𝑍 |
|𝑍 + 𝑍 |

(5.1)

Where 𝑃 is the injection power at the test port, 𝑃 is the output power of the DUT,
𝑍 and Γ are output impedance and reflection coefficient of the DUT, 𝑍 and
Γ are the impedance and reflection coefficient offered by the system, 𝑍 is the
renormalization impedance, and 𝑍 is the targeted load impedance. To perform
this comparison, we considered the output impedance and the power provided
by a device implemented in a commercially available SiGe technology, i.e., DUT
Zout equal to 2.25 Ohm and PSAT 9 dBm, and finally estimated the injection power
(Pav from the amplifier) required to achieve a certain loading condition at the DUT
reference plane. Figure 5.8 shows that only using an external waveguide test-set
a sufficiently high reflection coefficient (|Γ | = 0.98) can be offered to realistic
(mismatched) power cells.

5.4. System configuration
The waveguide concept introduced in the previous section can be conveniently
coupled with a mixed-signal approach [80]. In Figure 5.9 the simplified schematic
of the proposed system is shown. The RF signal, employed for the signal injection,
is provided by a low frequency signal generator (up to 20 GHz) followed by a times-
four (x4) waveguide multiplier. The RF signal is then split using a waveguide magic
tee (see, Figure 5.10a), which provides low insertion loss (i.e. lower than 1 dB
at 60 GHz) and high isolation between the two output branches. The use of the
multiplier allows to reduce the system overall cost, avoiding the use of mm-wave
frequency synthesizers. In both branches (i.e., input and output) an IQ mixer is
placed to modulate the injection. After the mixer, an attenuator is employed to
optimize the matching with the following power amplifier and increase the dynamic
range of the generated signal, by maximizing the voltage swing at the IF ports of
the mixer, for a given (mm-wave) power level. At the end of the signal injection
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chain, PAs are employed to guarantee sufficient DUT driving signal and injected
signal levels (i.e., 13 dBm input and 22 dBm output). At both the input and the
output of the DUT, two bi-directional waveguide couplers (Figures 5.10b and 5.10c)
are used as reflectometers, to couple the incident and reflected waves, providing
”real-time” measurement capability to the system. The coupled waves are down-
converted by means of fundamental mixers. The LO distribution path for the mixers
down-conversion is composed by a LO signal generator with a maximum frequency
of 26.5 GHz, multiplied by a times-three (x3) waveguide multiplier. Also in this case
a lower frequency synthesizer together with the use of multipliers allows to reduce
the costs, simplifies the LO distribution path and improves the test-set stability when
compared to fundamentally operating coaxial cables, as was shown in Section 5.3.
This configuration also avoids the use of mm-wave power splitters and – most
importantly – the need of expensive mm-wave PAs. The resulting IF signals are
acquired with broadband ADC converters (i.e., 40 MHz). For the IQ generation as
well as for the baseband acquisition two NI PXIe-7965R cards with NI 5781 adapter
modules, integrating both a 16 bit DAC and a 14 bit ADC, are employed. These
cards feature Xilinx Virtex V FPGA modules, making them an extremely flexible tool
for both signal generation and acquisition.

5.4.1. Schematic optimization
The signal detection path (coupler-mixer configuration) described in Section 5.4
was at first optimized for small device sizes. However, for increased power levels,
this configuration presents down-conversion mixer compression starting from Pin of
circa -10 dBm as shown in Figure 5.11a. To modify the power handling capability of
the system and allow load-pull optimization on power device cells (i.e., higher than
1 mW), attenuators are required on the coupled arms. To avoid the need of costly
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Figure 5.9: Simplified system block diagram of the waveguide based mixed-signal active load-pull.

waveguide attenuators, which would also alter the waveguide mechanical setup
(due to the extra weight of the component and different size/volume), custom fixed
attenuators were implemented by inserting short sections of absorbing material
into WR-15 waveguide bends (see, Figure 5.12a). This simple technique allows
to achieve full-band attenuators (approx. 17 dB for the attenuators on the input
section and approx. 24 dB for the ones on output section, see Figure 5.12b), without
mechanically loading the coupler arm. When optimizing the power level at the
mixer, the proper system performance (i.e., gain on a calibration thru) is measured
up to PIN levels of about 13 dBm (see Figure 5.11b). It is worth noticing that
using different attenuators on the coupled arms represents a compromise between
dynamic range optimization, speed and calibration stability. As a matter of fact,
having balanced reflectometer branches allows maximizing the calibration accuracy,
while the proposed unbalancing guarantees the maximum dynamic range at both
input and output port. An alternative could be to use the same attenuation on all
branches, in this case 24 dB, in order to guarantee linearity at both ports. In this
case, to optimize the dynamic range, it would be needed to reduce the IF bandwidth
of the detection, affecting the measurement speed.

5.5. System operation
The primary purpose of the proposed waveguide mm-wave mixed-signal load-pull
system is to perform large signal characterization of mm-wave devices for compact
model development and validation, under CW and digitally modulated excitation.
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(a)

(b) (c)

Figure 5.10: Pictures of (a) magic Tee for up-converting RF signal splitting, (b) Input injection signal up-
conversion chain and coupled a1 and b1 down-conversion chain for the proposed system, and (c) Output
injection signal up-conversion chain and coupled a2 and b2 down-conversion chain for the proposed
system.

The mixed-signal open-loop configuration allows to generate any user-defined re-
flection coefficient versus frequency (at both the input and output of the device)
by controlling the injected signals. The injected waves are obtained by successive
iterations, monitoring the frequency dependent required reflection coefficient [80].
The high dynamic range of the generated signal together with the accurate detec-
tion of the reflection coefficient presented at the DUT reference plane, obtained
with the proposed waveguide test-set, allows achieving accurate load-pull data for
compact model validation and development.
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Figure 5.11: Measured values showing the effect of down-conversion mixer compression on the mea-
sured gain of a thru standard at 55 GHz (a) with no attenuation on the coupler arms and (b) after the
insertion of the attenuators. Inset showing the different loading conditions used for the measurement.
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Figure 5.12: (a) Picture from the output reflectometer of the load-pull setup, with the modified waveg-
uide bends. (b) Measured values of attenuation for custom fixed full-band attenuators realized inserting
short sections of absorbing material into the WR-15 waveguide bends.

5.6. System performances
5.6.1. Impedance control
To test the capabilities of the proposed setup of actually controlling the load impedance
offered to a DUT, first an impedance control over the entire Smith chart was per-
formed in the operating band of the system (i.e., 50-65 GHz). Figure 5.13a reports
the controlled loading conditions (i.e., measured impedances) provided at the cali-
bration reference plane at 60 GHz on a waveguide thru. Another test was performed
setting a constant reflection coefficient of -0.95 while providing an input power
sweep from 2 to 11 dBm (see, Figure 5.13b). To demonstrate the load impedance
control versus power and versus frequency (depending only on the averaging value
and the setting on the convergence algorithm), Figure 5.13b shows ΓL at the cali-
bration reference plane versus the injected power level (frequency fixed at 60 GHz)
while Figure 5.13c shows ΓL versus the operating frequency (power fixed at 10
dBm). Figure 5.13c shows a Γ control versus frequency which is always better than
0.006 for frequencies below 60 GHz, while it increases to 0.04 for frequencies be-
tween 60 and 65 GHz. The loss in performance above 60 GHz can be associated to



5.6. System performances

5

91

(a)

2 4 6 8 10 12

Pavs (dBm)

0.9

0.95

1

|Γ
L
|

(b)

50 55 60 65

frequency (GHz)

0.9

0.95

1

|Γ
L
|

(c)

Figure 5.13: Control of impedance value presented to the load, on a thru standard, (a) on the entire
Smith Chart at 60 GHz, (b) versus the available power, for a set -0.95 ΓL value at 60 GHz and (c) versus
frequency with a fixed power of 10 dBm.

a non-optimized LO distribution, in which some components are used out-of-spec in
part of the bandwidth. This will affect the LO signal, thus the accuracy of the sys-
tem, when measuring at frequencies from 57 to 65 GHz (i.e., in the LO distribution
chain, from 18 to 21.67 GHz).

5.6.2. Stability
The use of waveguide components in the test-set allows to achieve better raw
performances when compared with their coaxial counterparts, as was numerically
shown in Section 5.3.1. Table 5.2 reports the comparison between the error terms
of a general waveguide test-set (simulated data based on component data-sheet
values) and actual error terms obtained after calibrating the proposed waveguide
based active load-pull setup at 60 GHz. In this section we present experimental
data on the stability of the proposed setup. The system was first calibrated, for S-
parameters, at the probe tips (i.e., Cascade Infinity waveguide i75 125 GSG) using
an impedance standard substrate (ISS) 101-190C from Cascade. Afterwards, an
absolute power calibration [93] (performed at the Power cal. plane in Figure 5.9)
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Table 5.3: Measured power gain maximum standard deviation

Frequency (GHz) 50 55 60 65

Standard deviation (rel. - %) 1.47 0.48 0.38 0.92

and power leveling were carried out. A load-pull measurement was performed on a
thru standard from the same calibration substrate to evaluate the calibrated power
gain. The measurement was performed for 5 different loading conditions (Γ = 0,
0.5, -0.5, 0.5i, -0.5i), at four operating frequencies (50 GHz, 55 GHz, 60 GHz, 65
GHz) over an input power ranging from -10dBm to 10dBm. The standard deviation
(STD) of the power Gain on the thru, which provides some information on the sta-
bility of the calibration, was obtained, in a temperature controlled lab environment
(21°±1° Celsius), repeating the measurements periodically, at each frequency, for
36 hours. For each measured frequency, the maximum of the acquired standard
deviation among the different loading conditions is reported in Table 5.3. The anal-
ysis reveals an overall maximum standard deviation of 1.47% at 50GHz and an
average STD in the entire system bandwidth of 0.48%.

5.6.3. Two tones
The proposed system is also designed to perform two-tones measurements for
device linearity characterization. When characterizing the linearity performances of
a DUT, it is crucial to achieve a highly linear driving signal. A good rule of thumb
for the required drive signal is to aim at an IM3 level (in dBc) comparable to the
system dynamic range, in our case around 60 dB. This value can be obtained by
having the driving amplifier operating at large back-off values respect to the OIP3
(i.e., circa 30 dB). Considering that, as a theoretical rule, the OIP3 of an amplifier
is set 9.6 dB higher than the P1dB [94], in the mm-wave bands, due to the limited
maximum power of commercially available PAs (i.e., 13 dBm for medium power
amplifiers, as used at the input of the proposed system), the back-off requirement
translates in largely reduced maximum power available from the source (i.e., circa
-10 dBm). In order to minimize the impact of the reduced voltage swing over the
(fixed range) ADCs, the two tones measurements are performed in the low-power
configuration, i.e., removing the waveguide bend attenuators in the test-set. The
limitation of the maximum drive power to -10 dBm imposes the measurement for
model verification to be performed on small area transistor cells. The two-tones
system linearity performances have been measured using on-wafer thru standards
at different frequencies employing a tone spacing of 10 MHz. Measurements at 60
GHz show (see, Figure 5.14a) that for up to -17 dBm of input power the 3rd order
intermodulation products are below the system’s noise floor and then they start to
increase, affecting the performances of the setup. Considering the full operational
bandwidth of the designed setup, the worst case performances in terms of OIP3
are obtained at 65 GHz (see, Figure 5.14b), where the OIP3 measured for a -10
dBm input power drops, worst case, to 2 dBm. At this frequency, as well as at 50
GHz, the system linearity is limited by the performance of the input IQ mixer and
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Figure 5.14: Two tones performances of the proposed LP setup, measured on a thru standard at different
loading conditions (see, Figure 5.11a. (a) Measured IM3 at 60 GHz for a two-tones signal with 10 MHz
tone spacing. (b) Measured OIP3 vs. frequency at -10 dBm input power.

driving amplifier, which are operating at the edge of their specified bands. A better
frequency refined analysis would show the problem to be confined around those two
frequencies. The linearity performance of the system could be boosted by applying
predistortion on the driving signal or by performing source-pull in combination with
the load-pull measurement, as was shown for the lower frequency mixed signal
load-pull presented in [95].

5.7. Large signal characterization of mm-wave de-
vices using mixed signal active load-pull

The mm-wave mixed signal load-pull system was used to evaluate the large sig-
nal performance of different devices and compare these results with the prediction
of a bipolar transistor model (i.e., Mextram 504). NXP Semiconductors SiGe HBT
technololgy, QUBIC4Xi, providing an fT/fMAX of 180/200 GHz, was employed. First
a single striped emitter transistor (device A) of 0.4x20 µm2 emitter area was char-
acterized at 60GHz. In Figure 5.15, two different choices for base biasing are
presented, showing the possible optimization for maximum PAE (Figure 5.15a, Vbe
= 0.78) obtained when the device is biased in a weak class AB, and a compromise
between maximum Gain and maximum PAE (Figure 5.15b, Vbe = 0.82) with the
device biased in a moderate class AB. Figure 5.15 provides also a comparison with
the transistor model (embedded with the test-fixture parasitics) in the CAD environ-
ment (i.e., Cadence Virtuoso-Spectre). Both plots show good correlation between
model and measurements for low power levels, while in both biasing points the
model predicts a higher compression point, highlighting the importance of large
signal measurements for model verification. A second device, a QUBIC4Xi dotted
multi-emitter transistor (device B) of 20x(0.4x1.0) μm2 was measured from the
same wafer. The device has the same emitter area of the transistor reported in
Figure 5.15, but a different layout. In Figure 5.16a a constant PAE load-pull con-
tour at 1dB gain compression at 60 GHz is presented. In Figure 5.16b power gain
and PAE for a reflection coefficient Γ = 0.632∠161° are reported, showing a large
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(a) (b)

Figure 5.15: Comparison between measured and simulated values of Gain and PAE for device A with a
load reflection coefficient of . ∠ ° at 60GHz for base bias a) Vbe = 0.78 V and b) Vbe = 0.82
V. Dotted lines refer to measurements, solid lines refer to simulations.

(a) (b)

Figure 5.16: a) Constant PAE load-pull contour at 1dB gain compression and b) measured values of Gain
and PAE for device B (dotted lines), with a set load reflection coefficient Γ= 0.632 ∠161° at 60GHz for
base bias Vbe = 0.82 V, and comparison with simulated values (solid lines)

improvement for the PAE, reaching a maximum of 24% at 1 dB compression point.
These results highlight how large-signal measurements, and in particular load-pull,
can be employed to compare different device topologies, in the same technology,
for verification purposes. Similar investigations can be done for different topologies
of the same device type, i.e., for different values of emitter width. Results obtained
for each device can be then employed to perform a performance comparison, in
order to analyze the performance of the same device depending on the geometry.
An example of this kind of comparison is showcased in Table 5.4, where the per-
formances of device B in terms of PAE and Gain are shown, in terms of maximum
values achieved at 60 GHz, towards the emitter width.
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Table 5.4: Maximum values of PAE and Gain, versus emitter width of device B, reported with the associate
value of ΓLoad

W (um) 0.15 0.20 0.25 0.30 0.35 0.40

Maximum PAE
Γ

20.28
0.87∠ 152.7°

34.05
0.77∠ 153.7°

33.91
0.77∠ 153.7°

33.91
0.69∠ 154.4°

29.63
0.73∠ 162.2°

24.29
0.63∠ 161.6°

Maximum Gain (dB)
Γ

3.70
0.88∠ 162.1°

5.70
0.88∠ 162.1°

5.85
0.85∠ 171.3°

5.64
0.71∠ 166°

5.06
0.70∠ 173.5°

4.51
0.61∠ 170.5°

5.8. Large signal characterization of power am-
plifiers using active load-pull at mm-waves

Load-pull measurements of transistors, like the ones shown in Section 5.7, are
typically used to extract and verify the device models, which are then employed
during the design of more complex circuitry, like PAs. While the design process of
this circuitry relies on models, their behavior still needs to be properly tested and
verified. In this context, PAs are typically designed to be matched (at the input
and the output), in the specific operation bandwidth, to 50 Ω, in order to properly
drive the output (supposed to be at 50 Ω) and, during testing, the contact pad
impedance. The pre-matched condition of this kind of ICs would prevent the need
of mismatched measurement techniques like load-pull. Also, the higher output
power (in respect to the single transistors) that can be achieved by PAs (in the
order of 20 dBm for PAs in CMOS technology) would limit the capability of a load-
pull system to present highly mismatched conditions at their load. However, some
additional considerations need to be done:

• The residual uncertainty of the design phase could cause the output impedance
to be (slightly) off the design goal, also considering the unpracticability of a
perfect matching in the entire frequency bandwidth of an amplifier;

• At mm-wave, the maximum power delivered from PAs is still limited, and
maximizing it is a major design goal. Even small improvements in the PSAT or
P1dB, in the order of 1 dB or even just half a decibel, can be considered valu-
able enough to be worth investigating possible measurement-aided design
optimizations.

With the aforementioned preconditions, the use of load-pull techniques for mea-
surements of PAs performances at millimeter-wave frequencies can still come in
handy. To make an example of the use of load-pull measurements on matched
amplifiers, we used a Class-E/F2 power amplifier realized in a 40 nm CMOs technol-
ogy, designed to operate around 60 GHz, which was presented in [96]. Figure 5.17a
shows the large signal performances of the considered PA, extracted with a 50 Ω
loading condition, at 60 GHz. These results show state of the art performance for
this kind of amplifiers. However, looking at the measured S22 of the device (i.e.,
the output impedance), it is possible to notice how, at 60 GHz, the device doesn’t
present a perfect match, which was intended in the initial design and would allow
maximum power transfer at that frequency. It is then worth investigating the per-
formance of the amplifier when applying small mismatch conditions, to see if it is
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Figure 5.17: Measurement results from the considered class-E/F2 power amplifier realized in a 40 nm
CMOs technology, extracted from [96]. a) Large signal results at 50 Ω loading, at 60 GHz. b) Measure-
ments of S22. c) PSAT countour at 60 GHz.

possible to further improve the performances. In order to do so, load-pull measure-
ments were performed at 60 GHz forcing 63 different loading conditions around the
conjugate matching ΓConj = -j0.13, sweeping the input power from -17 dBm to 7
dBm. Focusing only on the power performances, PSAT improves from 17.9 dBm at
50 Ω to 18.3 dBm at ΓConj, arriving to 18.4 dBm at Γ = -0.05-j0.2, as shown from the
PSAT contour of Figure 5.17c. Similar improvements can be obtained for the power
gain and the PAE of the amplifier, highlighting how it can be worth considering the
use of load-pull techniques for a fine-tuning of pre-matched PA performances in the
mm-wave frequency range.

5.9. Load-Pull aided small signal characterization
of millimeter-wave breakout circuits

Systems-on-a-chip (SOC), like transmitters, receivers or radiometers, are typically
composed of several different sub-circuits, like PAs, LNAs, detectors, antennas,
etc... Design iterations often use, to improve the overall system performance, the
characterization of stand-alone circuit blocks, the so called breakouts. Breakouts
are basically replicas of the circuits blocks that are embedded in the complete sys-
tems, which are taken as stand-alone blocks to be properly characterized. In order
to perform the characterization, the breakouts typically need some modification in
respect to the original circuit block in order to properly interface with the charac-
terization setup (i.e., 50 Ω feeding lines and probe pads). When considering the
mm-wave frequency range such modifications can become substantial redesigns,
due to great impact of circuit parasitic on the entire circuit, partly nullifying the mo-
tivation for circuit breakout in the optimization strategy. As an example consider
the second stage of a mm-wave LNA driving a diode detector in its final application,
shown in Figure 5.18, where all the back-annotated parasitic components are high-
lighted in colors. When comparing the in-system LNA and its breakout stand-alone
version we notice:

• a different peaking inductor L1, re-optimized to resonate out the pad capaci-
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Figure 5.18: Simplified schematic of the 2nd stage of a mm-wave LNA intended to drive a diode-based
detector. a) Schematic of the LNA in its final application. b) Schematic of the LNA in the breakout
standalone version.

tance present in the stand-alone version,

• a capacitive divider to match the 50 Ω (instrumentation impedance) versus to
the ~400 Ω of the in-system value,

• a slightly higher current in the stand alone version to compensate for the extra
losses of the added components.

Overall, the circuit breakout represents a different circuit in respect to the original
LNA, with even a modified biasing condition. Therefore, measuring the breakout
performances would not be equivalent to the characterization of the LNA in its
original application.
To overcome the above mentioned limitations, in this section we present a load-
pull aided procedure to allow the direct characterization of breakout circuits of more
complex integrated systems.

5.9.1. Breakout circuits characterization flow
To describe the breakout characterization flow, a simple two-block integrated sys-
tem can be employed, as shown in Figure 5.19a. If the goal is to characterize Circuit
1, then a replica of this circuit block needs to be designed, including an appropriate
output fixture (probe pads plus feeding line) allowing interfacing the characteri-
zation setup (see, Figure 5.19b). To replicate the original operating conditions of
Circuit 1, it is ideally needed to provide, at its output, realistic loading conditions,
i.e., to ”pull” the load of Circuit 1 to be equal to the input impedance of Circuit
2. However, the presence of the output fixture prevents the direct access to the
internal reference plane of Circuit 1. If the output fixture can be properly charac-
terized, the targeted loading conditions, required at Circuit 1 reference plane, can
be transformed to an equivalent set of loading conditions at the pad plane, which
is directly accessible by the measurement setup. At this point, a load-pull measure-
ment can be performed to properly characterize the standalone component. This
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Figure 5.19: Design flow of standalone breakout. a) From the original circuit, the reference plane for
the standalone characterization is set. b) An output fixture is applied at the reference plane to allow
proper probing, and then the loading conditions required for the characterization are transferred to the
probing pad.

procedure is intrinsically scalable to any number of building blocks, and in principle
applicable in the same way if different source conditions need to be applied (i.e.,
using source-pull).

5.9.2. Standalone characterization of a LNA breakout
In order to present a practical example on how the proposed breakout character-
ization procedure can be applied to mm-wave circuits, we considered a 60 GHz
radiometer realized in 0.25 µm BiCMOS technology, and presented in [97] (see,
Figure 5.20a). The radiometer is composed of a two-stages LNA driving a square-
law detector, without any intermediate matching networks. In order to characterize
the LNA, first the reference plane for the breakout is defined. Then the output fix-
ture is designed and added to the layout of the breakout circuit, as depicted in
Figure 5.20b. At this point, it is needed to identify the loading conditions at the
reference plane of the LNA, and then properly transfer them to the output pads
of the breakout. For simplicity, we extracted the input impedance of the square
law detector (i.e., the load impedance of the two-stage LNA) from simulations, us-
ing the parasitic extraction tool of Cadence Virtuoso. Considering this impedance,
an accurate de-embedding of the output fixture is needed to compute the loading
conditions at the pads. For this purpose, a TRL de-embedding kit was realized in
the same back-end-of-line (BEOL) of the LNA (see, fig. 5.21a). The ‘thru’ standard
of the de-embedding kit is realized by mirroring the layout of the output fixture,
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Figure 5.20: Micrograph of a) 60 GHz radiometer realized in 0.25 µm BiCMOS technology, and b) breakout
of the two-stages LNA used for the characterization.

and the reference plane of the de-embedding procedure is placed at the center of
the thru. This allows properly computing the S parameters of the output fixture
as a direct result of the de-embedding procedure. The impedance transformation
associated to the loading condition from the reference plane to the pads is shown
in Figure 5.21b. At this point the LNA can be characterized. First, a S-parameter
measurement is performed (see, Figure 5.22a, empty circles) at the contact pads.
This measurement can be used to estimate the gain of the LNA when loaded by
the detector, by simply de-embed the fixture and recalculate the S-parameters us-
ing the detector load as port-2 reference impedance. This has been done using
Keysight ADS and it is reported in Figure 5.22a, full square symbols. If the be-
havior of the LNA is linear, i.e., the 50 Ω termination offered from the probes at
the pad doesn’t alter the operation regime of the device, than this estimate of the
gain should be equal to the gain extracted by means of load-pull measurements,
which is shown in Figure 5.22a, asterisk symbols. The discrepancy between the
two shows that the only way to characterize the LNA breakout for its final applica-
tion is to use load-pull measurements, since its output is not capable to drive the
50 Ω impedance offered by the measurement setup. The breakout measurements
can be benchmarked towards the measurements of the complete circuit in which
the LNA is integrated in its final application. In the case of the radiometer, the
final responsivity can be computed through the knowledge of the LNA gain and the
responsivity of the square low detector. For the latter, independent measurements
of a detector breakout were not available, therefore simulations had to be used.
Figure 5.22b shows the responsivity computed using the LNA gain measured using
load-pull and the simulated responsivity of the detector. This result is compared
towards simulations and measurements of the considered radiometer, from [97].
Despite a frequency shift of the values which can be mostly attributed to the use
of simulations for the detector, absolute values of responsivity well match, in a first
order approximation, the data obtained from the measurement of the entire detec-
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Figure 5.21: a) Micrograph of the de-embedding standards. b) Transformation of the load impedance
associated to the input of the detector from the reference plane (black) to the pad plane (red).
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Figure 5.22: a) measured S21 (empty circles), small signal gain extracted from the measured S21 by
artificially applying realistic loading condition (full squares) and the small signal gain measured using
load pull at the load impedance computed in Figure 5.21b (asterisks). b) Responsivity of the 60 GHz
radiometer of Figure 5.20a, obtained by using the measured gain of the LNA and the simulated respon-
sivity of the square law detector. Data are compared towards simulation data of the same radiometer
(dashed red curve) and measurement data of the entire radiometer (blue curve, circles), from [97].

tor (i.e., without breakouts), suggesting that the approach proposed in this section
can be useful for complex circuit characterization. Additional test-cases with mea-
surement of multiple breakouts will be needed to investigate the overall limits and
advantages of this approach.

5.10. Conclusions
The use of (active) load-pull techniques at millimeter wave frequencies requires
special precautions to guarantee the performances in terms of maximum mismatch
that can be presented to a DUT, and the stability of the measurements. The use
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of waveguide-based test-sets guarantees the maximum exploitation of the driving
power capabilities, reducing the losses in the interconnections and the test-set.
At the same time, a waveguide-based implementation provides a more stable mea-
surement setup due to the better (raw) performances. In this chapter, a waveguide
based mixed-signal active load pull operating in the frequency range from 50 to 65
GHz has been presented. The proposed setup allows the characterization of small
devices (transistors), where high mismatch needs to be provided to the device
load to determine optimum performances, as well as pre-matched ICs, where low-
mismatch analysis can be employed for a secondary tuning and fine-optimization of
the performances. Finally, this kind of measurement setup is envisioned to be used
in breakout characterization. Here, the capability of providing arbitrary mismatch
at the DUT reference plane would allow the measurement of realistic breakout
circuits, avoiding circuit modifications and additional fixtures that might alter the
circuit behavior and regime of operation.
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In the previous chapter, a dedicated setup for large signal measurement in the
WR-15 waveguide bandwidth has been described. When the frequency of oper-
ation increases, custom design like the one proposed in Chapter 5 may become
unfeasible, due to the very high cost of both active and passive components, to-
gether with the limited availability of (IQ) mixers and in general medium power
PAs. For this reason, there are little conventional large signal measurement se-
tups for frequency higher than 75 GHz, and thus are mostly based upon the use
of off-the-shelf equipment, typically frequency multipliers and power meters [98].
This kind of setups presents several limitations in terms of dynamic range, speed
and accuracy of the calibration. On the other end, when using VNAs with extender
modules for small signal measurements (i.e., S-parameters) there are limitations in
the control of the power delivered to the DUT, due to the exclusion of the ALC from
the measurement loop. In this chapter we first discuss the working principle of mm-
wave VNA measurements, and related challenges. Then, a methodology allowing
circumventing classical challenges associated to both small signal and large signal
(sub)mm-wave measurements is described, and a novel approach for mismatched
measurements (i.e., load-pull) for frequencies higher than 75 GHz is proposed.
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Figure 6.1: a) Insertion losses versus frequency for a TC110 cable used for 110 GHz application, data
extrapolated from [100]; b) phase stability versus flexion for a phase stable coaxial cable, data extrap-
olated from [101]

6.1. Millimeter wave VNA
Most common commercially available test and measurement instruments operate
at frequencies below 67 GHz, which can be considered enough to fulfill most part
of the test and evaluation purposes. However, with the advent of mm-wave ap-
plications, the need for instrumentation operating up to 110 GHz, and beyond to
the THz range, is rapidly increasing. All the most important VNA manufacturers
provide standalone instrumentation capable of achieving coaxial measurement ca-
pabilities up to 67 GHz. As a matter of fact, all modern (broadband) VNAs present
coaxial test-ports. The use of coaxial cables has the main advantage of allowing
broadband operation starting from DC, as coaxial cables allow pure TEM propa-
gation, while rectangular waveguides (and related flanges) are always limited on
the lower side of the bandwidth by their fundamental cutoff frequency. Also, the
use of coaxial assembly allows flexibility, in contrast with rigid metallic waveguides.
On the downside, insertion losses in coaxial assemblies increase rapidly with fre-
quency, and the increase of losses is even more accentuated for cables dedicated
to millimeter wave propagation as for the latter, in order to guarantee single mode
propagation at higher frequencies, the outer and inner diameter (OD/ID) of the
conductor needs to be reduced, usually to dimensions lower than 1.4 mm [99].
At millimeter wave frequencies, the wavelength also becomes comparable with the
lateral dimensions of the coaxial structure (𝜆 ranges from 2.1 mm to 2.5 mm, de-
pending on the dielectric, at 110 GHz). This means that even small modifications to
the cable geometry (due to flexure, or other mechanical stress) could provoke large
changes in the phase of the propagated signal. Figure 6.1 shows examples of data
for insertion loss and phase stability for commercially available coaxial assemblies
employed for applications up to 110 GHz. On top of that, and due to the required
reduction of the inner conductor diameter, manufacturing adequate coaxial connec-
tors is particularly challenging. To make an example, a 1 mm connector, dedicated
to applications up to 110 GHz, presents jack pins with a diameter of 0.250 mm
[102], and a tolerance of less than 0.051 mm [99]. Very recently, a new standard
for 145 GHz propagation was introduced (0.8 mm connectors [103]), but it is not yet
widely supported. Small dimensions and low tolerance also degrade the connector
repeatability and the VSWR [102]. The combination of all these performance degra-
dation for coaxially connectorized components and assembly would also have an
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Figure 6.2: a) Simplified schematic of a T/R mm-wave extender module; b) A 2-port Anritsu Vector Star
ME7838D broadband VNA, for measurements up to 145 GHz; c) A 4-port Keysight N5291A broadband
millimeter-wave network analyzer with PNA series instrumentation, for measurements up to 110 GHz;
d) a WR-5 vnax setup, employing mini extender modules from Virginia Diodes.

inevitable impact on the quality of the calibration, as was discussed already in detail
in Chapter 5 of this dissertation. Overall, the aforementioned considerations make
the realization of a standalone broadband VNA for frequencies higher than 67 GHz
less practical. The most commonly adopted solution for mm-wave measurements is
to ”extend” the frequency capabilities of the VNA by means of dedicated frequency
extender modules. These are mainly trasmitter-receiver modules (T/R) allowing
to increase the frequency of operation by means of multiplication, and to properly
separate the mm-wave signals by means of a reflectometer and a dedicated down-
convertion architecture. A simplified schematic of a T/R extender module is shown
in Figure 6.2a. At present, extender based solution exist for broadband operation
for measurements up to 145 GHz [104] (with a new approach for measurement
up to 220 GHz recently announced), where coaxial standards still exist. For higher
frequency of operation, extenders typically feature waveguide devices and sections,
and their test-ports are usually realized by means of waveguide flanges. For this
reason, mm-wave extenders are offered in frequency-banded solutions, being the
operation frequency limited on the lower end by the fundamental cut-off frequency
of the waveguide, and on the upper end by the onset of the second propagation
mode in the waveguide (TE20). The extenders are typically interfaced with the VNA
by means of a millimeter wave test-set controller, providing appropriate signal rout-
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x2 x2/x3 x2/x3

Figure 6.3: Block diagram of generic frequency up-conversion chain in millimeter wave extender

Table 6.1: VNA extenders typical specifications

Waveguide Band WR15 WR12 WR10 WR8.0 WR6.5 WR5.1 WR4.3 WR3.4 WR2.8 WR2.2 WR1.5 WR1.0

Frequency range
(GHz) 50-75 60-90 75-110 90-140 110-170 140-220 170-260 220-325 260-400 325-500 500-750 750-1100

Test port power
(dBm, typ.) 10 10 10 6 6 -1 -2 -6 -10 -15 -25 -35

RF multiplication
(typ.) 4 6 6 8 12 12 - 18 - 30 - -

ing and conditioning. Modern multi-port and multi-source VNAs also allow direct
connection between the VNA test-ports and the extenders.

6.1.1. Frequency extension
Millimeter wave extenders use, as input, the signals provided from the VNA, which
are generated at a lower frequency in respect to the measurement frequency (RF
input and LO input, usually in the range 8 - 20 GHz, although extenders accepting
higher frequencies up to 40 GHz exist). The modules provide readouts of the scat-
tered waves, sampled by the reflectometer, at itermediate frequency (IF, typically
between 5 MHz and 500 MHz), so that these signals can be promptly acquired by
the VNA receivers (Test and Reference channels). In order to do that, the extender
needs to multiply the frequency of the input signal (for the RF and LO input) and
to provide some sort of frequency down-conversion for the signals that need to
be measured. The mm-wave signals are generated by multiplying lower frequency
signals provided by the VNA source. This is achieved by means of multipliers (active
or Schottky diode based). These devices can also be used in combination, as chains
of multipliers are typically needed to obtain higher frequencies. A generalized block
diagram of a frequency up-conversion chain employed in millimeter wave extenders
can be seen in Figure 6.3. The VNA generator is used as a driver to a multiplier,
typically with a lower multiplication order (x2). the signal is then amplified and
used to drive a second passive multiplier, usually a doubler or a tripler. To reach
higher frequency, additional multipliers can be used in the chain, possibly combined
with intermediate amplification stages to obtain optimum power level to drive the
following stage. Depending on the input signal and multiplication stages, frequency
up-converters can cover frequencies from 50 GHz to 1.1 THz, with different banded
modules (see, Table 6.1). After up-conversion, the signal is provided to the DUT
through a bi-directional coupler. The coupled signals are at the same frequency of
the measurement, and the down-conversion to IF can be performed by means of
fundamental or sub-harmonic mixing [105]. In the first case, being 𝑓 = 𝑓 −𝑓 ,
the frequency of the signal provided to the local oscillator terminal of the mixer
(LO), needs to be first up-converted, using an up-conversion chain similar to the
one in Figure 6.3. In case sub-harmonic mixers are used, the LO signal provided
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Figure 6.4: Output power versus frequency of a mm-wave extender module in the WR-03 range, at
different value of external attenuation.

from the VNA can be directly used for the mixing, or a lower up-conversion can be
used, being in this case 𝑓 = 𝑓 −𝑀𝑓 , with M being the specific harmonic used
by the sub-harmonic mixer. Using a sub-harmonic solution allows for a simpler
down-conversion stage, reducing cost and complexity.

6.2. Mm-wave test-benches shortcomings
When considering measurements at mm-wave and submm-wave, one of the limi-
tations is the measurement dynamic range reduction. As frequency increases the
power available decreases while the noise floor, which is set by the measurement in-
struments, remains ideally constant, bringing to a reduction of the dynamic range.
In standard VNA configurations, the dynamic range is kept constant versus fre-
quency by using the amplitude level control (ALC) (see, Chapter 2). When mm-wave
VNA extenders need to be used, the ALC is implicitly excluded from the measure-
ment loop. Due to the absence of an ALC within the extenders, and the non-linear
nature of the internal components, the power available from the source can sig-
nificantly vary within the waveguide band. An example is shown in Figure 6.4,
where the power at the output of a commercially available WR-03 VNA extender
is displayed, versus frequency, when the nominal (fixed) power is provided at the
input RF port of the module (black curve). In the example, the power fluctuation
is in the order of 6 dB, but can reach values higher than 10 dB depending on the
bandwidth and the manufacturer of the extender. While the absolute value of the
output power can be modified coarsely by means of optional embedded manual at-
tenuators (see, Figure 6.4, red curve), the fluctuation cannot be corrected. When
measuring active devices (i.e., power amplifiers), this lack of control on the power
delivered to the DUT can have different implications on the measurement accuracy.
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Figure 6.5: Generalized Gain vs. Pin characteristic, at fixed frequency, of an active device

6.2.1. Small signal measurements
The small-signal characterization of power amplifiers, aims to look at input match-
ing, reverse isolation and the small-signal gain of the DUT. When performing these
measurements, the device drive level needs to ensure the small signal operation.
If we consider the simple example of Figure 6.5, at every frequency a power am-
plifier (in the example, a class A) can be driven into three main operation region.
The absolute linearity is only guaranteed when the input power is sufficiently low,
while increasing the driving would bring the device first in weakly and then in highly
non linear region, where the change in input power would be related to a sensi-
tive change in gain. When the amplifier is composed by several stages, which is
often the case at mm-wave frequencies due to the limited gain per stage, the com-
pression mechanism of the gain curve can be very diverse, mostly depending on
the area ratios of the stages. When the absolute power level of the drive signal is
unknown, and it is not advisable to strongly reduce the driving power (i.e., using
waveguide attenuators) not to incur in noisy measurement traces, there is a clear
risk of measuring in the weakly non-linear region (Figure 6.5). When this occurs,
the S21 parameter is actually modulated by the non-constant drive level (versus
frequency) and the non-linear device input-output characteristic. This can result in
non-physical fluctuations in the measured S-parameter. Examples of this kind of
error can be observed in Figure 6.6a, where the measured S21 of a power amplifier
operating between 135 GHz and 170 GHz [106] presents un-physical fluctuations
in magnitude, that are most likely associated to a incorrect DUT drive due to the
lack of input power control.

6.2.2. Large signal measurements
In order to characterize the key parameters of PAs (i.e., P1dB and PAE), large-signal
setup as shown in Figure 6.7 are typically employed. In this kind of setup, the
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(a) (b)

Figure 6.6: a) Small-signal model-hardware correlation of the PA from [106], comparing simulation (black
symbols) to measurements (solid lines) b) measured (circles) and simulated (solid lines) S-parameters
of the three-stage 150 GHz amplifier, measured with VNA and large-signal setup, from [107].

Figure 6.7: G-band large-signal measurement setup (153 GHz to 173 GHz), from [107].

device drive is realized by properly using frequency multipliers and variable gain
attenuators, to allow the coarse control of the input power, while the response of
the DUT is simply measured by means of power meters. The scalar nature of such
setups only allows for a response type of calibration, thus neglecting losses arising
from mismatches in the setup. This simplification can easily result into measure-
ment errors, as depicted in Figure 6.6b, where the transducer gain measurement of
a CMOS power amplifier, realised at small signal drive using the large-signal setup
of Figure 6.7, is compared with the S-parameter measurements of the same device
using conventional VNA setup (thus, using proper vector correction) [107]. In this
case, the measured transducer gain, which should be equal to the S21 of a device
when in small-signal region, actually diverges from the measurements of S21 when
the device’s mismatch (i.e., S11) increases, and the error is associated to the lack of
vector correction in the large-signal setup. It is important to note that all the com-
ponents shown in Figure 6.7 are already part of a VNA with frequency extenders,
with the only exception that stand-alone frequency multipliers could generate few
dBs more of power due to the absence of the directional coupler.
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Figure 6.8: Simplified schematic for the proposed measurement setup.

6.3. Power control for s-parameters and large sig-
nal characterization at (sub)-mmwave

The challenges reported in Section 6.2 can be circumvented by including proper
power control in a conventional VNA setup for mm-wave measurements, mimicking
the ALC mechanism with a dedicated software control when the actual hardware
device is out of the measurement loop. For this purpose, a hardware and calibration
procedure has been presented in [108] to achieve a frequency scalable method
for absolute power control in small signal and large signal measurements. The
presented method, based on a software based loop, allows refined control of the
power presented at the DUT in the entire frequency band covered by the VNA
extender. In this section, the architecture and working principle of the method are
explained in detail.

6.3.1. System Architecture
Figure 6.8 shows the schematic representation of the proposed test-bench. In this
setup, the test-set is equipped with two VNA extender modules, allowing full two-
port calibrated s-parameters. Currently, modules for different waveguide band-
widths are commercially available, covering an overall frequency range from 50
GHz to 1.1 THz, and the designed setup is suitable for all the possible waveguide
bandwidths. The generation of the RF and LO signals providing the feed to the
mm-wave extenders is performed using the internal sources of the VNA, when us-
ing a two-source analyzer, or by adding an external, low phase-noise, synthesizer
when the VNA only has one single power source. The acquisition of the coupled
waves is performed using the VNA receivers. The values of the scattered waves are
then sampled and sent to an external controlling PC, where all the computation is
performed. In addition to the previous components, not shown in the schematic,



6.3. Power control for s-parameters and large signal characterization at
(sub)-mmwave

6

111

Figure 6.9: Modular schematization of the four calibration steps needed in the proposed setup. a)
First a two-port calibration is performed at the waveguide ports; b) then a power calibration is done
by connecting the power meter at Port 1; c) after the power calibration, power leveling is performed
by doing measurements on matched standards; d) finally wafer probes are included in the setup and
de-embedded with a second-tier calibration.

a power meter is needed to perform the absolute power calibration, as it will be
discussed in following sections. In this setup a calorimeter based power meter
has been used, allowing power measurement from 75 GHz to 1.1 THz. Finally, for
on-wafer DUT measurements, wafer probes need to be used.

6.3.2. Calibration method
In order to properly control the power, the knowledge of the absolute power at
the reference port, together with the chain gain/losses of the mm-wave extender
modules are required. Once these parameters are known, the software aided-
solution could mimic the behavior of a closed-loop control system. The proposed
calibration procedure that allows the refined power control at the input of the DUT
requires four steps, synthetically reported in Figure 6.9. First, a conventional off-
wafer two-port calibration (i.e., TRL [29] or LRM [28]) is performed at the mm-wave
modules waveguide sections (Figure 6.9a). Then a power calibration, as described
in [93], is performed at the waveguide port in order to have a complete knowledge
of the absolute power at the output of the module. The power calibration is done
by connecting the power meter at the port 1 calibration reference plane, as set
from the off-wafer calibration (see, Figure 6.9b). After the power measurement is
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Figure 6.10: a) Power leveling results for Port1 of the proposed setup, in the WR-3 waveguide band.
The plot depicts the value of the output power at the port of the extender module as a function of the
source power provided by the VNA and the frequency. b) Power available at Port1 of the proposed setup
versus frequency in the WR-10, WR-5 and WR-3 waveguide bands, after power leveling. The plot shows
the measured output power for different values of power set from the user, versus frequency.

performed, a link between absolute power and the waves measured at the VNA
receiver is created by means of an additional error term |𝐼 | [93]. The power
calibration can be conveniently applied also to the second port, by properly using the
information collected on the thru standard during the initial two-ports calibration.
Once the power at the waveguide reference planes can be correctly measured, a last
OFF-wafer step must be performed in order to characterize the relation between the
RF source power, set in the VNA, and the power available at waveguide Port-1 and
Port-2. This step is the so-called “power leveling”. During power leveling, a large
number of frequency sweeps is performed, varying the VNA RF source power level
while measuring the related output power at the waveguide port and the reflection
coefficient Γ at both Port-1 and Port-2, which are connected to a 50 Ω termination
(see, Figure 6.9c). Hence, the power available at the same reference planes, at
each frequency, can be computed as:

𝑃 , =
𝑃 ,

1 − |Γ , |
(6.1)

The result, as depicted in Figure 6.10a for the case of measurements in the WR-3
waveguide band, is a look-up table, showing the power available at the specified
port as a function of both the source power provided by the VNA, PRF, and the fre-
quency. Once the power leveling is performed, the look-up-table can be pre-loaded
in the system to compute, for each frequency of interest, the source power level
that must be set in the PNA in order to have the desired power available at Port-1
and Port-2, also during frequency sweeps, with no overhead time in respect of a
conventional measurement. In order to move the calibration reference plane to the
probe tips, a further calibration step is needed, consisting in the de-embedding of
the wafer probes (see, Figure 6.9d). This de-embedding procedure can be per-
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formed on calibration substrates for probe-tip calibration (i.e., alumina, fused silica
or silicon BEOL), using standard two-port de-embedding procedures.

6.4. System performances
6.4.1. Power control
After the setup is properly calibrated and the power leveling is performed, it is
possible to accurately control the power at the output of the extenders, or at the
probe tips if an on-wafer configuration is selected. In Figure 6.10b values of power
available at the waveguide ports of the mm-wave extenders is shown for the three
considered frequency ranges after the power leveling is applied. The accuracy in
power control depends on the frequency range and on the hardware implementation
of the up-conversion chain, which depends on the manufacturer. For the considered
configuration, the largest spread in control level is obtained in the WR-5 frequency
range, where the power control can only be set with a ±0.75 dB error. Note, that
the read out in the absolute power provides an accurate value independent of the
uncertainty in the set power.

6.4.2. Stability
In order to showcase the performance of the proposed setup in terms of measure-
ment stability, repeated measurements have been performed in a limited time pe-
riod over the different waveguide bands, and the results have been used to extract
the stability of the measurements in terms of standard deviation, versus frequency.
First, 100 consecutive measurements have been performed in the entire frequency
range. Then, another measurement has been performed after 10 minutes, in which
the system has been turned off. In Figure 6.11a the variation of the mean value of
the available power, normalized to the available power at thermal regime, is shown
versus time. For all the considered waveguide bands, the result highlights an RC
time constant behavior, which can be associated to a thermal transient. The aver-
age available power varies from an initial value, measured when the system is in
a “cold state”, to a regime value when the thermal transient is completed. When
the RF and LO signals are switched off for a sufficiently long time period, the sys-
tem returns to its initial state. As shown in fig. 6.11a, the characteristics of the
thermal transient, in terms of time constant and power variation, are strongly de-
pendent on the considered module, being frequency and manufacturer dependent.
This thermal transient has to be taken into account when defining the stability of
the measurement setup. In fact, the measurement repeatability strongly depends
on the region of the transient in which the specific measurement is performed.
In order to define the impact of the thermal drift on the stability performances,
first the standard deviation versus frequency has been extracted from the 100 re-
peated measurements shown in Figure 6.11a. Then the same procedure has been
performed only considering measurements obtained at the thermal regime. The
results are showcased in Figure 6.11b, where the stability boundaries defined using
the two different standard deviations are sketched for the WR-5 waveguide band.
This plot shows a drastic improvement in terms of stability when performing mea-
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Figure 6.11: a) Average available power, normalized to the regime value, measured at port-1 of the
designed setup, for WR-10, WR5 and WR-3 waveguide bands, for the same power set from the user
equal to -30 dBm, over 100 consecutive measurements. b) Stability of the power control in the WR-
5 waveguide band. The dashed lines represent the stability boundaries defined using the standard
deviation extracted from the 100 measurements considered in Figure 6.11a. The solid lines define the
stability boundaries using the standard deviation extracted from measurements when thermal stability
is reached.

surements at thermal regime, with the average value of standard deviation varying
from 2 dB to 0.03 dB.

6.5. Power controlledmeasurements of mm-wave
power amplifiers

To demonstrate the capability of the VNA based power controlled setup, a following
work described in [98] the measurements of a multi-stage power amplifier in the
frequency range from 130 to 180 GHz using the measurement technique described
in last section. In this experiment two VDI WR5 VNAX extender modules were
employed for the measurements, and a VDI Erickson PM5 power meter, was em-
ployed for the power calibration. First, the DUT was measured, for a defined bias
level, using the classic mm-wave VNA setup (i.e., without power control). Then,
measurements were performed at a fixed, controlled power level of Pav,in = -30
dBm. Finally, power sweeps in the range from -43 dBm to -12 dBm, at different
frequencies, have been employed to realize large-signal measurement of the de-
vice. Figure 6.12a shows the measured available power from port 1 of the WR5
extender in the conventional operation mode, i.e., no power level, (asterisks) and
for power controlled measurements (filled squares). Figure 6.12b shows the mea-
surement results for the S21 of the considered amplifier in the entire frequency
range. Measurements highlight a strong discrepancy between the two methods in
the frequency range from 130 to 157 GHz (see, Figure 6.12b), where the difference
in terms of S21 reaches 10 dB at 140 GHz. This discrepancy depends on the fact
that the non-controlled power level at the input of the device in the frequency range
between 130 and 160 GHz, is not sufficiently low to ensure linear operation for the
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Figure 6.12: a) Power available versus frequency at port 1 of the system employed in [98] for standard
operation (asterisks) and using power control (squares). b) S21 of the considered PA measured in
standard system operation (asterisks) and with -30 dB controlled Pav (squares). c) Transducer gain
for the considered device, measured with power sweeps at 140 GHz (filled squares) and 170 GHz (red
asterisks)

DUT, as exemplified in Figure 6.12c where the transducer gain of the DUT is shown
for both 140 GHz (black filled squares) and 170 GHz (red asterisks).

6.6. Frequency scalable active tuner for (sub)mm-
wave active load-pull

As shown in the previous section, using a 3 step calibration and the aid of exter-
nal computation, allows performing large signal measurements at (sub)mm-wave
frequencies, by employing off-the-shelf equipment designed for small signal mea-
surements, i.e., the same equipment which is commonly used for simple, non-power
controlled, S-parameter measurements. The large signal capabilities of the setup,
however, are limited, and only matched measurements can be performed, since the
load (or source) impedance presented to the DUT cannot be changed in respect to
the system intrinsic reference impedance. If one wants to perform more advanced
measurements (i.e., load-pull), the hardware setup needs some improvement. In
this perspective, let’s analyze what would be the conditions that would allow the
use of the setup for load pull measurements. First and necessary condition, is to
have some sort of impedance tuners, i.e., a device able to change the impedance
condition at the output of the DUT. As shown in the previous chapter, at very high
frequencies, active tuning is preferable to passive tuning, mostly due to the higher
losses. An active tuner changes the impedance condition by properly injecting a
defined signal into the DUT terminal and, in order to tune the impedance, this signal
needs to be controllable both in phase and in amplitude. If we take into account
the system described in the previous sections, it is evident that while it is possible
to modulate the power injected into the DUT, no control is available on the phase.
To incorporate phase control into the signal injection, the use of a phase shifter
into the injection path would be needed. The intuitive solution, supposing to have
freedom in the hardware design, would be to put the phase shifter right before
the reflectometer, allowing performing the phase modulation directly on the multi-
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Figure 6.13: Two possible schematic configuration for an active tuner at (sub)mm-wave. a) The phase
modulation is performed at the measurement frequency, after frequency multiplication. b) Both phase
and amplitude modulation are performed at lower frequency in respect to the measurements, before
any frequency multiplication stage.

plied signal (see, Figure 6.13a). This would imply the modification of the mm-wave
extender, employing a mm-wave phase modulator. While from the measurement
point of view this would be the most suitable option, the very high cost of such a
component together with the complexity of an hardware modification inside a mm-
wave extender make this solution not viable. On the other end, if the phase shifter
is placed before the mm-wave extender (see, Figure 6.13b), the phase modula-
tion would be performed on the RF-signal before the multiplication, thus at a lower
frequency in respect to the measurement one. The latter solution allows more flex-
ibility and lower cost, since lower frequency components can be used for the phase
shifter, while the waveguide extender would not be modified. Before choosing the
right phisical implementation, it is worth analyzing how the phase modulation can
impact on a frequency multiplied signal.

6.6.1. Phase modulation on a frequency multiplied signal
Let’s consider a generic sinusoidal signal VRF generated by the VNA, with a frequency
f0 and generic initial phase 0:

𝑉 (𝑓 ) = 𝑐𝑜𝑠(2𝜋𝑓 + 𝜙 ) (6.2)
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When this signal is fed to a non-linear component, armonics are generated based
on the Fourier series:

𝑉 (𝑘𝑓 ) = ∑ 𝑐 𝑒 ( ) (6.3)

if the non linear component is a multiplier with a factor k = N, then the output of
interest is the N-th armonic:

𝑉 (𝑁𝑓 ) = 𝑐 𝑐𝑜𝑠[𝑁(2𝜋𝑓 + 𝜙 )] = 𝑐 𝑐𝑜𝑠(2𝜋𝑁𝑓 + 𝑁𝜙 ) (6.4)

Let’s now consider a generic phase shifter, introducing a phase change M to any
signal fed into its input. If we consider the situation of Figure 6.13a, where the
phase shifter is placed after the frequency multiplication, then based on eq. (6.4)
the output will be:

𝑉 (𝑁𝑓 ) = M {𝑐 𝑐𝑜𝑠[𝑁(2𝜋𝑓 + 𝜙 )]} = 𝑐 𝑐𝑜𝑠(2𝜋𝑁𝑓 + 𝑁𝜙 +𝑀) (6.5)

Viceversa, when considering the situation of Figure 6.13b, the multiplication is per-
formed on a signal on which the modulation is already applied, thus:

𝑉 (𝑁𝑓 ) = 𝑐 𝑐𝑜𝑠[𝑁(2𝜋𝑓 + 𝜙 +𝑀)] = 𝑐 𝑐𝑜𝑠(2𝜋𝑁𝑓 + 𝑁𝜙 +𝑀𝑁) (6.6)

Equation (6.5) and eq. (6.6) allow highlighting the operational difference between
Figure 6.13a and Figure 6.13b: while in the first option the modulation is applied
directly to the injection signal, in the latter the modulation would be altered by the
frequency multiplication, and this will have to be taken into account when operating
the active tuner for load-pull purposes.

6.6.2. The active tuner
The two implementations proposed in Figure 6.13 both represent active tuners to
be employed in an open loop active load-pull, as it is implied by the absence of a
physical feedback (closed loop). Once the topology of Figure 6.13b is chosen for
the active tuner, due to the lower hardware complexity, the actual implementation
needs to be defined. The choice of the waveguide head is defined by the specific
frequency range, and for simplicity we assume it to be fixed. For the modulating part
(amplitude and phase modulation) appropriate components need to be chosen. As
explained in Section 6.3, the amplitude (power) modulation of the injection signal
can be obtained directly from the RF source of the VNA, while the power control
capability is achieved by means of proper calibration steps. However, since the RF
source of the VNA needs to be shared between the two instrument ports (Port 1 and
Port 2) to guarantee signal phase coherence, using the same source for the power
modulation would not allow the two ports to be used independently. If we want
the power modulation to be independent between the two ports, another solution
should be used. The use of IQ modulators, as done for the mixed signal active load
pull of Chapter 5, would in this case come in handy, allowing both power and phase
modulation for each port, independently. The main difference in respect to the
mixed signal active load pull is that, in this case, the signal modulation is performed
at a different frequency in respect to the measurement frequency.
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Figure 6.14: Schematic representation of an IQ mixer.

6.6.3. IQ modulation and load pull in a frequency multi-
plied loop

In order to better understand the following sections, it is worth to make a small
recall on IQ modulation. Let’s suppose to have a sinusoidal signal 𝑥(𝑡) = 𝑠𝑖𝑛(2𝜋𝑓𝑡)
and to feed it to an ideal IQ mixer, like the one schematized in Figure 6.14. Now,
let’s also suppose that the phase and quadrature signals are two DC voltages VI
and VQ. The output signal y(t) will be a modulated version of y(t) as:

𝑦 (𝑡) = 𝑀 ∗ 𝑠𝑖𝑛(2𝜋𝑓𝑡 + 𝜃) (6.7)

Where:

𝑀 = √𝑉 + 𝑉 (6.8)

𝜃 = 𝑎𝑟𝑐𝑡𝑎𝑛 (
𝑉
𝑉 ) (6.9)

At each frequency f, the signal y(t) can be also conveniently described as a phasor
Y:

Y = 𝑀𝑒 (6.10)

The considered IQ mixer can be used, in principle, to perform active tuning at
the output of a DUT, as it is done in mixed signal active load pull [80]. So let’s
consider the simple situation depicted in Figure 6.15a, where a general DUT with
an output signal z(t) is considered. Let’s now assume z(t) to be sinusoidal, 𝑧 (𝑡) =
𝐴 ∗ 𝑠𝑖𝑛 (2𝜋𝑓𝑡 + 𝜙 ) at the same frequency of x(t) and phase coherent with it. The
load reflection coefficient ΓL generated by the active tuner can be described as
Γ = ( )

( ) , and considering phasorial representation:

Γ = Y
Z =

𝑀
𝐴 ∗ 𝑒

( ) (6.11)

Considering A and 0 to be constant at a given frequency, ideally any loading con-
dition can be obtained by properly choosing VI and VQ. Let’s now consider the case
in which the IQ mixer is followed by a frequency multiplier, and the measurement
is performed at frequency Nf0 like in Figure 6.15b. In this case, x(t) is transformed,
by frequency multiplication, in w(t):

𝑤 (𝑡) = 𝑀 ∗ 𝑠𝑖𝑛(2𝜋𝑁𝑓𝑡 + 𝑁Θ) (6.12)
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Figure 6.15: Exemplification of the use of IQ mixer based active tuners for load pull measurements. a)
A simple IQ mixer is used for the active tuning. b) A frequency multiplication is performed after the IQ
mixer.

So that the loading condition presented by the active tuner will become:

Γ = W
Z = 𝑀

𝐴 ∗ 𝑒
( ) (6.13)

If we want to graphically describe the problem, we can make use of the charts in
Figure 6.16. Using the IQ mixer as a active tuner allows projecting the vector Y
in the I-Q space (see, Figure 6.16a), into a reflection coefficient in the complex
Γspace (i.e., the Smith chart, Figure 6.16b), where the phase and the amplitude of
the reflection coefficient only depend on VI and VQ. When using a multiplier the
same kind of projection is still possible, but the phase of the reflection coefficient
will scale with a multiple N of the phase Θ (see, Figure 6.16c). This would mean, for
example, that if VI and VQ are used to describe a circumference in the I-Q space,
the reflection coefficient of the load at the DUT will describe N circumferences in
the Smith chart. The analysis performed in this section assumes the use of ideal IQ
mixers, and simplifies the behavior of the mm-wave module as an ideal multiplier.
In practice, IQ mixers will be limited in performance in a certain range of power
and values of VI and VQ. Also, the multipliers present into the mm-wave module,
will in general introduce an additional phase shift to the signal, while also affect the
amplitude due to the conversion loss. Even further, due to the non linear nature
of the frequency multiplier, and the generation of several harmonics other than the
desired ones, the effect of the multiplication on the phase of the signal will not
always be exactly equal to N. Nonetheless, the generality of this analysis allows it
to be valid.
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Figure 6.16: Graphic representation of the effect of IQ modulation on active tuning. a) Representa-
tion of the vector Y described by the IQ modulator in the IQ polar space. b) Representation on the
complex Γspace of the reflection coefficient synthesized at the output of the DUT in Figure 6.15a. c)
Representation on the complex Γspace of the reflection coefficient synthesized at the output of the DUT
in Figure 6.15b.

6.6.4. The test bench
Considering the tuner implementation described in Section 6.6.2, we can now define
the structure of a test bench for load-pull characterization, for which a schematic
representation is shown in Figure 6.17. In this case, ideally two active tuners are
employed, one for each port of the DUT. Due to the employment of IQ mixers in
the active tuners, digital to analog converters (DAC) need to be used to generate
the in phase and quadrature signals (Is and Qs). Since, in the proposed setup, the
IQ mixers are only employed for amplitude and phase modulation of a single tone
signal, the I and Q signals are generated at DC. In order to allow fast frequency
sweep, at least during calibration, an handshaking loop is implemented between the
ADC and the VNA, allowing to quickly change the values of I and Q provided to the
tuners, as the measurement frequency changes. The two active tuners share the
same RF input signal, which is generated at port 1 of the VNA and then split using
a power divider. The RF sharing is essential for maintaining the phase coherence
between the two injection signals, as explained in [80]. The RF signal is generated
at a constant power, defined by the specifications of the employed IQ mixers. For
the rest, the setup is substantially identical to the one shown in Figure 6.8 for power
control, including the use of an external computing unit.

6.6.5. Preliminary results
While the realization of a complete scalable (sub)mm-wave load pull setup goes
beyond the scope of this dissertation, preliminary work has been done to prove the
capability of the approach to actually perform active tuning by means of IQ mixer
and mm-wave head module. In order to do that, a simplified version of the setup in
Figure 6.17 has been used, where the active tuner was only placed at Port 2, while
at P1 a simple mm-wave extender module was employed, fed with an RF signal
with fixed power. First, a 1 port calibration at port 1 was performed. Then, Port 1
was directly connected to Port 2 at the waveguide reference plane, forming a flush
thru connection (see, Figure 6.18). In this way, Port 1 can be conveniently used to
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Figure 6.17: Schematic representation of the active load-pull test-bench setup described in Section 6.6.4

actually measure the reflection coefficient presented at its reference plane, which is
nothing else than the load synthesized by means of the active tuner at Port2. The
first experiment simply consisted in arbitrarily modulate the IQ mixer, by varying the

module of the IQ vector (𝑀 = √𝑉 + 𝑉 ) between 0 and 1, and for every module

varying the phase of the vector 𝜙 = 𝑎𝑟𝑐𝑡𝑎𝑛(𝑉 /𝑉) between 0 and 2𝜋/𝑁 , where N
is the multiplication factor associated to the specific waveguide head in use. This
multiple ”arcs” realized in the VI - VQ polar space are then translated, by means
of modulation and then frequency multiplication, in complete circumferences in the
Smith chart, as described in Section 6.6.3. The results of this analysis are reported
in Figure 6.19 for three different frequencies, one for each analyzed frequency
bandwidth. All three report the reflection coefficient offered from the active tuner
seen from port 1. While these measurements cannot prove that the active tuner
can be valuable for load pull measurements of realistic devices, they do validate
the concept of using an IQ mixer with conventional mm-wave extender modules to
obtain active injection at (sub)mm-wave frequencies.
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Figure 6.18: Schematic representation of the DUT section of the test-bench employed for the experi-
ments of Section 6.6.5
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Figure 6.19: Reflection coefficients presented at the output of the active tuner for various VI-VQ combi-
nation, at different frequencies. a) 93 GHz. b) 180 GHz. c) 325 GHz

6.7. Conclusions
In this chapter a novel method to achieve power control for S-parameters and
large signal characterization for mm-wave and sub-mm-wave devices has been pre-
sented. The method aims to obtain a refined control of the power available at the
DUT, in order to provide constant and controlled power during frequency sweep,
thus obtaining a controlled dynamic range versus frequency. Measurement results
have been shown highlight the power level control capabilities at the mm-wave ex-
tender ports in the WR-10, WR-5 and WR-3 waveguide bandwidths. A study has also
been performed in order to showcase the stability performances of the proposed
setup and their dependence on the system thermal state. The power controlled
measurement setup finds one application in the small-signal characterization of
ICs (amplifiers) and transistors, when the standard measurement approach doesn’t
guarantee the enforcing of small-signal drive for the DUT. With some modifications,
the proposed setup can be used for single tone load-pull measurements. In this
chapter, the concept of realizing an active tuner by means of millimeter wave exten-
ders and IQ mixers has been described, and preliminary results show the capability
of the tuner to actually change the load conditions at the output of a generic DUT.
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The goal of this dissertation is to provide a set of guidelines for the successful and
accurate characterization of (sub)millimeter wave devices. The limits of current
measurement approaches have been first thoroughly analyzed, then strategies for
calibration, small and large signal measurements have been presented. The results
of the work described in this thesis are summarized in Section 7.1, then suggestions
for future work are provided in Section 7.2

7.1. Outcome of the thesis
7.1.1. Calibration
The first part of this thesis, relates to the realization of accurate calibration strate-
gies and structures, to improve the quality of on-wafer measurements at extremely
high frequencies, i.e., for frequencies higher than 75 GHz. In order to do that,
the problem of planar calibration has been approached on three different aspects.
First of all, the probe tip calibration of VNA-based measurement setups has been
analyzed, as typically performed by using an off-wafer (enclosed in a different en-
vironment as the final DUT) calibration substrate. The errors arising by the use of
calibration-transfer techniques have been discussed and, to a certain extent, quan-
tified. By using the acquired information, the conclusion reached in this thesis is
that it is best practice to realize calibration substrates by using dielectric materials
which are electrically thin (i.e., with a low dielectric coefficient), in order to minimize
the effect of multi-mode propagation. Also, in case the DUT is realized in silicon
technology,it is best to use materials presenting a dielectric coefficient as close as
possible to the one of silicon back-end-of-line (typically SiO2, with ɛr ≃ 4.1), allowing
to minimize the effect of spurious capacitances associated to calibration transfer.
The best candidate for the manufacturing of calibration substrates has been identi-
fied, in this dissertation, to be fused silica. As a matter of fact fused silica presents
a dielectric constant (ɛr ≃ 3.69) which is sensibly lower than the one of alumina
(ɛr ≃ 9.1), conventionally used as standard material for calibration substrates, and
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it is also close to the dielectric constant of silicon BEOL. Fused silica presents the
advantage of being offered in thin wafers (thickness as low as 200 μm), allowing
further increasing the cutoff frequency for surface-modes, and it is prone to be
used in conventional photolitographic processes, guaranteeing high manufacturing
precision.

The preferable approach for probe-tip calibration, however, would be to use
calibration standards manufactured in the same environment as the final DUT, i.e.,
in case of silicon technology, to embed the calibration standards into silicon BEOL.
In this case, all the challenges related to calibration transfer are automatically elim-
inated. On top of that, the relatively low dielectric constant of silicon BEOL, to-
gether with the reduced thickness (typically in the order of 10 μm), prevent the
onset of higher order modes for all the frequencies of interest. The challenge, in
this case, is in the accurate knowledge of the electromagnetic properties of the
calibration standards, as embedded in a stratified media and with low manufac-
turing predictability. Even when calibration approaches requiring little knowledge
of the standards are considered, like the thru-reflect-line calibration (TRL), at least
the characteristic impedance of the employed transmission lines needs to be accu-
rately known. A thorough analysis of the conventional approaches reveals that, for
(sub)millimeter wave frequencies, and when lossy and stratified materials are em-
ployed, none of the measurement-based characteristic impedance extraction meth-
ods guarantees an adequate accuracy, mostly because of their inability to take into
account (the always present) inductive transitions between the measurement plane
and the transmission line. In Section 3.2.2 a characteristic impedance extraction
method, based on electromagnetic simulations, has been proposed. This method
allows avoiding any possible inductive transition as it only considers the (uniform)
transmission line used for calibration, while all the material properties (including all
the sources of loss) and electromagnetic phenomena taking place in the calibration
structure are taken into account. When benchmarked towards the state-of-the-
art measurement-based method (calibration comparison method), the proposed
method provides comparable results when measuring homogeneous (i.e., with no
geometrical discontinuity) transmission lines, while outperforming the conventional
method when inductive fixtures are employed between the contact pads and the
transmission lines.

To complete the study of on-wafer measurements at (sub)mm-waves, also the
de-embedding of on-wafer fixtures has been taken into account. In order to do
that, in Chapter 4 of this dissertation, a novel transmission line, called capacitively
loaded inverted CPW (CL-ICPW), has been introduced. This kind of structure allows
realizing transmission lines for TRL calibration directly at the desired low metal
level (M1 or M2), setting the calibration reference plane at the intrinsic DUT ports.
The proposed lines’ architecture is based on a slow-wave kind of approach where a
capacitive load, created by means of a slotted metal plane, is placed at a metal level
higher than the one of the transmission line, which is exposed to the substrate. The
capacitive load allows confining the propagating field in the weakly dispersive BEOL,
while reducing the propagation in the lossy substrate. If properly designed, this
transmission line is well behaved and can be used for direct TRL calibration at M1,
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as its characteristic impedance can be extracted by the EM-based method described
in Section 3.2.2, without having to perform multi-step calibration/de-embedding
procedures. When used to measure SiGe transistors at the intrinsic plane and
benchmarked towards the existing model, the proposed low-metal calibration kit
provides realistic results, showing the possibility for the use of this approach in
model extraction and validation applications.

7.1.2. Small and large signal measurements
The second part of the dissertation has been dedicated to the analysis and de-
velopment of state-of-the-art measurement approaches for small signal and large
signal measurements at millimeter and sub-millimeter wave frequencies. First, a
waveguide based mixed-signal active load pull system, operating in the frequency
range between 50 and 65 GHz, has been presented. The proposed setup expands
the scope of an existing load-pull approach (the mixed-signal active load-pull [80])
to higher frequencies, where the implementation of active load pull setups presents
challenges related to high losses, low dynamic range and low measurement stabil-
ity. The waveguide-based architecture, when compared with solutions based on
coaxial-based test-sets, provides higher stability and lower losses. The proposed
solution has been proved to be effective for small device (i.e., transistors) model
validation. Also, the same implementation has been used for the testing of pre-
matched millimeter wave ICs, demonstrating how also in this case a secondary
(refined-)tuning and optimization of the performances can become crucial to allow
the maximization of the output power, at frequencies where the available power is
still limited. Finally, an alternative use of this setup has been proposed for break-
out characterization, where the load-pull capabilities can be used to characterize
realistic breakout circuits, without the need of on-board modifications which could
provide non-realistic circuit behaviors.

While the mixed signal active load pull is a peculiar measurement technique re-
quiring a customized hardware setup, in Chapter 6 the attention has been shifted
towards exploiting the existing and commercially available measurement setup, i.e.,
VNAs and frequency extenders for millimeter wave, and expand their capabilities for
better accuracy and power measurements. The most compelling challenge when
performing small (and large) signal characterization using VNA extenders is the in-
ability to properly control the power, as the internal ALC of the VNA is excluded
from the measurement loop. In Chapter 6 a method for achieving power levelled
S-parameter measurement has been presented, requiring the use of conventional
hardware setup (VNA and extenders) and a power meter for power calibration. The
proposed method requires a specific calibration procedures allowing to properly con-
trol, set and measure the power at the measurement plane, while maintaining the
vector calibration. The capability to measure power allows also performing large
signal measurements, as quantities like power gain and efficiency can be directly
measured. At the end of the dissertation, the possibility to expand the capabilities
of the setup to achieve load-pull measurement at millimeter wave has also been
presented. The proposed method involves the use of IQ modulation at lower fre-
quencies (i.e., before the frequency up-conversion provided by the millimeter wave
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extenders) to obtain load-pull capabilities at the measurement test-port. Prelimi-
nary results show how the proposed technique is actually capable of providing any
possible load condition at the measurement test port, when tested on passive de-
vices (i.e., waveguide sections), finally opening the possibility to active load-pull
measurements at any frequencies covered by millimeter wave extenders.

7.2. Future work
While this work wants to provide general guidelines for achieving accurate mil-
limeter wave measurements, many aspects for both calibration and measurement
architectures need to be further explored.

7.2.1. Cross-talk correction during on-wafer calibration
VNA measurements can be affected by errors arising from coupling between the
measurement ports. These errors are typically taken into account from conven-
tional error models (i.e., 12 terms error model) with a single isolation term, which
becomes insufficient when on wafer measurements are considered [109]. For this
reason, more general error models, like the 16-terms [110, 111], have been intro-
duced to improve the cross-talk correction. Different studies have been realized, to
show how the 16-terms error model can lead to calibration improvement both with
lumped based calibration approaches [31] or TRL calibration [109]. The effect of
cross-talk on on-wafer calibration depends on different parameters, like calibration
artifact geometry (access line length, distance between artifacts, distance between
probe-pads) or type, probe pitch, substrate (material and thickness) and frequency.
In theory, if all these parameters (or the related effects) could be kept constant,
during calibration and measurements, the cross-talk effect could be estimated (and
corrected for) quite accurately by means of the 16-terms model. When considering
(multiline)-TRL calibration procedures, the estimate and correction of the cross-talk
error becomes particularly cumbersome, as the distance between the probe tips
cannot be kept constant during the procedure, due to the inherent requirements
for transmission lines with different lengths. On top of that, also when measuring
different DUTs, even if assuming these to be embedded in the same substrate as
the calibration kit, the distance between the probe-tips can vary significantly de-
pending on the DUT geometry. It would be essential, for a proper correction of
the crosstalk error, to establish a distance-dependent cross-talk model. While the
work of [109] tried to give a first order estimate of the distance dependency of the
cross-talk model, all the measurements were realized by using a TRL calibration as
reference, which would be inherently affected by a distance-dependent cross-talk
error, and the correction was never scaled to the DUT length. Future investigations
will need to more thoroughly address the problem of the distance dependency in
cross-talk correction, by providing solutions allowing to properly scale the cross-talk
error to the DUT length, in order to give an accurate correction irrespectively of the
geometry.
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7.2.2. Comparing CL-ICPW to conventional de-embedding
The use of the CL-ICPW lines for direct calibration at low metal levels has been
proved, in Chapter 4, to be effective when characterizing transistors. However, no
real comparison between direct TRL calibration with CL-ICPW and more conven-
tional de-embedding techniques for transistor characterization (short-open, short-
open-thru, SOLT, split-line, etc.) has been realized so far. While all techniques
are expected to perform similarly at lower frequencies, due to the lower impact of
the distributed effects when the wavelength is high enough, it is also expected to
see deviation in accuracy for the different techniques as the frequency increases.
The individuation of the frequency limitations, and the quantification of the actual
improvements provided by the use of CL-ICPWs versus frequency, would give more
insight into the scope of the application of this new geometry, allowing to identify
a set of guidelines for effective characterization (and modeling) of transistors at
millimeter and sub-millimeter wave frequencies.

7.2.3. Expanding the use of active load-pull at millimeter
waves

Active load-pull is conventionally considered a technique exclusively used to mea-
sure highly mismatched devices, in order to characterize non-linear devices for their
response in realistic loading conditions. In Chapter 5 alternative uses of active load-
pull have been proposed, when a mixed-signal active load-pull setup has been used
to characterize pre-matched ICs, in order to perform a sort of ”second-tuning”. Also,
it has been envisioned the use of active load-pull for breakout characterization of
linear devices. These alternative uses of active load-pull techniques need to be
further investigated and validated by means of measurements on several, different
DUTs, in order to better understand the real usefulness and the limitations of the
proposed approaches. Especially for the use in breakout characterization, count-
less applications can be envisioned where multiple stages of complex ICs need to
be separately characterized. While the approach proposed in this dissertation ap-
pears to be promising, it will need to be tested in realistic situations and different
applications to finally prove its effectiveness.

7.2.4. Automatic active load-pull at sub-millimeter wave
frequencies

As at the end of Chapter 6 the possibility to realize active tuning at mm-Wave by
using multiplied modulation has been presented, no real load-pull measurement
has been shown in this dissertation. In order to turn the active tuner concept into
a complete active load-pull system, few steps need to be achieved. First, the full
characterization of the transfer function of the active tuner is needed. As a matter
of fact, being composed by non-linear components (IQ mixer, frequency multiplier),
the relation between I and Q signals and the load impedance that can be synthesized
by the tuner can become quite complex. A complete knowledge of this behavior
would allow implementing a robust convergence algorithm, which is the next step
towards the exploitation of the load-pull capabilities. Due to the open-loop nature
of the proposed architecture, and the complex response of the active tuner, the
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choice of the convergence algorithm, and its implementation, would have to be
thorough, taking care of achieving both robustness (i.e., the capability to always
converge to the desired load impedance, with the requested accuracy) and speed.
Finally, the possibility for hardware modifications to the mm-wave heads for best
performances will have to be investigated. Mm-wave extenders are designed for
use in linear measurements (i.e., S-parameters) and, in order to achieve best per-
formances for large-signal (and high DUT power) some adaptation will be needed,
like increasing available power at DUT load (using additional power amplifiers and
pre-matching tuners), avoid compression of down-conversion mixer (using high-
coupling reflectometers, or introducing attenuation in the coupled arms), minimiz-
ing the injection of spurious signals from LO feed-through and multiplier harmonics.
Some of these aspect have being already approached, and are still being improved
by the ELCA group in TU Delft and Vertigo Technologies, which with MMW STUDIO
LP is proposing the first scalable load-pull solution for millimeter and sub-millimeter
wave measurements on the market.



A
Wave formalism,

characteristic impedance
and impedance
transformation

A.1. Travelling modes and travelling waves
When considering a general waveguide section, assumed uniform and supporting
electromagnetic fields propagating on a generic axe 𝑧, defined by a propagation
constant 𝛾, the solution to the source-free Maxwell equations allows to define the
existence of a forward and a backward traveling modes, which linear combination
allows to describe the total electric field 𝐸 and magnetif field 𝐻 in a single mode,
so that their transverse components result to be:

Et = 𝑐 𝑒 et + 𝑐 𝑒 et ≡
𝑣(𝑧)
𝑣 et (A.1)

Ht = 𝑐 𝑒 ht − 𝑐 𝑒 ht ≡
𝑖(𝑧)
𝑖 ht (A.2)

where 𝑒 and ℎ are the transverse components normalized electric and magnetic
field, respectively. 𝑣 and 𝑖 are called waveguide voltage and waveguide current,
while 𝑣 and 𝑖 are normalization constants, allowing 𝑣 and 𝑖 to have units of voltage
and current, respectively. 𝑣, 𝑖, 𝑣 and 𝑖 are defined so that the complex power 𝑝
crossing a given transfer plane may be defined as:

𝑝 = 𝑣𝑖∗ (A.3)

and, for consistency:
𝑝 = 𝑣 𝑖∗ (A.4)
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It is then possible to define the forward-mode characteristic impedance by using:

𝑍 ≡ 𝑣
𝑖 =

|𝑣 |
𝑝∗ = 𝑝

|𝑖 |
(A.5)

By normalizing the forward and backward modes of Equations (A.1) and (A.2),
it is possible to define the forward and backwards traveling waves as:

𝑎 = √𝑅𝑒(𝑝 )𝑐 𝑒 = √𝑅𝑒(𝑝 )
2𝑣 (𝑣 + 𝑖𝑍 ) (A.6)

and

𝑏 = √𝑅𝑒(𝑝 )𝑐 𝑒 = √𝑅𝑒(𝑝 )
2𝑣 (𝑣 − 𝑖𝑍 ) (A.7)

This definition allows to define the reflection coefficient Γ at a certain section z of
the waveguide as:

Γ (𝑧) ≡ 𝑏 (𝑧)
𝑎 (𝑧) (A.8)

and the real power as:

𝑃(𝑧) = |𝑎 | − |𝑏 | + 2𝐼𝑚(𝑎 𝑏∗) 𝐼𝑚(𝑍 )𝑅𝑒(𝑍 ) ≡ |𝑎 | [1 − |Γ | − 2𝐼𝑚(Γ )
𝐼𝑚(𝑍 )
𝑅𝑒(𝑍 ) ]

(A.9)

A.2. Pseudo-Waves
Due to the complexity of the definition of the travelling waves, it is sometimes
convenient to use an alternative mathematical artifact. Considering an arbitrary
impedance 𝑍 such as 𝑅𝑒(𝑍 ) > 0, the pseudo-waves 𝑎 and 𝑏 can be defined
as:

𝑎 ≡ [
|𝑣 |
𝑣

√(𝑅𝑒(𝑍 ))
2 |𝑍 | ] (𝑣 + 𝑖𝑍 ) (A.10)

𝑏 ≡ [
|𝑣 |
𝑣

√(𝑅𝑒(𝑍 ))
2 |𝑍 | ] (𝑣 − 𝑖𝑍 ) (A.11)

Using these definitions, the pseudo-reflection coefficient Γ is defined as:

Γ(𝑧) ≡ 𝑏(𝑧)
𝑎(𝑧) (A.12)

And the real power becomes:

𝑃 = |𝑎| − |𝑏| + 2𝐼𝑚(𝑎𝑏∗)
𝐼𝑚(𝑍 )
𝑅𝑒(𝑍 ) ≡ |𝑎| [1 − |Γ| − 2𝐼𝑚(Γ)

𝐼𝑚(𝑍 )
𝑅𝑒(𝑍 ) ] (A.13)
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It is possible to demonstrate that traveling waves and pseudo-waves are equiva-
lent when the reference impedance is equal to the characteristic impedance of the
waveguide, i.e., 𝑎(𝑍 ) = 𝑎 and 𝑏(𝑍 ) = 𝑏 . In this sense, the pseudo-waves add
a level of arbitrariness in the use of the reference impedance, which may become
handy in particular cases, such as when using lossy transmission lines with complex
𝑍 .

A.3. S-matrix, Z-matrix, cascade matrix
Let’s consider a linear N-port circuit, on which each port is connected to an uniform,
semi-infinite waveguide, and let’s suppose that a reference plane exists in each
waveguide where monomodal propagation insists. For every port 𝑖, it is possible to
arbitrarily choose a reference impedance 𝑍 , allowing the definition of the pseudo
waves 𝑎 (𝑍 ) and 𝑏 (𝑍 ). For convention, the direction of the forward wave 𝑎
can be chosen to be towards the port junction, and in this case 𝑎 is also called
incident wave, while 𝑏 can be addressed as reflected wave. The incident and
reflected pseudo-waves, at every port, are linearly related to each other through
the so called pseudo-scattering matrix S, defined so that its elements 𝑆 satisfy the
relation:

(
𝑏
⋮
𝑏
) = [

𝑆 ⋯ 𝑆
⋮ ⋱ ⋮
𝑆 ⋯ 𝑆

] ⋅ (
𝑎
⋮
𝑎
) (A.14)

where 𝑛 is the number of ports, or vectorially:

b = Sa (A.15)

Equation Equation (A.15) implies that also the vectors related to voltages and am-
plitude v and i are linearly related, through the impedance matrix Z so that:

v = Zi (A.16)

Please notice that, when 𝑍 = 𝑍 , then S = S0, where S0 is the (true) scattering
matrix, defined in a similar fashion as Equation (A.15) but using the traveling waves.
In this dissertation, for simplicity, we always refer to the pseudo-scattering matrix
as just scattering matrix, and to the pseudo-scattering parameters as just scattering
parameters or S-parameters.
Another type of linear relationship betwees pseudo-waves is represented by the
cascade matrix T. In the example of a 2-port linear network with 𝑆 ≠ 0, where
the reference impedance at port 1 and port 2 are, respectively, 𝑍 and 𝑍 , then:

[𝑏 (𝑍 )
𝑎 (𝑍 )] = Tij [𝑎 (𝑍 )

𝑏 (𝑍 )] (A.17)

Conversion between scattering matrix and cascade matrix is possible using:

R = 1
𝑆 [𝑆 𝑆 − 𝑆 𝑆 𝑆

−𝑆 1 ] (A.18)
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and

S = 1
𝑅 [𝑅 𝑅 𝑅 − 𝑅 𝑅

1 −𝑅 ] (A.19)

The cascade matrix is particularly convenient when considering cascades of net-
works, as the cascade matrix of two series-connected 2-port networks is equal to
the product of the two cascade matrices, as long as the connecting ports are com-
posed of identical waveguides, with identical reference impedance.

A.3.1. Impedance renormalization
Considering two sets of pseudo waves, described by the same 𝑣 and 𝑖 but differ-
ent reference impedances 𝑍 and 𝑍 , the two sets are related by the linear
relationship:

[𝑎(𝑍 )
𝑏(𝑍 )] = Q [𝑎(𝑍 )

𝑏(𝑍 )] (A.20)

Where Qnm is described by:

Q ≡ 1
2𝑍 |

𝑍
𝑍 |√

𝑅𝑒(𝑍 )
𝑅𝑒(𝑍 ) [

𝑍 + 𝑍 𝑍 − 𝑍
𝑍 − 𝑍 𝑍 + 𝑍 ] (A.21)

or

Q ≡ √
1− 𝑗 ( )

( )

1− 𝑗 ( )
( )

1
√1 − Γ

[ 1 Γ
Γ 1 ] (A.22)

Where:

Γ =
𝑍 − 𝑍
𝑍 + 𝑍 (A.23)

Equations (A.20) to (A.22) represent the exact expressions of a complex impedance
transform. A special case of impedance transformation, is when a waveguide is ter-
minated on a load, characterized by an impedance 𝑍 . In this case, the reflection
coefficient at the reference plane of the termination can be computed as:

Γ(𝑍 ) =
𝑍 − 𝑍
𝑍 + 𝑍 (A.24)

When 2-ports networks are considered, the simplest way of computing the impedance
transformation of the scattering matrix is to first compute the related cascade ma-
trix, then transform the impedance for the cascade matrix, then transform back
to scattering matrix. In this case, supposing we have port 1 with a reference
impedance 𝑍 and port 2 with a reference impedance 𝑍 , and that we want to
transform the cascade matrix 𝑇 to a reference impedance 𝑍 at port 1 and a
reference impedance 𝑍 at port 2, the resulting cascade matrix 𝑇 will be:

Tpq = QpnTnmQmq (A.25)



A.4. Power Waves

A

133

Where Q is defined as in Equation (A.22). In the common case where the two-ports
use identical reference impedances, and are transformed to other two identical
reference impedances, then:

Tpp = QpnTnnQnp = 1
1 − Γ [ 1 Γ

Γ 1 ]T
nn [ 1 −Γ

−Γ 1 ] (A.26)

A.4. Power Waves
A popular mathematical artifact, often employed as alternative to the pseudo waves,
is represented by the power waves, sometimes referred as Kurokawa waves [112].
These waves are generically defined at a port 𝑖 of a multi-port network, with port
impedance (or port number) �̂�, with 𝑅𝑒(�̂�) > 0. In this case the power waves are
defined as:

�̂�(�̂�) ≡ 𝑣 + 𝑖�̂�

2√𝑅𝑒(�̂�)
(A.27)

�̂�(�̂�) ≡ 𝑣 − 𝑖�̂�∗

2√𝑅𝑒(�̂�)
(A.28)

Please note that the power waves reduce to the pseudo-waves only when �̂� is real
and 𝑍 = �̂�. The power waves are designed in order to always satisfy the simple
power equation:

𝑝 = |�̂�| − |�̂�| (A.29)
The relation of Equation (A.29) is only valid for pseudo waves when 𝑍 is real.
Power-wave scattering parameters and reflection coefficient can be computed in a
similar fashion as the pseudo-wave counter parts. For example:

Γ̂(�̂�) ≡ �̂�(�̂�)
�̂�(�̂�) =

𝑣 − 𝑖�̂�∗
𝑣 + 𝑖�̂� = 𝑍 − �̂�∗

𝑍 + �̂� (A.30)

Where the last equivalence is true when there is a termination to a specific load
𝑍 . Equation (A.30) is not equivalent to Equation (A.24) when a complex port
impedance is used. This can be understood with a simple example. Let’s consider
the reflection coefficient of a short circuit (𝑣 = 0). For pseudo-waves Γ(𝑍 ) = −1
regardless of the reference impedance. For power waves, instead:

𝑣 = 0 ⇒ Γ̂(�̂�) = −�̂�∗
�̂� (A.31)

Which is equal to -1 only when 𝐼𝑚(�̂�) = 0. This example shows how the use of
power-waves may bring less intuitive results when applied to situations in which
complex reference impedances are employed. This is one of the reasons why
pseudo-waves are generally considered as the most convenient and general for-
malism to describe linear networks. For a more in-dept description of the use of
travelling-, pseudo- and power-waves, and the related implications, the reader is
encouraged to read [19].





B
CPW analysis by means of

conformal mapping
When considering a conventional CPW (air and substrate of permittivity ɛr2), i.e.,
ɛr1 from Figure 4.2, the total capacitance per unit length associated to this CPW
can be described from [71] as:

𝐶 = 𝐶 + 𝐶 (B.1)

𝐶 = 2𝜀 (𝜀 − 1) ⋅
𝐾 (𝑘 )
𝐾 (𝑘 ) (B.2)

𝐶 = 4𝜀 ⋅
𝐾 (𝑘 )
𝐾 (𝑘 ) (B.3)

Where C2 is the capacitance associated to the medium with dielectric constant
ɛr2, Cair is the capacitance associated to the CPW when all the space is filled with
air, K is the elliptic integral of the first kind, 𝑘 = and 𝑘 = √1 − 𝑘 . If we
now consider this line as loaded, capacitively, by a shield, then the total capacitance
associated to this CL-ICPW will be:

𝐶 = 𝐶 + 𝐶 (B.4)

Where C1 is the capacitance associated to the floating shield. In the assumption
that the thickness of the substrate hS2 is very large and that 𝑆 ≫ ℎ , then C1 can
be approximated as [113]:

𝐶 ≅ 𝜀 𝜀 𝑊
ℎ (B.5)
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Summary
As the number of wireless applications increases every year, overcrowding the
RF/microwave spectrum, research community and industry are gradually starting to
dedicate more attention to the less exploited (sub)millimeter wave spectrum, span-
ning from 30 GHz to 1 THz. While the high frequency and large available bandwidth
of the latter promises very fast communication and the space for countless new ap-
plications, the development of new devices working at high frequency is hampered
by a series of challenges affecting both technology development and implemen-
tation. One of the bottlenecks in new technology development is the availability
of accurate and reliable measurement techniques, to support the design and the
model validation of both passive and active devices working at (sub)millimeter wave
frequencies. As a matter of fact, the test and measurement market dedicated to
sub-THz applications has presented small developments in the last decades, with
the core instrumentation and measurement techniques still based on the same
principles dedicated to lower frequency applications. This thesis is dedicated to
the development of calibration and measurement techniques for the characteri-
zation of (sub)millimeter wave devices, allowing to bridge the gap between the
current available measurement instrumentation and the new needs in the sub-THz
range. This is done by mainly addressing two aspects: the development of ad-
vanced techniques and artifacts for the characterization of electronic devices in
their native environment (i.e., on-wafer), and the implementation of measurement
techniques allowing to characterize the small- and large-signal behavior of devices
and circuits at (sub)millimeter wave, while overcoming the instrument-related chal-
lenges present at those frequencies. Chapter 2 is dedicated to a description of
conventional measurement instrumentation for microwave devices (mainly based
on the Vector Network Analyzer, or VNA), and the challenges related to the in-
strument calibration, especially when on-wafer measurements are needed. As a
matter of fact, calibration is a fundamental procedure, preceeding the device mea-
surements, and necessary to correct for all the environmental and statistic errors
which are introduced when the instrument is connected to the device under test
(DUT). The non-shielded nature of the interconnection between the instrument and
the on-wafer DUT, which is typically realized in his final part using wafer probes,
increases complexity in the error correction. On-wafer calibration becomes even
more challenging when frequencies increase towards the millimeter wave and sub-
THz ranges, as effects like multi-mode propagation and errors related to calibration
transfer between substrates become dominant. This is addressed in Chapter 3,
where two points of view are employed to try to improve measurement accuracy.
First, it is shown how, by accurately choosing the substrate material employed for
the realization of the calibration kit, errors related to multimode-propagation and
calibration transfer can be minimized. Both errors may be almost completely can-
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celed when the calibration kit is realized directly in the environment where the DUT
is embedded, which is typically semiconductor back-end-of-line (BEOL). In the sec-
ond part of Chapter 3, a novel technique is proposed to design and characterize
transmission lines used for the realization of thru-reflect-line (TRL) calibration kits
in silicon BEOL. One main purpose of on-wafer calibration is to bring the measure-
ment reference plane as close as possible to the DUT, in order to correct for all the
errors related to the interconnection and providing measurement results as close
as possible to the actual device behavior. As, typically, semiconductor based DUTs
(like transistors) are embedded into the BEOL using special and complex fixtures,
the problem remains on how to also exclude these fixture from the measurements,
after the system is already calibrated. This is typically done by employing correction
techniques called de-embedding, which in a similar fashion to calibration techniques
allow to estimate the effects of the fixtures, and computationally exclude them from
the measurements. While conventional de-embedding techniques start to lose ac-
curacy when the frequencies become higher than 40 GHz, it would be preferrable
to be able to directly calibrate the measurement system to bring the measurement
reference plane directly at the intrinsic DUT plane, thus correcting for the fixture in
the same step of the rest of the calibration. Chapter 4 introduces the design of a
special transmission line, the capacitively loaded inverted coplanar waveguide (or
CL-ICPW), that can be built in the lower levels of the BEOL, allowing direct access
to the intrinsic DUT plane. The functioning of the transmission line is based on
an additional capacitive load, which allows to confine the propagating field in the
low-dispersive oxide of the BEOL, reducing the losses into the dispersive silicon of
the substrate. This feature allows the CL-ICPW to be well-behaved, so that it can
be used for the realization of TRL calibration kits, placing the reference plane as
close as possible to the intrinsic DUT.
The second part of this dissertation is dedicated to the realization of large-signal
measurement setups, dedicated to the characterization of active devices (mainly,
transistors and power amplifiers) at frequencies higher than 50 GHz. Most of the
main large-signal techniques are based on measuring the devices performances
while varying the incident power, while sometimes changing the loading condi-
tion presented to the device when this is driven in non-linear operation (load-pull).
Chapter 5 describes the implementation of a dedicated active load pull setup for
measurements in the frequency range from 50 GHz to 65 GHz. In order to opti-
mize the power performances of the system, the setup is completely realized using
rectangular waveguides to exploit the low losses in respect to coaxial systems. The
implementation of the system is based on the existing mixed-signal active load-pull,
developed in TU Delft and commercialized by Anteverta-MW at lower frequencies
(i.e., up to 40 GHz). This sort of system can be used for characterization of tran-
sistors as well as circuits. A novel use of the active load-pull system is dedicated to
the characterization of circuit breakouts, in order to avoid circuit modifications that
might alter the actual behavior and polarization of active devices, while providing
the necessary realistic termination using active load-pull techniques.
When measurements at frequencies higher than 70 GHz are needed, conventional
VNAs cannot be used as they are limited in performance by their (coaxial) connec-
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torization. The conventional method to circumvent these limitations is to extend
the frequency range of the VNA by employing waveguide banded millimeter wave
extender modules. These modules are based on frequency multiplication to up-
convert the signal coming from the VNA to a desired frequency bandwidth, and
they typically include dedicated reflectometers and down-convertion mixers in or-
der to sample the incident and reflected waves at high frequency, and then convert
them to lower frequencies to allow acquisition with the VNA. The main problem of
employing these waveguide extenders is that they exclude the capability of control-
ling the power delivered to the DUT during conventional VNA operation. Chapter
6 focuses on a novel method, based on a computer-aided characterization of the
non-linear behavior of the extender modules, to ultimately be able to control the
power delivered to the DUT by modulating the power generated, at lower frequen-
cies, by the VNA. Using a dedicated calibration procedure, the system is capable to
control and measure the power at the test-port, so that the correct power driving
can be guaranteed during small-signal measurements, and power sweeps can be
employed to perform large-signal power measurements, like measurements of gain-
compression. The system can be expanded, with the aid of dedicated hardware (IQ
mixers and digital-to-analog converters), and an iterative research software, to real-
ize active load-pull measurements at millimeter wave frequencies. The capabilities
of the system to control and measure the power, as well as the main capability of
modulating the amplitude and the phase of the signals at the system testport, have
been demonstrated in this thesis in the frequency range from 75 GHz to 325 GHz,
while the system is in principle scalable to any frequency range in which waveguide
based millimeter wave extenders are provided.
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