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Abstract

On May 22, 2018, the Gravity Recovery and Climate Experiment Follow On (GRACE-FO) mission was launched
with the goal to map the spatiotemporal variations in the Earth’s gravity field and to extend the 15-year monthly
mass change observations of its predecessor, the GRACE mission. Similarly to GRACE, the measurement prin-
ciple of GRACE-FO is based on three different key elements, namely inter-satellite ranging, precise orbit de-
termination and accelerometry. The accurate estimation of the satellites’ attitude has an influence on all three
of them. Therefore, any unmodeled errors in the attitude dataset product can propagate to the gravity field
solutions and degrade the results. The objectives of this thesis are twofold. Firstly, to analyse the in-flight per-
formance of the GRACE-FO star cameras, fiber-optic gyroscopes, accelerometers and steering mirrors. Sec-
ondly, to propose a method that accounts for the instruments’ noise and errors and fuses the data, giving an
improved attitude solution.

The noise and error characteristics of each instrument are determined by examining their measurements
in the time and frequency domain, as well as investigating their differences in geographic plots. These analyses
are performed for May 2020, when all instruments could provide nominal data. Motivated by the improved at-
titude quaternions and gravity field results that were obtained from the latest GOCE gradiometer data calibra-
tion process, the proposed on-ground attitude reconstruction for GRACE-FO is composed of three elements.
The first one is the optimal combination of star camera and steering mirror quaternions by minimizing the
weighted residual sum of squares of the elements of the noise quaternions. Within this combination, a set
of constant parameters are also estimated that describe the relative alignment of these sensors. The second
element is the reconstruction of the satellite angular rates in the frequency domain by applying respectively
a highpass and a lowpass filter to the IMU and to the combined star camera and steering mirror derived an-
gular rates. Lastly, the third element is the attitude reconstruction, for which attitude quaternions, resulting
from the smooth reconstructed angular rates, are fitted to the optimally combined quaternions by means of a
generalised least-squares adjustment.

The proposed attitude data fusion method produces an improved attitude solution that incorporates more
accurately the noise and error characteristics of the star camera, the steering mirror and the IMU measure-
ments. At the level of quaternions, it performs better than the official method, which is based on Kalman
filtering, with noticeable improvements at frequencies above 10 mHz. However, based on a comparison of
the corresponding derived antenna offset correction for range rate, very minor improvements are expected at
the level of the gravity field. This is due to the K/Ka-band ranging system noise being the dominant source at
the higher frequencies. The findings of this thesis work are valuable for the design of future gravity missions
such as the Next Generation Gravity Mission proposed by ESA, for which a redundant accelerometer design
is considered. Given the estimated noise characteristics of the above instruments and the proposed angular
rate reconstruction method, the most favorable placement of the accelerometers is found to be in the along-
track direction. If an accelerometer fails in this configuration, the noise in the required centrifugal and Euler
acceleration corrections will be less than that of the laser ranging system.
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1
Introduction

Over the past two decades, dedicated gravity field space missions improved significantly our knowledge of the
Earth’s gravity field, both in terms of accuracy and spatial resolution. The gravity field acts as a mirror into the
Earth’s interior. From the comparison of corresponding measurements with solutions from an idealised Earth
model in hydrostatic equilibrium, gravity anomalies can be derived, which in turn can give an indication of
mass imbalanced states in the interior of the Earth as well as increase the understanding of the Earth’s dynam-
ics [Rummel et al., 2002]. Satellite gravimetry facilitated for the first time measurements of a homogeneous
and worldwide gravity dataset and advanced our knowledge of mass distribution and mass change processes
in the Earth system. This in turn had a significant benefit to the fields of continental hydrology, oceanography,
cryospheric, solid Earth and atmospheric sciences [Pail et al., 2015].

In 2000, the German Challenging Minisatellite Payload (CHAMP) mission was the first one to allow the
scientific community to derive large-scale static gravity fields. Since the launch of the US/German Gravity Re-
covery and Climate Experiment (GRACE) mission in 2002, monthly gravity field estimates were also produced
and observations of the seasonal and long-term variations in the gravity field could be made. Later on in 2009,
with the launch of ESA’s Gravity Field and Steady-State Ocean Circulation Explorer (GOCE) spacecraft, mean
Earth gravity field estimates at high spatial resolution could be determined. In 2012, with the GRACE satellites
already exceeding their nominal mission duration of five years, the GRACE Follow-on mission was formed. Its
main objective is to provide continuity in monitoring the variations of the Earth’s gravity field over time and
extend the record initiated by the GRACE mission [Kornfeld et al., 2019].

For all the above-mentioned gravity field missions, the accurate estimation of the satellites’ attitude plays
one way or another a critical role in achieving their mission objectives. For example, for GOCE the former is
essential for the precise calibration of the gradiometer and for extracting the gravity gradients [Stummer et al.,
2012]. For GRACE and GRACE-FO, however, their measurement principle is based on three different key ele-
ments, namely precise orbit determination, accelerometry and inter-satellite ranging. And as a matter of fact,
the on-ground final attitude solution has an influence on all three elements, i.e. it affects the calibration of K-
Band ranging (KBR) and star camera parameters, the rotation of the accelerometer data and of the GPS phase
center offset vector in the celestial reference frame and the determination of the inter-satellite pointing. Specif-
ically, the latter is essential for the estimation of the gravity field, because the inter-satellite KBR measurements
must be related to the center of mass (CoM) of each satellite. This is achieved by applying a geometric correc-
tion, called the antenna offset correction (AOC), depicted in Figure 1.1, which corrects not only for the offset of
the KBR antenna phase center (PhC) from the CoM, but also for any imperfect pointing between the satellites.
The AOC depends on the estimated relative attitude of the satellites, therefore, any unmodeled errors in the
estimation can propagate to the gravity field solutions and degrade the results [Bandikova, 2015].

LOS

PhC PhC

CoM

measured ρ

AOCC AOCD

CoM

Figure 1.1: Antenna offset correction for range for the GRACE-FO satellites.

Additionally, knowledge about the noise and errors in the reconstructed satellite attitude and angular rates
could be of great importance for the design of the Next Generation Gravity Mission (NGGM) proposed by ESA.
The intended measurement principle of NGGM is the same as with GRACE and GRACE-FO, i.e. based on inter-
satellite ranging, but now two accelerometers will be placed symmetrically around the satellites’ CoM [Haag-
mans et al., 2020]. In case one of them fails, the measurements of the other accelerometer have to be corrected
for gravity gradient, centrifugal and Euler effects in order to obtain the non-gravitational accelerations. In fact,
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the last two effects are computed given the satellite angular rates. To achieve an accurate estimation of the
latter and to ensure that the noise in the required centrifugal and Euler acceleration corrections are not affect-
ing the mission objectives, a comprehensive understanding of the performances of the relevant instruments is
necessary as well as a method that can fuse their measurements in the most optimal way. In this MSc thesis,
the focus lies on the accurate on-ground attitude reconstruction of the GRACE-FO mission.

Already for CHAMP, GRACE and GOCE, a considerable amount of research has been invested in analysing
and improving the satellites’ attitude estimates. This includes either better calibration, noise and error mod-
elling of the on-board attitude sensors (e.g. [Harvey, 2016]) or on-ground attitude reconstruction methods
based on the fusion of measurements from the star cameras and from other instruments that contain attitude
information. For example, for GOCE, in the early stages of the mission a Kalman filter approach, that combined
star camera and gradiometer data, was utilized to reconstruct the angular rates and the attitude quaternions
[Castini & Cesare, 2008]. Later on, however, an angular rate reconstruction method was developed that com-
bined data from the two instruments using Wiener filtering, the result of which was then used for reconstruct-
ing the attitude of the satellite based on a generalised least squares adjustment method [Siemes, 2018]. In fact,
the outcome of the latter was found to be better than the one obtained from the original method. As far as the
GRACE mission is concerned, a variance component estimation method was initially introduced that fused
together star camera and accelerometer data [Klinger & Mayer-Gürr, 2014]. A few years later a Kalman filter
approach was developed, that combined again data from the same instruments, but based on their improved
error models [Harvey & Sakumura, 2019]. This method is now adopted by the GRACE-FO mission, but with the
modification of using measurements from the on-board fiber-optic gyroscopes instead of the accelerometer.

Nevertheless, no detailed analysis has been published yet on the performance of the latter method, on
the contribution of each sensor to the final attitude estimate, as well as on the error and noise characteristics
of the sensors’ measurements. In addition, considering that between the gravity missions different attitude
reconstruction approaches have been employed, it poses the question of which one accounts better for the
instruments’ noise and achieves a better solution for GRACE-FO. At the same time, the twin satellites of GRACE-
FO are equipped with the laser ranging interferometer (LRI), which has the same function as the microwave
instrument (MWI), i.e. it is used to measure the fluctuations in the separation between the two satellites. A
key component of the interferometer is the fast steering mirror assembly, which is responsible for aligning the
local and the incoming laser beam so that the maximum heterodyne efficiency can be achieved. On this basis,
additional attitude information could be derived from the steering mirror commanded angles.

In this MSc thesis, the noise and error characteristics of the GRACE-FO star cameras, fiber-optic gyro-
scopes, accelerometers and steering mirrors will be analysed. To avoid any confusion the following definitions
of noise and error are used within this work: noise corresponds to random effects in the data in comparison to
errors that refer to non-random, or systematic, effects that could be modeled by a set of parameters. Addition-
ally, appropriate calibration and data fusion methods will be proposed that ensure any significant systematic
errors in the measurements are correctly accounted for and an improved attitude dataset can be provided. The
performance of the new attitude reconstruction method will be compared to the official one, which is based
on Kalman filtering. Finally, the impact of the proposed approach on the GRACE-FO mission will be addressed
and given the estimated noise characteristics of the above instruments, a recommendation will be given for
NGGM.

The report is structured in the following way. In Chapter 2, an overview of the GRACE-FO mission is given,
together with its objectives and its measurement concept. In the same chapter, a description of the measure-
ment principle and the current performance of the star cameras, the fiber-optic gyroscopes, the accelerometer
and the steering mirrors is provided. Chapter 3 reviews the previous research conducted on satellite attitude
reconstruction with a focus on the GRACE and GOCE missions. At the end of this chapter, the research gap
is identified and the main research question and sub-questions are derived. Next, in Chapter 4, four main
processing algorithms are described, that were implemented during this thesis as building blocks for the in-
struments’ error assessment and for the attitude reconstruction process. Afterwards, Chapter 5 explains the
various proposed methods for calibrating and combining the measurements of the instruments under consid-
eration, and Chapter 6 presents the verification of the previously-mentioned algorithms. Then, in Chapter 7
the identified noise and error characteristics of each instrument are addressed and the results obtained from
the data calibration and the data fusion methods are analysed. Within this chapter, the solution of the pro-
posed attitude reconstruction method is compared to the one acquired from the official attitude data product.
At the end, the impact of the new attitude solution on the GRACE-FO mission is discussed and a recommen-
dation is given for NGGM. Finally, Chapter 8 provides detailed conclusions, that answer the research question,
and recommendations for future work.



2
GRACE Follow-On Mission

This chapter provides an overview of the GRACE-FO mission in terms of its objectives (Section 2.1) and its
measurement concept (Section 2.2). In Section 2.3 follows a description of the four instruments on-board the
satellites that could be used for reconstructing the satellites’ attitude. Lastly, Section 2.4 presents the mission
data products that were utilized in this thesis work.

2.1. Overview & Objectives

The GRACE-FO (Gravity Recovery and Climate Experiment Follow-On) mission, is a joint US/German space
mission launched in May 2018 with a designed lifetime of 5 years and the goal to map the spatiotemporal varia-
tions in the Earth’s gravity field and to extend the 15 year monthly mass change observations of its predecessor,
the GRACE mission, which was decommissioned in June 2017. The two missions share many similarities, such
as the measurement concept, the spacecraft design and several instruments, but GRACE-FO incorporates nu-
merous improvements based on the lessons learned from GRACE. Each of the GRACE-FO satellites is equipped
with three star trackers, one inertial measurement unit (that consists of four fiber-optic gyroscopes), a precise
accelerometer in the satellite’s CoM, magnetorquers, cold-gas thrusters, the GNSS receiver assembly and the
MWI. In addition, a change in the design of the satellites had to be made to accommodate the LRI, which is
used to demonstrate the first-ever satellite-to-satellite ranging laser interferometry [Landerer, Flechtner, et al.,
2020]. In Figure 2.1 an artist’s rendering of the twin GRACE-FO spacecraft is shown in orbit around the Earth.
The MWI ranging is indicated by the white line that connects the two satellites, while the laser ranging by
the two red lines, which are separated to achieve the "race-track" configuration (explained in more detail in
Section 2.3.4).

Figure 2.1: An artist’s impression of the two GRACE-FO satellites in orbit around Earth. Source: [NASA/JPL-Caltech, 2020]

3



4 2. GRACE Follow-On Mission

As underscored in the 2018 Decadal Strategy for Earth Observation from Space, the mass change obser-
vations are one of the most significant measurements to continue obtaining in the next decade [National
Academies of Sciences, Engineering & Medicine, 2018]. The main science objective of the GRACE-FO mis-
sion is to continue monitoring the variations of the gravity field over time, i.e. to extend the record that was
initiated by the GRACE mission. As with its predecessor, this objective is achieved by measuring precisely the
range between two spacecraft. In addition to the monthly gravity field maps, the GRACE-FO mission will con-
tinue atmospheric profiling observations from GPS radio occultations that can be used to support weather
forecasting (e.g. [Anlauf et al., 2011; Kornfeld et al., 2019; Pingel et al., 2010]). Last but not least, the GRACE-
FO satellites are demonstrating the LRI design as a means to improve the performance of satellite-to-satellite
range measurements, and thus serving as a pathfinder for future GRACE-like geodetic missions [Wen et al.,
2019].

2.2. Measurement Concept
The measurement concept of the GRACE-FO mission is equivalent to that of GRACE, i.e two identical satellites
are in near-polar orbits, with a separation in the along track direction between 170 to 270 km and at an initial
altitude of about 491 km. Over the course of the mission, the orbits of the satellites are allowed to decay, how-
ever, systematic orbit maintenance maneuvers are performed to keep the satellites at the nominal separation
distance between 170 and 270 km. Similar to GRACE, the two satellites are equipped with a dual frequency
K/Ka-band MWI that measures variations of the inter-satellite range due to orbital perturbations arising from
temporal and spatial changes in the gravity field of Earth. In parallel to the MWI, the LRI also measures range
variations, which are later used to compare the two ranging observations.

While in orbit, any gravitational and non-gravitational forces experienced by the twin spacecraft will change
the distance between them. Non-gravitational forces include among others solar and Earth radiation pressure,
atmospheric drag and residual imbalanced thruster firings. These accelerations are measured by the on-board
accelerometer on each satellite and later on they are used so that variations in the inter-satellite range caused
by purely gravitational forces can be precisely distinguished. Furthermore, the on-board GPS receivers enable
precise orbit determination and time tagging necessary for the data analysis.

There are four main error contributors when deriving gravity field models from GRACE-FO observations,
namely the inter-satellite range measurement errors, the non-gravitational acceleration measurement errors,
the precise orbit determination errors, aliasing due to spatial and temporal under-sampling, and errors in the
models used for de-aliasing. The on-ground attitude estimate plays has key role for both the KBR and the
accelerometer. For the observations of the former, a geometric correction needs to be applied (see Figure 1.1),
so that the offset of the KBR antenna PhC from the CoM as well as any imperfect pointing between the satellites
are corrected. For the accelerometer, the measured accelerations need to be accurately projected along the
CoM-CoM line. Therefore, any unmodelled noise and errors in the attitude product can contribute to the
inter-satellite range and non-gravitational acceleration measurement errors [Kornfeld et al., 2019].

2.3. Attitude Sensors and Instruments
In this section, a description is provided for the four instruments on-board the GRACE-FO satellites, that can
either measure the inertial or the relative satellite attitude and could be used for the attitude reconstruction
process. These instruments include the star cameras (Section 2.3.1), the inertial measurement unit consisting
of fiber-optic gyroscopes (Section 2.3.2), the accelerometer (Section 2.3.3) and the steering mirrors of the LRI
(Section 2.3.4). For each one of them, the measurement principle, the accuracy and the corresponding mission
data products are presented.

2.3.1. Star Tracker Assembly

A star camera is one of the most important attitude determination sensors on-board a satellite and especially
for the two GRACE-FO satellites, as they provide the most accurate inertial attitude information of a spacecraft.
As the name suggests, the sensor uses stars as the reference objects for attitude determination. A star camera
measurement involves capturing a picture of the stars in the field-of-view (FoV), identifying them using an on-
board star catalog and in the end determining the attitude of the sensor frame with respect to the inertial frame
in terms of quaternions [Bandikova, 2015]. A star camera is essentially a digital camera, which is populated by
either charge coupled device (CCD) or complementary metal-oxide semiconductor (CMOS) pixels and has a
focal plane that is found at a distance f (focal length) behind the vertex. With the vertex of the optical system
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as the origin, an x-y-z coordinate system is defined with the z axis being along the optical, or otherwise called
boresight axis [Markley & Crassidis, 2014]. In Figure 2.2, the basic geometry of a star camera is depicted.
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4.2 Star Trackers

4.2.1 Overview

Reference [66] describes several types of star trackers, many of which are no longer
used. Beginning around 1990, they were superseded by solid state star trackers that
track many stars simultaneously [43]. We will discuss only these state-of-the-art
trackers, many of which autonomously match the tracked stars with stars in an
internal catalog and use one of the methods described in Chap. 5 to compute the star
tracker’s attitude with respect to a celestial reference frame. A typical tracker has an
update rate between 0.5 and 10 Hz, a mass of about 3 kg and a power requirement on
the order of 10 W. It provides accuracy of a few arcseconds in the boresight pointing
direction, with larger errors for rotation about the boresight. References [43] and
[34] review the operation and performance of star trackers, and [64] provides a
detailed description of the star tracker used by the WMAP spacecraft.

A star tracker is basically a digital camera with a focal plane populated by either
CCD (charge-coupled device) or CMOS (complementary metal-oxide semicon-
ductor) pixels (picture elements). CCDs have lower noise, but CMOS has several
advantages. It is the same technology used for microprocessors, so the pixels can
include some data processing capabilities on the focal plane itself. Sensors taking
advantage of this capability are known as active pixel sensors (APS). CMOS is more
resistant to radiation damage than CCDs, and also provides the capability of reading
out different pixels at different rates, which is not feasible with CCDs.

Figure 4.2 shows the geometry of a star tracker, which is basically the geometry
of a pinhole camera. The x, y, and z axes constitute a right-handed coordinate
system with its origin at the vertex of the optical system and its z axis along the
optical axis, the tracker’s boresight. The focal plane is a distance f , the focal length
of the optics, behind the vertex. The optics are slightly defocused so a star image
covers several pixels. This enables the location of the centroid of a star image,
computed as the “center of mass” of the photoelectrons in an n�n block of pixels, to
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Figure 2.2: Star camera geometry. Source: [Markley & Crassidis, 2014]

The point where the optical axis touches the focal plane is designated by (u0, v0) and the focal plane makes
use of a (u,v) coordinate system. The vector s is defined as the unit vector from the spacecraft to a star and can
be computed from the focal plane coordinates of the centroid of its image as: [Markley & Crassidis, 2014]

s = 1√
f 2 + (u −u0)2 + (v − v0)2

u −u0

v − v0

f

 (2.1)

Both GRACE-FO satellites are equipped with three star cameras. More specifically, they are supplied with
the Micro Advance Stellar Compass (µASC) Star Tracker Assembly (STR), which was designed and built by the
Technical University of Denmark (DTU). In general, the performance of a star tracker can be affected by several
factors, among others the sensitivity to starlight, the size of the FOV, the accuracy of the star centroiding and
the number of stars in FOV. Figure 2.3 shows an error breakdown for a typical star tracker.
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attitude 


error

LOS uncertainty Relative error

Optical errors Centroiding
errors

Noise
Equivalent

Angle

Algorithmic
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Figure 2.3: Star camera attitude error breakdown.

The absolute attitude error is the overall star tracker error with respect to its mounting plane and it is sub-
divided into two categories: the relative error and the line of sight (LOS) uncertainty. The former is further
categorized to optical errors, centroiding errors, Noise equivalent angle (NEA) and algorithmic errors. LOS un-
certainty refers to any excursion caused by thermal drift, launch effects, ground calibration residuals, etc. As
the name suggests, optical errors include any ground calibration errors related to the optics as well as chro-
matic, thermal and optical distortion. Centroiding errors include centroid algorithm uncertainty, quantization
error and pixel light sensitivity non-uniformity. NEA refers to the ability of a star camera to replicate the same
attitude given an identical optical stimulation. This errors consists of dark current noise, photon noise, readout
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noise and stray light noise. Last but not least, algorithmic errors consist of star catalog, thresholding and time
stamp uncertainties as well as any other algorithmic approximations [Eisenman & Liebe, 1998; Liebe, 2002].

The NEA of a star tracker can be split into the cross-boresight and the boresight NEA, referring to how
accurate the rotations around each axis of the camera frame can be resolved. In general, a star tracker will be
6-16 times more accurate in the cross-boresight axes [Liebe, 2002]. Based on the specifications of the (µASC)
cameras, the latter axes can be measured with an accuracy of 2 arcseconds [Jørgensen et al., 2012]. At the same
time, according to Landerer, Flechtner, et al. [2020], the RMS point-by-point noise for camera 1 of GRACE-FO
was estimated, via an attitude Kalman filter, to be equal to 1.6, 1.4 and 28 arcseconds for the cross-boresight and
the boresight axes respectively. In addition to random noise, star tracker measurements are prone to systematic
errors such as the drift, that was observed for GRACE, on the orientation of the cameras during the lifetime of
the mission. This drift was on the order of hundreds of arcseconds and was attributed to thermal conditions
[Harvey, 2016]. For the GRACE-FO satellites to comply with the thermal requirements, the three camera heads
are mounted to a silicon carbide cube that provides both structural and thermal stability. Another important
systematic effect that was found for GRACE, was FoV dependent errors.

As far as the star camera operation on-board the satellites is concerned, each one provides measurements
with approximately 2 Hz sampling rate. The SCA1A data product contains these measurements, which ex-
press the rotation between each of the three star camera frames (SCFs) and the inertial frame. The measure-
ments can be defined with respect to the science reference frame (SRF), which is aligned with the main satellite
axes, using the QSA1B data product that includes the quaternions that describe the rotation between each of
the three SCFs and the SRF. For the full definition of the above reference frames, the reader is referred to Ap-
pendix A.2. The noise modelling performed for GRACE is used for the GRACE-FO mission as well. As indicated
by Wen et al. [2019], star camera noise is modelled "as point-by-point white noise, FoV dependent noise and
alignment error on each camera".

2.3.2. Fiber optic gyroscopes

A gyroscope is a device for maintaining the orientation or measuring the angular rates of a system. The GRACE-
FO gyroscopes are used to achieve the latter. Compared to other means of measuring angular rates, such as
angular accelerometers, the gyroscopes have proved to be the most accurate for purposes of navigation [Jekeli,
2001]. In general, there are three main categories of gyroscope technologies, namely spinning mass, optical
and vibratory [Groves, 2008]. Each GRACE-FO satellite is equipped with optical gyros, more specifically, with
four fiber-optic gyroscopes (FOG) in tetrahedral configuration [Wen et al., 2019]. This type of gyro measures
the phase difference of two light beams that travel through a loop of fiber optic. The measurement principle
is based on the Sagnac effect, which occurs when light travels around a closed-loop waveguide, which itself is
rotating about an axis perpendicular to its plane. From the perspective of an inertial frame, if the light prop-
agates in the same direction as the rotation of the waveguide then the light-path length is increasing. On the
contrary, if the waveguide is rotating in the opposite direction, the light-path length is decreasing. The angular
rate of the waveguide with respect to an inertial frame can then be determined by measuring the changes in
path length [Groves, 2008].

The gyros compose what is called the Inertial Measurement Unit (IMU) of the satellite. The GRACE-FO
satellites carry the Astrix 120 IMU manufactured by Airbus Defence and Space [Gath, 2016]. The IMU, apart
from directly measuring the angular rates, is used to propagate the attitude of the spacecraft between star
camera measurements [Kornfeld et al., 2019]. The optical gyroscope is a single degree-of-freedom instrument,
hence at least three gyros are required to provide a three-dimensional reference for attitude and measure all
three angular rates. Since the sensing principal of optical gyros is based on light, and because it has no mass,
nominally the dynamics of the environment, within which the gyroscope operates, do not affect the measure-
ments [Jekeli, 2001]. However, there are situations, for instance at attitude thruster firings, when the instrument
has short outages.

The IMUs are performing with high accuracy in high frequency band, however, their measurements in low
frequency band are limited by the stability of bias and scaling factors [Bandikova, 2015]. Table 2.1 shows the
performance specifications as provided by the supplier. The main noise contributor for the Astrix 120 IMU is
the angle random walk with a magnitude of about 0.0016◦/

p
h [Airbus Defense and Space, 2020]. As mentioned

by Wen et al. [2019], the noise of the IMUs is "modeled with bias random walk, once-per-revs and twice-per-
revs model". Two IMU data products are provided for the GRACE-FO mission, the IMU1A and IMU1B. Both of
them contain filtered angles resolved in the individual gyro frames at a sampling rate of 8 Hz. The filter used
is "a predetermined but selectable 2nd-order low-pass filter". The only difference between the two products is
that IMU1A is given in OBC Time, while IMU1B in GPS Time [Wen et al., 2019]. For the full definition of these
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time frames, the reader is referred to Appendix A.1

Table 2.1: Performance of the Astrix 120 IMU. Source: [Airbus Defense and Space, 2020]

General

Full performance measurement

range
± 10◦/s

Measurement range up to ± 140◦/s

Scale factor knowledge
and stability

Linearity over full performance

range
3σ < 10 ppm

Thermal modelling error 3σ < 10 ppm

Bias knowledge and stability

Stability over 1 hour 3σ < 0.01◦/h

Thermal modelling error 3σ < 0.03◦/h

2.3.3. SuperSTAR Accelerometer

The purpose of an accelerometer is to measure the non-gravitational forces acting on a satellite. Such forces
include the solar radiation pressure, atmospheric drag, Earth radiation force, thermal forces and even forces
created by the attitude control system. For the GRACE-FO mission it is essential that these forces are measured
as accurate as possible so that variations in the inter-satellite range caused by purely gravitational forces can
be precisely distinguished. To minimize the coupling of rotational accelerations, such as Euler and centrifugal
accelerations, and only measure non-gravitational forces, the accelerometer is placed at the center of gravity
of each satellite [Kornfeld et al., 2019]. The two GRACE-FO satellites are equipped with the SuperSTAR, which
stands for Super Space Three-axis Accelerometer for Research [Touboul et al., 2009]. It is supplied by ONERA
and is based on a family of accelerometers previously used by the GOCE, the CHAMP and the GRACE mission,
but it incorporates a number of improvements [Kornfeld et al., 2019]. The measurement principle of the Su-
perSTAR is based on the electrostatic levitation of a proof mass within a cage made up of six electrode pairs.
These electrodes play the role of capacitive sensors and electrostatic actuators. When a non-gravitational force
acts on the satellite, the cage is displaced with respect to the proof mass. Then, the electrodes, functioning as
sensors, measure their instantaneous capacity, which varies with the position of the proof mass with respect to
the electrodes. The measured displacement signal is sent to a proportional integral derivative (PID) controller
to determine the control voltages to apply to the electrode pairs. The electrodes, functioning as electrostatic
actuators now, apply the necessary electrostatic force to recenter the proof mass inside the cage [Gomez et al.,
2007; Touboul et al., 2004].

Figure 2.4 shows the noise sources of the acceleration measurements along the satellite to satellite axis
determined on-ground for SuperSTAR. As it can be seen from the figure, above 0.1 Hz, the main noise source is
the capacitive detector noise, between 0.1 mHz to 0.1 Hz is the measurement chain noise and below 0.1 mHz
is the temperature stability around the accelerometer [Christophe et al., 2015]. At the same time, Kornfeld
et al. [2019] mentioned that "the achieved on-ground acceleration tone errors are 1.64× 10−10, 2.96× 10−12

and 2.49× 10−12m/s2 for the X, Y, and Z axes of one accelerometer unit, and 1.53× 10−10, 2.64× 10−12 and
2.78×10−12m/s2 for the other unit, respectively."

The GRACE-FO C accelerometer is performing as good or slightly better in-orbit, than the ones of GRACE.
In contrast, for GRACE-FO D, as of 21 June 2018, the accelerometer is under-performing, with the its measure-
ments being degraded due to bias jumps and noise, which is highly correlated across all six accelerometer axes.
Although, it can still measure non-gravitational accelerations, these measurements cannot be used to estimate
Earth’s gravity field. For this reason, an accelerometer data transplant is implemented that models and predicts
the GRACE-FO D non-gravitational accelerations by making use of GRACE-FO C accelerometer observations
and GRACE-FO D thruster information [Landerer, Flechtner, et al., 2020].

In addition, both accelerometers experience phantom accelerations, which denote large and spurious ac-
celerations and of unknown origins. So far it was observed that they occur away from thruster firings and reveal
geographical and beta-angle correlations. The beta-angle is defined as the angle between the satellite orbit and
the vector to the Sun. The latest hypothesis assumes that the phantom accelerations are internal accelerations,
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3. The precise and stable references voltages Vp for
actuation linearization, Vd for position sensing and Vref

for Analog to Digital accurate conversion.
4. The FPGA which leads the digital operations and

insures the interface with nominal and redundant data
links to the satellite.

The SU, sensor mechanics associated with the front end
electronics units, is thermally controlled in a range of
70:1 1C over one orbit.

The Interface Control Unit (ICU) which could be far
from the SU includes only the DC/DC converters for the
generation of the secondary regulated power lines
(þ3.3 V, þ5 V, 715 V, 748 V) from the satellite nominal
and redundant power buses.

2.2. Performance

The performances required for the GRACE-FO acceler-
ometer are the same as the ones for GRACE. They are
mainly driven by the maximum acceleration control range
of 72:5� 10�4 m=s2 because of the excitation by space-
craft thrusters, and by the measurement range of 75�
10�4 m=s2 along XACC-axis and of 75� 10�5 m=s2 along
YACC- and ZACC-axes.

The PSD noise of the accelerometer X-axis in the
measurement bandwidth shall beffiffiffiffiffiffiffiffiffiffiffi
PSDX

p
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�10�9m=s2=
ffiffiffiffiffiffi
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p
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and the PSD noise of the accelerometer Y- and Z-axes in
the measurement bandwidth shall beffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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in the measurement bandwidth from 5� 10�5 Hz to
2.5 Hz.

The worst case analysis performed during the phase B
showed that the performance will be achieved, with a

slight improvement with respect to the previous GRACE
thanks to the up-to-date electronics components and use
of heritage from GOCE and MICROSCOPE mission. The
main difference with these previous missions is due to
the lighter proof-mass (72 g for GRACE-FO for 320 g for
GOCE and up 1.3 kg for MICROSCOPE) and the larger range
measurement (GOCE range measurement is limited to
76� 10�6 m/s2). In Fig. 2 are represented the exhaustive
sources of noise of the acceleration measurement along
the satellite to satellite axis (drag axis). The noise comes
mainly from the capacitive detector noise above 0.1 Hz, the
measurement chain noise between 0.1 mHz to 0.1 Hz;
below, the noise comes from the temperature stability
around the accelerometer.

2.3. Status

The accelerometer Engineering Model (EM) has been
built in 2013 and the verification of the design and
performance has been completed in 2014. The Critical
Design Review was held at the end of September 2014
and will be followed by the realization of the 3 acceler-
ometer Flight Models: one for each satellite and a spare
model. The delivery of the accelerometer is foreseen for
November 2015, for a launch in August 2017.

Fig. 1. GFO sensor unit.

Fig. 2. GRACE-FO worst case performance along drag axis. (For inter-
pretation of the references to color in this figure, the reader is referred to
the web version of this paper.)

B. Christophe et al. / Acta Astronautica 117 (2015) 1–7 3

Figure 2.4: SuperSTAR accelerometer worst case performance along the z-axis of the accelerometer. Source: [Christophe et al., 2015]

which are aliased into the nominal measurements when the analog signals are converted into digital. Because
they can have a large magnitude and do not always integrate to zero and as a consequence they can deterio-
rate gravity field estimates, they need to be removed. The latter is achieved by removing any outliers, which are
defined as data with a deviation from the mean exceeding a predefined threshold. Then, any gaps in the data
are filled with a linear interpolation [McCullough et al., 2019].

Finally, the SuperSTAR provides the measured angular and linear acceleration components of the proof
mass in the accelerometer frame (AF), at 10 Hz. These measurements can be found in the ACC1A data product.
Housekeeping data are found in the AHK1A and AHK1B data products. The difference between the two is that
time-tags of the latter is in GPS, instead of OBC Time [Wen et al., 2019].

2.3.4. Laser Ranging Interferometer

The LRI is the first heterodyne laser interferometer operated between two distant spacecraft and it was added
to the GRACE-FO mission as technology demonstrator in support of future gravity missions. Similar to the
MWI, it is used to measure the variations in the distance between the two satellites [Sheard et al., 2012]. In
Figure 2.5 the optical layout of the LRI is shown.

For an interferometer instrument, light is transmitted from a single source and split into two beams which
propagate in different optical paths. Then, the two are combined to produce an interference. When the two
beams have close frequencies then a heterodyne beat note is created [Saptari, 2003]. For the GRACE-FO LRI,
light from the laser is routed through the 2-axis fast steering mirror and is split by the beam splitter (BS) into
two beams of 10% and 90% intensity of the original beam. The 10% is used as the local oscillator that enables
heterodyne detection of the received light. The incoming light first passes through an aperture before arriv-
ing at the BS. Both the local and the incoming laser beam are then imaged, with a two-lens imaging system,
onto a quadrant photo-receiver (QPR). The other 90% of the local laser beam passes through the triple mirror
assembly (TMA), whose goal is to direct the laser light around the microwave ranging assembly and the cold
gas fuel tanks. The TMA consists of three mirrors in a corner cube reflector arrangement, i.e. the three mirror
planes are perpendicular with respect to each other. This design has the special property of allowing the vertex
point of the retro-reflector (the intersection point of the three mirror planes) to be located outside the mirror
device. This, in turn, lets the fiducial measurement point to align with the CoM of the two satellites [Sheard
et al., 2012].

In the nominal spacecraft fine-pointing mode, the LRI requires a higher pointing accuracy compared to
the one that is achieved solely from the spacecraft attitude and orbit control system. To attain the higher
precision, the fast steering mirror assembly and the QPR measurements are used in a feedback loop. The latter
can measure the misalignment between the local and the incoming laser beam using the differential wavefront
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orbit determination,modeling of ocean and solid Earth tides,
and other smaller effects yielded as the main result monthly
maps of Earth’s gravity field. GRACE data have been used
by hundreds of researchers worldwide in the publication of
thousands of papers in climate research, tracking changes in
ice andgroundwater, in geophysics, and inmany other fields
of research. Desire to continue the 15 years of observations
led to GRACE Follow-On—which is again a U.S.-German
partnership and in key aspects a rebuild of GRACE with
again the MWI as the main instrument [3,4]. The main new
feature of GRACE Follow-On is the addition of the laser
ranging interferometer (LRI) instrument as a technology
demonstrator for future Earth-science missions. The LRI
also serves as a useful demonstrator for the Laser
Interferometer Space Antenna (LISA) [5]. It measures the
same variations in the inter-spacecraft distance as the MWI,
but with less noise [6,7].
These variations have amplitudes of a few hundredmeters

at the orbital frequency. They contain nongravitational
disturbances and the gravity signal that spans a huge
dynamic range between 10−8 and 1 m=

ffiffiffiffiffiffi
Hz

p
(Figs. 4 and 6).

Most of that signal encodes the static Earth’s gravity field.
The temporal variations are much smaller [8], motivating the
need for ranging noise in the nm=

ffiffiffiffiffiffi
Hz

p
range.

The LRI is the first laser interferometer to be operated
between distant satellites. GRACEFollow-Onwas launched
onMay 22, 2018 and the first attempt to turn on the LRI took
place on June 14, with immediate success. This Letter
summarizes the design of the LRI, discusses the acquisition
strategy, and reports the first ranging measurements.
LRI components and design.—Figure 1 shows a func-

tional diagram of the LRI on the two identical spacecraft.
Its components include the laser, the cavity, the laser

ranging processor (LRP), the optical bench electronics
(OBE), the optical bench assembly (OBA), and the triple
mirror assembly (TMA). The basic design of the LRI has
been described in a separate paper [6].
The LRI is a U.S.-German cooperative project led by

NASA/JPL in the U.S. and the AEI in Hannover, Germany.
The laser, cavity, and LRP were contributed by the U.S.,
while the TMA, OBA, and OBE were contributed by
Germany.
The lasers are Nd:YAG nonplanar ring oscillators manu-

factured by Tesat-Spacecom. They operate at a wavelength
of 1064.5 nm and produce 25 mW of fiber coupled laser
light. The frequency stability of the laser limits the
sensitivity of the LRI instrument at high frequencies.
Therefore, both spacecraft carry identical optical cavities,
one of which is used to stabilize the laser frequency on the
spacecraft designated as master. The flight units of the
optical cavities were manufactured by Ball Aerospace
based on prototypes developed by Ball Aerospace and
JPL under a NASA Earth Science grant [9,10]. Each cavity
unit includes an optical phase modulator delivered by
iXblue. Ground measurements of the respective LRI
components showed frequency noise below 30 Hz=

ffiffiffiffiffiffi
Hz

p
at Fourier frequencies of 1 mHz and above [11].
The LRP was developed and built by JPL, based on

LISA and Earth Science studies [9–12]. It processes the
photoreceiver signals both by tracking with digital phase-
locked loops for the ranging measurements (phasemeter
function) and by continuously running a fast Fourier
transform (FFT), which is used in particular during
acquisition. The LRP commands the fast steering mirror
in link acquisition and performs closed loop control for
differential wave front sensing when the interspacecraft

FIG. 1. Functional overview of the LRI units on both spacecraft. The LRI units include the laser, cavity, laser ranging processor (LRP),
optical bench electronics (OBE), triple mirror assembly (TMA), and optical bench assembly (OBA) with a fast steering mirror (FSM).

PHYSICAL REVIEW LETTERS 123, 031101 (2019)

031101-2

Figure 2.5: Optical layout of the laser ranging interferometer. Source: [Abich et al., 2019]

sensing (DWS) technique.
Lastly, Sheard et al. [2012] indicated that the two primary noise sources for the LRI measurements are the

laser frequency noise and the pointing-induced noise. At lower frequencies, the LRI sensitivity was designed
to be limited by tilt-to-length (TTL) coupling. This effect originates from the satellite attitude jitter together
with coupling factors of a few 100 µm/rad arising from alignment tolerances [Abich et al., 2019]. As far as
the performance of the steering mirrors is concerned, Schütze et al. [2014] have confirmed that the proposed
beam steering method can accomplish an inter-satellite laser interferometer link with beam pointing error of
less than 10 µrad and stability of 10 µrad/

p
Hz at 0.002 to 0.1 Hz. In addition, Wegener et al. [2020] stated

that quantization noise of the steering mirror readout limits the resolution of the measured and down-linked
yaw and pitch angles to about 1 µrad/

p
Hz for each axis. The LRI steering mirror measurements are contained

in the LSM1A data product and are defined in LRI Time and in LRI field programmable gate array (FPGA)
Frame. It should be noted that the steering mirror only provides yaw and pitch angles. The LSM1B data product
corresponds to 10-Hz LRI steering mirror data, which describe the laser pointing to the other spacecraft, in the
SRF with time-tags in GPS Time [Wen et al., 2019].

2.4. Data products
The Science Data System (SDS) of GRACE-FO processes, archives, verifies and distributes the telemetry and
science data of the satellites. It includes the Jet Propulsion Laboratory (JPL), the University of Texas Center
for Space Research (UTCSR) and the German Research Center for Geosciences (GFZ). The SDS is organized
into three sequential processing levels, with each one producing its corresponding data product. The Level-
1A through Level-3 data products are made available to the scientific community and can be retrieved from
the Physical Oceanography Distributed Active Archive Center (PO.DAAC) of JPL [JPL GRACE-FO project, 2019].
The processing levels that are of interest for this thesis are listed below [Wen et al., 2019]:

• Level-1A data is the product from a "non-destructive" processing applied to Level-0 data (raw spacecraft
and instrument telemetry data). More specifically, engineering units are derived from the binary en-
coded measurements, data is time tagged to the corresponding satellite receiver clock time and quality
control flags are included.

• Level-1B data involves a further processing to Level-1A data to a point where a reversion to the previous
state is not possible. That is to say, data is filtered, down-sampled to a lower rate and re-tagged or re-
sampled to GPS Time. The Level-1A and Level-1B processing is collectively called Level-1 processing.

Within these two levels, there are several data products that are important for reconstructing the attitude
of the GRACE-FO satellites and assessing its performance. A few of them have already been mentioned in
Section 2.3, but in Table 2.2 an overview of all that were used during this MSc project is given.
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Table 2.2: Overview of all data products that have been used within this MSc project.

Data product Content
Level-1A

SCA1A Quaternions, star camera ID, quality flags
IMU1A Angle measurements, gyro ID, quality flags
ACC1A Angular acceleration in accelerometer frame

Level-1B
SCA1B Quaternions from Inertial frame to SRF
LSM1B Pitch and yaw pointing angles
QSA1B Quaternion rotation from individual SCF to SRF
GNI1B Trajectory states in Inertial frame
GNV1B Trajectory states in Earth-fixed frame
CLK1B Clock offsets for conversion from Receiver to GPS Time
TIM1B Clock mapping from OBC to Receiver Time
THR1B Thruster activation data
VKB1B KBR Antenna Phase Center Location



3
Previous Research in Satellite Attitude Reconstruction

This chapter is dedicated on the various methods and techniques that have been used so far on the satellite
attitude reconstruction of gravity missions. Specifically, the focus is placed on the GRACE (Section 3.1) and
GOCE (Section 3.2) missions, for which a considerable amount of research has already been performed. In
fact, the latest attitude reconstruction approach developed for GRACE is also used for its successor. Next,
in Section 3.3, based on the findings of previously-mentioned sections and of Section 2.3, a research gap is
identified. Finally, in Section 3.4 the research objective and the research questions for this MSc thesis are
formulated.

3.1. GRACE
Up until 2014, analysis performed on GRACE combined star camera data reported an unexpectedly higher
noise. Their impact on the processing of the accelerometer data and the K-band ranging prompted Bandikova
and Flury [2014] to re-examine the star cameras’ official processing method. They independently derived the
official method and implemented an additional one that merges only the well determined star tracker bore-
sight directions. The former method is based on the approach presented by Romans [2003], for which multiple
star cameras are combined in an optimal way by minimizing the weighted residual sum of squares of the el-
ements of the star cameras noise quaternions. Based on this, the optimal quaternions for two star cameras is
equal to

Q∗ = Q̃1

(
1,

1

2
(P̃1 + P̃2)−1P̃2∆12

)
(3.1)

where Q̃1 is the quaternion, measured by camera head 1, that describes the attitude of the satellite with respect
to celestial frame, Pi is the weighting matrix that expressed the anisotropic measurement noise of camera i and
∆12 are the small differences in attitude of the two star cameras. On the other hand, for the second approach
the uncertainty in the rotation about the boresight axis is omitted by merging the boresight axes of the two star
cameras into a common reference frame (CRF). This idea was developed for the star camera data processing
of the CHAMP mission [Mandea et al., 2010] and it was also tested for the GOCE star camera data [Stummer
et al., 2011].

By comparing the power spectral density (PSD) of the angular rates derived from the two above-mentioned
techniques, Bandikova and Flury [2014] found out that the two approaches gave almost identical results and
provided an optimal attitude solution. The advantage of the strategy proposed by Romans [2003] is, however,
that multiple star cameras can be more easily combined in contrast to the other one. An additional comparison
was made between the first and the official processing method, which revealed the existence of incorrect im-
plementation of the algorithms in the JPL processing routines. The mistake was attributed to the fact that the
SCA anisotropic measurement noise was not taken into account correctly. Last but not least, Bandikova and
Flury [2014] suggested that subsequent improvement can be obtained when the exact variance of the sensor
noise is taken individually for each SCA head.

In the meantime, Klinger and Mayer-Gürr [2014] identified that accelerometer measurements can improve
the attitude estimate by providing additional attitude information in terms of angular accelerations. Hence,
a sensor fusion technique was proposed that combined both star camera and angular accelerometer data in
a least squares adjustment. The combination of the two data types was achieved using variance component
estimation. The input data for the sensor fusion included the star camera quaternions that describe the rota-
tion from the satellite to the inertial frame and accelerometer angular accelerations in the x, y and z direction.
The output was estimated quaternions and optionally angular rates and accelerations. Figure 3.1 shows the
PSD of angular accelerations in the y-direction. The blue and red line represent the angular accelerations from
accelerometer and from star camera data respectively, while the red one are accelerations estimated from the
sensor fusion. It is clear that the proposed sensor fusion approach yields better angular acceleration estimates,
for which the accelerometer observations contributed to a better estimation of the higher frequencies, while

11
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the star camera data to the lower ones. In addition, the noise within the antenna offset correction was reduced
notably, which improved the gravity field solutions.

Figure 3.1: Power spectral density of angular accelerations in y-direction as computed by Klinger and Mayer-Gürr [2014]

Similarly to the previous approach, within JPL’s V03 GRACE attitude processing strategy Harvey and Saku-
mura [2019] presented a Kalman filter setup that combined star camera data and angular accelerations mea-
sured by the on-board accelerometer of each satellite to produce a smooth attitude solution. Table 3.1 presents
an overview of this Kalman filter setup. All the state space variables were provided at each epoch except for the
camera quaternions relative to the spacecraft frame that were given once per day. Moreover, it should be noted
that 10 Hz linear accelerations were averaged over 1 second intervals and, as the 1 Hz angular accelerations,
they were re-interpolated from the accelerometer to the star camera epochs. The smoothed quaternions were
also re-interpolated to GPS Time.

Table 3.1: Overview of the GRACE Kalman filter setup. Source: [Harvey & Sakumura, 2019]

State Space Primary Measurements

Spacecraft quaternions relative to inertial space 1 Hz star camera quaternions (SCA1A)

Camera quaternion relative to spacecraft frame 1 Hz angular accelerations

Angular velocity Secondary Measurements

Angular acceleration
10 Hz linear accelerations

Star camera and accelerometer error terms

State Evolution Output

Rigid body dynamics based on quaternions,

angular velocities and angular acceleration
Smoothed quaternions at each epoch

The Kalman filter applied rigid body dynamics in attitude quaternions, iterated once, then recalculated
Kalman filter partials at each iteration including a small random walk term that compensated for the lack of
resolution in accelerometer measurements. The dynamic equations used, can be written as:

v(t +1) = v(t )+a(t ) (3.2)

Qv (t ) ≈
(
1,

vx

2
,

vy

2
,

vz

2

)
(3.3)

Qp (t +1) =Qp (t )Qv (t )Qr (t ) (3.4)

where v(t ) is the average angular velocity over the interval t to t+1, a(t ) is the change in average angular veloc-
ity between consecutive 1-s intervals, Qv represents v(t ) in quaternion form, Qp (t ) represents the spacecraft
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attitude quaternion at epoch t and Qr (t ) is the additional random walk term. The star camera error model
was also improved by incorporating point-by-point white noise, FoV dependent noise (approximated using a
cubic spline) and alignment errors on each camera with respect to the science reference frame. As far as the
accelerometer model is concerned, the accelerometer errors are modelled as: white noise, bias with random
walk and low rate noise, approximated by cubic splines. Moreover, Harvey and Sakumura [2019] investigated
aliasing effects on the accelerometer data and found out that the accelerometer measurements could possibly
contain two cross-term error sources that would prompt aliasing between linear and angular accelerations.
The first error source arise from capacity gradient uncertainties and voltage potential between chromium-
coated proof mass and gold-coated electrodes which will lead to a difference between true and measured ac-
celerations by a factor of 1%. The second error source originates from the uneven charge distribution on each
electrode plate and geometry errors. This in turn, will place the center of the exerted electrode net acceleration
at an offset from the charge-plate center.

All in all, the Level-1 V03 reprocessing for GRACE corrected any errors in the attitude products identified by
Bandikova and Flury [2014] and Harvey [2016] and provided an improved spacecraft attitude reconstruction.
Including accelerometer data and solving for an alignment of star camera 2 relative to camera 1 allowed the
Kalman filter to fill small gaps in star camera data, reduce the number of gaps in the final attitude and the
attitude jumps at camera outages. Although, using the V03 attitude products, resulted in minimal gravity field
improvements during most of the GRACE mission, noticeable reductions were observed in zonal harmonic
and high frequency error patterns during isolated months early and late in the mission. In fact, these months
were characterised with higher noise environments.

3.2. GOCE

A significant amount of research on attitude reconstruction has also been performed by the scientific commu-
nity for the GOCE mission. GOCE is a gravity field mission, operated from 2009 until 2013, with its main goal
to measure the mean gravity field at high spatial resolution using an electrostatic gravity gradiometer (EGG).
Same as for the GRACE and GRACE-FO satellites, accurate attitude reconstruction over the course of their mis-
sion played an important role for the recovery of precise Earth gravity field models.

Castini and Cesare [2008] were one of the first to perform a nominal angular rate reconstruction (ARR) for
the GOCE mission in the context of the gradiometer in-orbit calibration procedure. Within this scheme, the
inertial attitude was also determined simultaneously. The ARR combined star tracker and gradiometer data by
means of iterative computation of a least-squares solution in the time domain. The inputs for the Kalman filter
approach included the star tracker quaternions and the angular accelerations of the gradiometer, which are
integrated to derive the angular rates. In the prediction step, the EGG angular rates were then used to rotate
the attitude quaternions from the current epoch to the next. As a result, predicted attitude quaternions as well
as star camera quaternions were available for future epochs. In the correction step of the iterative process,
the correction for the angular rate estimates and the current attitude quaternion were computed from the
difference between the two previously-mentioned sets of quaternions [Stummer et al., 2011].

Later on, Stummer et al. [2011] investigated an alternative method for determining the inertial angular
rates of GOCE. Similarly to the method described above, Stummer et al. [2011] combined attitude information
of the star sensors and the gradiometer at the level of angular rates based on their stochastic properties. Wiener
filtering was used to combine the two sensors’ data in the spectral domain. The spectral combination of the
three angular rate components was done in the gradiometer reference frame (GRF), whose axes are determined
with respect to the inertial reference frame. Figure 3.2 illustrates this new angular rate reconstruction method.

4. Improved processing strategies

In this section the upgraded steps of the L1b gradio-
meter processing are described in detail. These steps are
the angular rate reconstruction as well as the attitude
reconstruction, the calibration of the accelerations and
the combination of the star sensor data.

4.1. Angular rate reconstruction

The aim of the angular rate reconstruction is to deter-
mine the angular rates of the satellite in space as accurately
as possible. To do so, the available attitude information
from the gradiometer and from the star sensors has to be
combined in an optimal way, taking into account the error
characteristics of both instrument types. In the following,
first the error characteristics of gradiometer and star sensor
data are discussed, and second the combination method for
the ARR itself is presented.

The performance of the gradiometer can be analyzed by
means of the GGT trace condition, i.e. the sum of the main
diagonal elements of the GGT should in theory be zero
(Laplace condition). Therefore, deviations from zero reflect
the instrument noise and possible processing errors. The
pre-launch requirement for the GGT trace is given by
11 mE=

ffiffiffiffiffiffi
Hz
p

between 20 and 100 mHz. Below the MB (i.e.
for frequencies below 5 mHz) a 1/f-increase towards lower
frequencies is predicted. Analysis of the GOCE data has
shown, cf. e.g. Rummel et al. (2011), that the performance
of the actual gravity gradients is worse than expected within
the upper part of the MB. The measured GGT trace has a
noise level of about 20 mE=

ffiffiffiffiffiffi
Hz
p

between 20 and 100 mHz,
which is about twice as large as expected. On the other hand,
it was found that the performance of the GOCE gravity
gradients is excellent for the low to medium frequencies
(below the MB), i.e. the slope of the noise increase towards
lower frequencies is less steep than expected. This new
finding can be exploited for an improved angular rate
reconstruction.

Each GOCE star sensor measures the rotations about its
boresight worse than the rotations about the other two star
sensor axes by a factor of about 10. The corresponding
error spectrum of the orientation measurements is regarded
as white noise.

The original processing approach for the ARR (Cesare
et al., 2008) is based on Kalman filtering in time domain.
One drawback of the implementation of this approach in
PDS is that the Kalman filter transient has a length of
about half a day (i.e. about 8 orbital revolutions). This
means that whenever a re-initialization of the filters is nec-
essary (e.g. after an in-flight calibration), at least half a day
of data is lost.

The new ARR method is based on FIR filtering of the
angular rates in time domain. The FIR filters are symmet-
ric moving average filters with a length of 8401 s (i.e.
shorter than two orbital revolutions). Thus, one advantage
of the new ARR method with respect to the original

implementation is, that in case of large gaps now at least
four times less data are lost.

The new FIR filters are the finite representation of Wie-
ner filters in time domain, described in Stummer et al.
(2011) in frequency domain. The weights hk for the Wiener
filters (Papoulis, 1984, pp. 337–350) in frequency domain
are obtained, according to

hðSTRÞk ¼
r2

kðEGGÞ
r2

kðEGGÞ þ r2
kðSTRÞ ð18Þ

hðEGGÞk ¼
r2

kðSTRÞ
r2

kðEGGÞ þ r2
kðSTRÞ ð19Þ

with r2
k being the variances of the gradiometer (EGG) and

star sensor (STR) noise at frequency k, respectively. For
the implementation in PDS the number of spectral lines
of these filters is 8401. The corresponding filter coefficients
wk in time domain are found by building the inverse
FOURIER-transform (IFT), according to

wðSTRÞn ¼ IFT ðhðSTRÞkÞ ð20Þ
wðEGGÞn ¼ IFT ðhðEGGÞkÞ ð21Þ

with n being the number of the sample within the filter win-
dow, which has a length of 8401 s. The cross-over fre-
quency (i.e. for lower frequencies mainly STR data are
used and for higher frequencies mainly EGG data) of these
filters is at about 0.27 mHz. It was found by Stummer et al.
(2011) that for higher frequencies (i.e. above 0.27 mHz) the
gradiometer angular rates are more accurate than the star
sensor ones. This reflects the excellent quality of the gradi-
ometer measurements for frequencies below the MB.

Fig. 4 illustrates the logic of the new ARR method. The
combination of the star sensor and gradiometer data is
performed at the level of angular rates. To obtain the star
sensor angular rates, the star sensor quaternions have to
undergo a differentiation process, which makes use of the
Poisson’s equations (Cesare et al., 2008; Wittenburg, 1977,
pp. 29–32). In the new processing scheme, the star sensor
quaternions in GRF from the new STR combination
method (cf. Section 4.3) are used. To obtain gradiometer
angular rates, the gradiometer angular accelerations are
numerically integrated in the time domain, using the same
(Lagrange) interpolator, as used within the original ARR
approach (Cesare et al., 2008). In a next step, the above
described FIR filters are used to extract the low frequency
content mainly from the star sensor angular rates and the
high frequency content mainly from the gradiometer ones.

Fig. 4. New method for the reconstruction of the inertial angular rates.

744 C. Stummer et al. / Advances in Space Research 49 (2012) 739–752

Figure 3.2: GOCE angular rates reconstruction based on Wiener filtering. Source: [Stummer et al., 2012]
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The first step of this method was to obtain the star tracker quaternions that describe the rotation from
the inertial to the GRF. Afterwards, the star tracker angular rates were calculated by differentiating the rotated
quaternions. The next step was to determine the angular rates from the gradiometer, which was accomplished
by numerically integrating the measured angular accelerations. Finally, the PSD of the noise of the angular rate
components for the two instruments were weighted and the optimal combination between their angular rates
was achieved. The weights hk for the Wiener filter were calculated as

h(ST R)k = σ2
k (EGG)

σ2
k (EGG)+σ2

k (ST R)
(3.5)

h(EGG)k = σ2
k (ST R)

σ2
k (EGG)+σ2

k (ST R)
(3.6)

where the σ2
k are the variances of the gradiometer and the star tracker noise at frequency k. Consequently, for

all frequencies the sum of the weights equals one, i.e. h(ST R)k +h(EGG)k = 1. The angular rates are merged
component-wise according to

F (merge)k = F (ST R)k ·h(ST R)k +F (EGG)k ·h(EGG)k (3.7)

where F is the frequency domain representation of the STR, EGG or merged angular rate component at fre-
quency k. Then, the combined angular rates are obtained by transforming the merged angular rates back to
the time domain. Comparing the new angular rates with those of the previous approach, it was found that for
frequencies lower than 5 mHz the Wiener filter method performs much better than the nominal ARR presented
by Castini and Cesare [2008]. However, within the measurement bandwidth (MBW), i.e. from 5 to 100 mHz, no
difference was observed between them.

In 2018, a full reprocessing of GOCE mission data was performed to improve the gravity gradients as well as
to introduce an improved method for calibrating and combining attitude data from all three star cameras on-
board the GOCE satellite. The combination method presented by Siemes et al. [2018] extended the approach by
Romans [2003] by including constant offsets and extra parameters that modelled linearly small, temperature-
dependent offsets in the star camera data. The comparison of the inter-boresight angles (IBA) that the star
cameras observed in-flight with the pre-flight ones, revealed the existence of offsets and small changes about
the mean for all three IBAs. These small variations were found to be correlated with star tracker CCD temper-
atures. The application of this calibration and combination procedure, improved the GOCE gravity gradients
below 2 mHz.

The complete attitude reconstruction for GOCE was later described in great detail by Siemes [2018] and it
was based on the above-mentioned angular rate reconstruction and star trackers calibration and combination
methods. However, compared to the method proposed by Stummer et al. [2011], a slightly different approach
was used by Siemes [2018] for obtaining the relative weights for the star cameras and gradiometer angular rates.
Furthermore, a minor part was added to the algorithm that reduces the transient effects due to the filtering. As
far as the proposed attitude reconstruction is concerned, its objective was to improve the attitude produced by
the combined star cameras by incorporating the reconstructed angular rates. This was achieved by fitting the
attitude quaternions derived from the latter to the combined star camera quaternions using a proper weighting
scheme in the adjustment.

3.3. Research Gap
From the research done so far on the attitude reconstruction of gravity missions, there has been a significant
contribution 1) to the understanding of how measurements of instruments, other than the main attitude sen-
sors, relate to the satellite’s attitude and 2) to the implementation of sensor fusion methods that manage to
achieve a more accurate attitude determination on-ground than what could be achieved solely by the star
cameras. Within the context of the last point, many authors illustrated that poor error modelling of the star
cameras (e.g. in [Harvey, 2016] and [Siemes et al., 2018]) as well as of other instruments (e.g. in [Harvey &
Sakumura, 2019]) was leading to a degraded attitude solution. Thus, more elaborate noise models for the
various sensors were introduced and implemented by the scientific community, which lead to an improved
attitude reconstruction. Another interesting point that can be made is the different choice of attitude recon-
struction methods between GRACE and GOCE. For the case of the former the use of Kalman filtering was made
and for the latter a generalized least-squares adjustment was used. Still, as stated by Stummer et al. [2011], in
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the early stages of the GOCE mission a Kalman filtering approach was used for its attitude reconstruction, how-
ever, it was later proven that the use of a new angular rate reconstruction method together with a generalized
least-squares adjustment granted a better attitude solution.

Currently, as mentioned by Landerer, Flechtner, et al. [2020], the GRACE-FO star cameras have shown to
be operating nominally and by combining gyroscopic data, by means of Kalman filtering, the estimated white
noise for the star cameras revealed to be two times lower than that of GRACE, however, no comprehensive
analysis has been published yet on the star camera error and noise characteristics as well as of the fiber-optic
gyroscopes for the GRACE-FO mission. On the other hand, as stated by Kornfeld et al. [2019], the accelerometer
on the GRACE-FO D satellite does not perform as expected and no definite cause has been found yet. Previ-
ous research has shown, however, that a sensor fusion approach can provide an insight into the performance
and behavior of the various instruments used in the process and by better modelling their respective noise an
improved attitude solution can be achieved. In other words, by understanding the performance of the angu-
lar accelerations measured by that accelerometer, a clearer picture could be gained of the noise in the linear
measurements. Needless to say, no analysis has been performed yet on the extend each GRACE-FO sensor
contributes to the final attitude solution. Equally important, it has not yet been investigated which method,
one being the Kalman filter and the other the generalised least-squares, accounts better for the instruments’
noise and achieves a better attitude for GRACE-FO.

3.4. Research Objective & Questions
Taking the above as a basis, the goal of this MSc thesis is to analyse the noise characteristics of the GRACE-FO
sensors that relate measurements to the satellite’s attitude and develop a method that accounts for the in-
struments’ noise and fuses the data giving an improved attitude solution. An accurate attitude reconstruction
method can benefit the objectives of the GRACE-FO mission, by positively affecting the antenna offset correc-
tion and in turn the KBR measurements. A sensor fusion method can also be very valuable for understanding
better the performance of the accelerometers on GRACE-FO as well as of the star cameras, the fiber-optic
gyroscopes and the LRI steering mirrors. This in turn, can be beneficial for the design of future gravity mis-
sions such as the NGGM proposed by ESA, for which a redundant accelerometer design is considered. Given
a proper estimate of the noise characteristics of the above instruments, the most favorable placement of the
accelerometers can be suggested, so that in case one of them fails, the noise in the required centrifugal and Eu-
ler acceleration corrections are within the overall system performance requirements. The research objective of
this MSc thesis is then defined as follows:

to develop a method for the combination, error and noise characterization of the measurements of the GRACE-
FO star trackers, fiber-optic gyroscopes, accelerometers and laser ranging interferometer’s steering mirrors by
means of least-squares adjustment.

The research question linked to the research objective is the following:

to what extent can a new attitude sensor data fusion method improve the current attitude solution by in-
corporate accurately the noise and error characteristics of the GRACE-FO star trackers, fiber-optic gyroscopes,
accelerometers and laser ranging interferometer’s steering mirrors?

Below follows a list of questions and sub-questions that are derived from the main research question and
can help to structure this work and achieve the research objective:

1. What properties describe the noise and error characteristics of the GRACE-FO star cameras, fiber-
optic gyroscopes, accelerometer and laser ranging interferometer’s steering mirror measurements?

a) What methods are suited to analyse and determine the noise and error characteristics of each in-
strument?

b) How does each instrument behave with respect to its specifications?

c) How does the performance of same instruments compare between the two satellites?

d) What time windows will be used for the analyses?

2. What methods can be used to fuse the measurements of the star cameras, the fiber-optic gyroscopes,
the accelerometer and the laser ranging interferometer’s steering mirrors?

a) How can the instruments’ noise and error characteristics be modeled best?
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b) What functional model will be used to connect the measurements to the satellite attitude?

3. To what extent can the newly-developed methods improve the already existing satellite attitude dataset
for the GRACE-FO mission?

a) How does the solution from the newly-developed method compare to the one using a Kalman filter
approach?

b) How much does each sensor contribute to the quality of the final attitude solution based on the
newly-developed method?

4. To what extent can an improved attitude reconstruction method benefit the GRACE-FO mission?



4
Processing Algorithms

This chapter is dedicated to the description of four main processing algorithms that were implemented during
this thesis. Some of these are important building blocks for the instruments’ error assessment and the attitude
reconstruction process, while others will be used to evaluate the latter’s performance. In Section 4.1 the steps
to calculate the inter-satellite pointing angles are presented and in Section 4.2 the derivation procedure of
the angular rates from each instrument is given. Next, Section 4.3 explains the process of calculating the star
camera inter-boresight angles (IBA) and finally, in Section 4.4 the computation for the antenna offset correction
is described.

4.1. Inter-satellite pointing angles
The precise knowledge of the inter-satellite pointing is fundamental for the GRACE-FO mission, so that the true
distance between the CoMs of the two satellites can be measured, which is necessary for deriving gravity field
models. In an ideal situation the KBR PhC of the antenna horn will be aligned with the line-of-sight between
the satellites, resulting in the measurement of the real separation between them. However, due to attitude
perturbations caused by external forces, such as the solar radiation pressure and the aerodynamic force, the
inter-satellite pointing is affected [Bandikova, 2015]. Figure 4.1a and Figure 4.1b demonstrate the ideal and the
real pointing of the two satellites.

LOS

PhC PhC

CoM CoM

(a) Ideal pointing

LOS

PhC PhC

CoM CoM

measured ρ

(b) Real pointing

Figure 4.1: Representation of the ideal and the real inter-satellite pointing for GRACE-FO.

Geometrically, the inter-satellite pointing can be interpreted as the angular deviations of the CoM-to-PhC
vector from the line-of-sight. Mathematically, it is expressed as a sequence of three angles, which can be de-
rived from the rotation matrix RKF→LOSF. This matrix describes the rotation that transforms a vector from the
K-frame (KF) to the line-of-sight frame (LOSF). The x axis of the former coincides with the calibrated CoM-to-
PhC vector, while for the latter with the imaginary line that connects the CoMs of the satellites (see Figure 4.2).
For the full definition of these reference frames as well as the ones presented below, the reader is referred to
Appendix A.2.

52 4 Inter-satellite pointing
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PhC PhC measured ρ  
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Figure 4.1: The ideal and the real inter-satellite pointing. In the ideal case, the PhC of the KBR antenna
would be perfectly aligned with the LOS (a). In the real case, however, attitude variations due to continuous

perturbations are inevitable (b)

4.1 Geometric interpretation of the inter-satellite pointing
Inter-satellite pointing can be geometrically interpreted as angular deviations of the CoM-

to-PhC vector from the LOS, cf. Figure 4.1(b). In order to mathematically describe the
inter-satellite pointing, two reference frames need to be defined: the K-Frame, of which the
x-axis is identical with the CoM-to-PhC vector, and the LOS-Frame, of which the x-axis is
aligned with the LOS. The full definition of these reference frames can be found in Appendix A,
their mutual orientation is sketched in Figure 4.2.

xKF 

yKF 

KBR 

calibrated CoM 

calibrated  
PhC 

zKF 

xLOS 

yLOS 
calibrated CoM 

zLOS 

LOS 

Figure 4.2: Mutual orientation of the K-Frame {xKF , yKF , zKF } with respect to the LOS-Frame {xLOS ,
yLOS , zLOS}. The xKF points from the satellite’s center of mass (CoM) towards the calibrated KBR antenna

phase center, the xLOS is identical with the line of sight (LOS)

The mutual attitude of the K-Frame and the LOS-Frame can be expressed as sequence of
rotations about the roll (x-), pitch (y-) and yaw (z-) axes about the respective roll ψ, pitch θ
and yaw φ angles (Wertz, 1978). This rotation sequence is represented by the direction cosine
matrix rotating the K-Frame into the LOS-Frame RKF→LOS :

RKF→LOS = R1(ψ)R2(θ)R3(φ) (4.1)

where Ri, i = 1,2,3, denote the elementary rotations about the x-, y- and z-axes (cf.
Appendix B.3).

The elements of RKF→LOS matrix are

RKF→LOS =

R11 R12 R13
R21 R22 R23
R31 R32 R33

 =

 cθcφ cθsφ −sθ
−cψsφ+ sψsθcφ cψcφ+ sψsθsφ sψcθ
sψsφ+ cψsθcφ −sψcφ+ cψsθsφ cψcθ

 (4.2)

with c := cos () and s := sin ().

Figure 4.2: Illustration of the K-frame and the line-of-sight frame. Source: [Bandikova, 2015]
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The previously-mentioned rotation sequence can then be written as [Bandikova, 2015]

RKF→LOSF = Rx (θx )Ry (θy )Rz (θz ) (4.1)

where Rx (θx ) denotes a rotation around the x axis by an angle θx , which is called roll angle, Ry (θy ) denotes a
rotation around the y axis by an angle θy , which is called pitch angle and Rz (θz ) denotes a rotation around the
z axis by an angle θz , which is called yaw angle. Equation (4.1) can also be written as the multiplication of two
rotation matrices, i.e.

RKF→LOSF = RInertial→LOSF ·RKF→Inertial (4.2)

The first matrix that describes a rotation from the inertial frame to the LOSF can be determined using the
following relations

RInertial→LOSF =
(xLOSF)T

(yLOSF)T

(zLOSF)T

 with

xLOSF = rother − r

|rother − r|
yLOSF = xLOSF × r

|r|
zLOSF = xLOSF ×yLOSF

(4.3)

where the vector r represents the position of one satellite in inertial Earth-centered frame and rother the posi-
tion of the other. The rotation matrix RKF→Inertial can be obtained from the measured quaternions of the star
cameras. As already mentioned in Section 2.3.1, the cameras measure the quaternions that describe the rota-
tion from inertial to the individual SCF, so firstly it is required to transform the latter to the satellite frame (SF).
This is achieved with the QSA quaternions that describe the rotation from the SCF to SF. In equations form this
reads

qInertial→SF = qInertial→SCF ·qSCF→SF (4.4)

Afterwards, by converting the above quaternions to their rotation matrix representation, the RInertial→SF

matrix is derived. The rotation matrix RInertial→KF is then obtained with the following relations

RInertial→KF =
(xKF)T

(yKF)T

(zKF)T

 with

xKF = (RInertial→SF)T rpc

|rpc|
yKF = zKF ×xKF

zKF = xKF ×ySF

(4.5)

where rpc is the CoM-to-PhC vector in the SF and can be obtained from the VKB1B data product. The results
of Equation (4.5) and Equation (4.3) are then substituted in Equation (4.2) and by solving for θx , θy and θz , the
desired pointing angles can be acquired. For the case of the IMU or accelerometer data, their corresponding
measured angular rates can be used in combination with initial values from the star cameras to compute the
equivalent quaternions that describe the rotation from the inertial to the SF. However, due to error propagation
in the integration process, this method is only accurate for a short time span.

4.2. Satellite angular rates
The calculation of the satellite’s angular rates is a salient part for the attitude reconstruction process. As already
mentioned in Section 2.3, each of the four instruments under consideration has a different measurement prin-
ciple, however, they can all measure the same variations of the satellite’s attitude which can be translated to
angular rates. In this section, the derivations of the latter for the star cameras, the IMU and the accelerometers
are presented.

4.2.1. Star Tracker Assembly

The star camera measurements provide the inertial attitude of the satellite in terms of quaternions. Similar
to a rotation matrix, a quaternion represents a rotation of elements in three dimensional space. The GRACE-
FO star camera quaternions express the rotation of the inertial into the individual SCF (i.e. qInertial→SCF). In
general, a quaternion q ∈H, can be represented as a four dimensional vector [Teunissen & Montenbruck, 2017]

q(θ,n) = [
cos( θ2 ) n · sin( θ2 )

]T
(4.6)

where θ is the angle of rotation and n is a unit vector that represents the axis of rotation. One way to relate
quaternion rates to angular rates is with the following relation [Groves, 2008]
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q̇A→B = qA→B WB
A,B (4.7)

where the quaternion qA→B represents the rotation from reference frame A to reference frame B and WB
A,B is a

vector that contains the angular rates

WB
A,B =

[
0 ωB

A,B ,x /2 ωB
A,B ,y /2 ωB

A,B ,z /2
]T

(4.8)

where ωB
A,B is the angular rate vector describing the rate of rotation of the B-frame axes with respect to a

stationary A-frame axes, resolved about the B-frame axes.

The star camera quaternion measurements are given as a time series with values q = [q1 ....qN ] at epochs t =
[t1 ....tN ], with qN being a four dimensional vector as in Equation (4.6). The derivative q̇A→B can be numerically
calculated by first interpolating q to the epochs t+∆t and t−∆t using cubic spline interpolation and with ∆t
being relatively small compared to the time difference tn+1 − tn . In this work, a value of 1 millisecond is used
for ∆t . Then, the first time derivative of q can be calculated with the symmetric difference quotient, which is
written in equation form as

q̇ = q(t+∆t )−q(t−∆t )

2∆t
(4.9)

By first obtaining the quaternions qInertial→SF from Equation (4.4), then substituting the results of Equation (4.9)
in Equation (4.7) and rearranging with respect to WB

A,B , the corresponding satellite star camera angular rates
can be derived.

4.2.2. Fiber optic gyroscopes

The inertial measurement unit provides angle measurements with respect to each individual gyroscope axes.
The latter are in a tetrahedral configuration, which means that there is a redundancy in the design. Table 4.1
presents the directions of these axes in the IMU frame and Table 4.2 can be used to transform them to the SF.

Table 4.1: Directions of IMU gyro axes in IMU frame. Source: [Wen et al., 2019]

Satellite Component Gyro 1 Gyro 2 Gyro 3 Gyro 4

GRACE-FO C
x 0.942826211 -0.472597539 -0.470092696 0.000592072

y 0.001810853 0.815825089 -0.817231401 -0.000382796

z 0.33327985 0.333288147 0.333385204 -0.999999751

GRACE-FO D
x 0.942687237 -0.471344745 -0.471100307 0.000753399

y 0.000111944 0.816437037 -0.816914065 0.000461058

z 0.33367763 0.333563632 0.332740005 -0.99999961

Table 4.2: Transformation matrices from IMU Frame to Satellite Frame. Source: [Wen et al., 2019]

Satellite Transformation Matrix

GRACE-FO C
-0.501252164183920 0.865301254687325 -0.000080854668175

0.865300283426991 0.501251737450002 0.001454374272271

0.001299000425484 0.000659044684221 -0.999998939128437

GRACE-FO D
-0.501005885615109 0.865443870184570 0.000100692470726

0.865443802410115 0.501005791604386 0.000470795904316

0.000356999918493 0.000323015193725 -0.999999884106115

The derivation of satellite angular rates from the IMU measurements, can then be achieved by utilizing
the above information in conjunction with the measurement equations of a redundant IMU [Jafari, 2015].
Specifically, assuming that such an IMU encloses n gyroscopes, the measurement equations of the system
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can be expressed with the following relation
mg 1

mg 2
...

mg i

=


S1

x S1
y S1

z

S2
x S2

y S2
z

...
...

...
Si

x Si
y Si

z


ωx

ωy

ωz

 (4.10)

where mg i is the angular rate measured by the i th gyroscope, ωx,y,z are the satellite angular rates and si =
[Si

x Si
y Si

z ] describes the orientation of the i th gyro axis in the SF and is determined using Table 4.1 together
with Table 4.2. The above equation can also be written in vector form as

m = Hω (4.11)

In this case, m is called the measurement vector, H is the sensor geometry matrix or design matrix that de-
scribes the configuration of the redundant IMU system andω are the angular rates in the satellite body frame.
For GRACE-FO, the IMU data product provides only measurements from three gyroscopes, so n=3, and since
these represent angles, they need to be differentiated first in order to properly define the measurement vector
of the form

m = [
ωg 1 ωg 2 ωg 3

]T
(4.12)

where ωg i is the angular rate measured by the i th gyro of the IMU. The first time derivative is calculated in the
same way as for the quaternions (see Equation (4.9)). Finally, the angular rates in the satellite frame can be
calculated by rearranging Equation (4.11) and solving forω.

4.2.3. SuperSTAR Accelerometer

The derivation of accelerometer angular rates is simply the integration of the measured angular accelerations
[Siemes, 2018]. This is achieved by firstly upsampling the latter using spline interpolation and then by applying
the trapezoidal integration scheme on the upsampled accelerations. Given the time series of the measured
accelerations around each axis of the accelerometer, with values ai = [ai ,1....ai ,N ] at epochs ti = [ti ,1....ti ,N ]
for i = x, y, z, the corresponding upsampled values and epochs are denoted by tup

i and aup
i . The increase in

sampling rate is specified with the integer variable K, such that K -1 new epochs are inserted between ti ,n and
ti ,n+1. In this work, a value of K =10 is used. The angular rates can then be computed using the trapezoidal
integration, shown by the following equation

ω
up
i ,n =ωup

i ,n−1 +
(aup

i ,n +aup
i ,n−1)(t up

i ,n − t up
i ,n−1)

2
(4.13)

where ωup
i ,n is the angular rate around the i th axis of the accelerometer at epoch n. Important to note, prior

to the integration, the mean of the resulting upsampled time series aup
i is subtracted in order to minimize the

accumulation of rounding errors. Next, the integrated upsampled time seriesωup
i is decimated to the original

epochs to obtain ωi . Last but not least, because the acceleration measurements are provided with respect to
the accelerometer frame, ωi should be rotated to the satellite reference frame. This is accomplished by first
applying a -90◦ rotation around the x axis and then a +90◦ rotation around the z axis of the accelerometer.

4.3. Inter-boresight angles
An important part for assessing the performance of the star cameras is evaluating the knowledge of their ori-
entation with respect to each other. This can be achieved by the analysis of the differences between the IBAs
determined by a preliminary knowledge of the cameras’ orientation in the SF and by in-flight measurements.
As the name suggests, the IBA refers to the angle of the boresight vectors between a pair of star cameras. Each
camera has it own frame (denoted as SCFi , for i = 1,2,3), whose origin is at the intersection of the boresight
axis with the mounting plane of that camera. The positive zSCAi axis of SCFi is extended out along the bore-
sight axis and the positive xSCAi and ySCAi

axes are found on the optical plane. In general, the accuracy of the
cross-boresight axes (i.e. xSCAi and ySCAi

) is higher than the boresight axis and controls the accuracy of the
latter. Thus, it is convenient to analyse the IBAs to examine the relative performance of the star cameras. In
fact, comparing the IBAs that are determined by a preliminary knowledge of the cameras’ orientation in the SF



4.4. Antenna offset correction 21

with the ones observed in-flight later on in the mission, could unveil possible systematic errors in their rela-
tive orientation. Such analysis, has been performed for the GOCE [Siemes et al., 2019] and the Swarm mission
[Herceg et al., 2017], from which the IBAs were found to exhibit temperature-dependent variations.

Based on the calibration maneuvers that were performed on the GRACE-FO satellites in the beginning of
the mission, the orientation of each star camera with respect to the SF was determined. In Equations (4.14)
to (4.19) the quaternions that describe the rotation from the individual star camera to the satellite frame are
given. These values are stored in the QSA1B data products released on the 22nd of May in 2018.

qC
SCF1→SF =


−0.1846523033914243

0.687786333034212
0.676514247097443
0.18756854858364

 (4.14) qD
SCF1→SF =


−0.1789388979356683

0.682734893544669
0.68280707751296

0.188754949181018

 (4.15)

qC
SCF2→SF =


0.2482955018618801
−0.0400731149707713

0.85161599836015
0.459884420858917

 (4.16) qD
SCF2→SF =


0.2364914939710544
−0.0535740306800429

0.851794739502496
0.464378421410715

 (4.17)

qC
SCF3→SF =


−0.4627545612843981

0.85311986815175
−0.0427367676938312
−0.23710393346022

 (4.18) qD
SCF3→SF =


−0.4504277250139701
0.8590253079524141
−0.0480909983022378
−0.238490336739864

 (4.19)

The preliminary IBAs can be computed using the above quaternions together with the following steps. The
quaternion representation of the boresight vector of the i th star camera can be expressed in SCFi as

bSCFi
i = [

0 0 0 1
]T

(4.20)

This quaternion can be transformed to the SF using the below equation [Groves, 2008]

bSCF
i = q∗

SCFi→SF ·bSCFi
i ·qSCFi→SF =

[
0 bSCF

i ,x bSCF
i ,y bSCF

i ,z

]T
(4.21)

where the superscript asterisk denotes the conjugate of the quaternion, i.e. q∗
A→B = qB→A . Then by computing

the dot product of the resulting boresight vectors in the SF, the preliminary IBA values can be determined

IBApre,i j = arccos(bSF
i ·bSF

j ) for i , j = 1,2,3 and i ̸= j (4.22)

As far as the calculation of in-flight IBAs is concerned, the orientation of the boresight vector (ZSCFi ) of each
star camera with respect to inertial space is obtained from the measured quaternions, which describe the rota-
tion from the inertial to the individual SCF. Specifically, they are given from the rotation matrix representation
of these quaternions:

qInertial→SCFi
⇐⇒ RInertial→SCFi =

(xSCFi )T

(ySCFi
)T

(zSCFi )T

 (4.23)

Similarly as with the preliminary ones, the in-flight IBAs are calculated using the following equation

IBAinflight,i j = arccos(zSCFi ·zSCF j ) for i , j = 1,2,3 and i ̸= j (4.24)

4.4. Antenna offset correction
The K-band ranging system of GRACE-FO measures the range between the two KBR antenna PhCs of the two
satellites. For the determination of the gravity field, however, the inter-satellite range observations, must be
related to their CoMs. This is achieved by applying the AOC, which corrects not only for the offset of the PhC
from the CoM, but also for any imperfect pointing between the satellites [Bandikova, 2015]. Specifically, the
AOC for range, depicted in Figure 1.1, is defined as the projection of the CoM-to-PhC vector of both satellites
on the line-of-sight, i.e. AOCr = AOCC +AOCD . The AOC for range, range rate and range acceleration is directly
related to the inter-satellite pointing and can be computed using the following equations:

AOCr =
∑

i=C ,D
|rpc,i | ·cos(θi ) · sin(φi ) (4.25)
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AOC ṙ =
∑

i=C ,D
−|rpc,i |

(
θ̇i sin(θi )cos(φi )+ φ̇i cos(θi )sin(φi )

)
(4.26)

AOC r̈ =
∑

i=C ,D
−|rpc,i |

(
θ̇i

2
cos(θi )cos(φi )+ θ̈i sin(θi )cos(φi )−2θ̇i φ̇i sin(θi )sin(φi )

+φ̈i cos(θi )sin(φi )+ φ̇i
2

cos(θi )cos(φi )
) (4.27)

where |rpc,i | is the length of the CoM-to-PhC vector and θ and φ are the pitch and yaw angles respectively. The
position of the vector in the SF was estimated during the calibration maneuvers at the beginning of the mission
and can be retrieved from the VKB1B data product. Table 4.3 provides this vector for both GRACE-FO C and D,
in terms of its magnitude and direction cosines.

Table 4.3: Vector position for the KBR antenna phase center, defined in the satellite frame.

GRACE-C GRACE-D
Magnitude 1.4444 1.44446

x-axis direction cosine 1 1
y-axis direction cosine -0.00012 4e-05
z-axis direction cosine 0.00031 0.00016

It is clear that in case systematic errors exists in either the pointing angles or the PhC vector, the accuracy of
the KBR inter-satellite ranging observations will directly be affected and in turn the accuracy of the recovered
gravity field model [Bandikova, 2015].



5
Sensor Data fusion

In this chapter the various methods for combining data from the star cameras, the IMU and the steering mir-
rors will be discussed. First, in Section 5.1 the method that is used to optimally combine quaternions of star
camera and steering mirror measurements is presented. Next, in Section 5.2 the different calibration pro-
cedures for the star camera, the IMU and the steering mirror data are given. In Section 5.3 and Section 5.4
follows with the description of the proposed angular rate and attitude reconstruction methods and finally in
Section 5.2.4 an approach for correcting the star camera FoV errors is presented.

5.1. Optimal combination of quaternions
In Section 5.1.1 the optimal combination of star camera quaternions is presented and in Section 5.1.2 this
approach is extended to include the steering mirror quaternions as well.

5.1.1. Star cameras

The proposed strategy to combine the GRACE-FO star camera quaternions is based on the approach pre-
sented by Siemes et al. [2019], which extends the method by Romans [2003] to include additional terms in
the noise quaternion that can account for any offsets observed between the preliminary and the in-flight IBAs.
In general, the advantage of using the method by Romans [2003] is that the anisotropic accuracies of the cross-
boresight and roll axes of the star cameras can be taken into account and an optimal quaternion can be ob-
tained using a least-squares adjustment. With the addition of parameters that model IBA offsets, the relative
calibration of the star camera quaternions is possible. This has not been discussed explicitly for the GRACE-
FO mission and since it has contributed to an improvement in the GOCE gravity gradients, it is expected to
improve the reconstructed attitude of GRACE-FO as well.

The measured quaternion qmeas
Inertial→SC Fi

of the i th star camera, that describes the rotation from the inertial

to the i th SCF, is connected to the true quaternion by

qmeas
Inertial→SC Fi

= qtrue
Inertial→SC Fi

qnoise
i (5.1)

where qnoise
i is the noise quaternion of the i th star camera that reflects a small rotation. In contrast to Bandikova

and Flury [2014] and Romans [2003], it includes now the term bi that models the offsets in the IBAs. In equation
form it is defined as

qnoise
i =

[
1

1
2 (ei +bi )

]
(5.2)

where ei is a vector that contains three small rotation angles in the SCF and bi contains small, constant angles.
The measured quaternions of Equation (5.1) can be rotated to a common frame using the QSA quaternions
that describe the rotation from the individual camera to the SF. In equation form

qmeas
i ,Inertial→SF = qmeas

Inertial→SC Fi
qSC Fi→SF (5.3)

Theoretically, at any given moment each star camera measures the same attitude quaternions that describe
the rotation from the inertial to the SF, however, due to measurements noise and systematic errors, small offsets
exist between them. According to Romans [2003], the relative error between the i th and the j th star camera can
be calculated with

(
qmeas

i ,Inertial→SF

)−1(
qmeas

j ,Inertial→SF

)
=

[
1

1
2 dij

]
(5.4)

23
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The offset dij is defined for GRACE-FO as

dij = ẽ j + b̃ j − ẽi − b̃i (5.5)

where the tilde represents rotated vectors from the SCF to the common reference frame. For example, ẽi =
RSC Fi→SF ei , where RSC Fi→SF is the rotation matrix representation of the QSA quaternions. For conciseness,
the variable mij is introduced, defined as

mij = b̃ j − b̃i −dij (5.6)

such that
ẽi = ẽ j +mij (5.7)

As described by Romans [2003] the optimal solution can be found by minimizing the weighted residuals
sum of squares of the elements of the noise quaternion, i.e.

S =
I∑

i=1
eT

i Pi ei (5.8)

where I = 3 since there are three star cameras on-board each GRACE-FO satellite and Pi is a 3×3 weight matrix
defined in the star camera reference frame that specifies the accuracies of the boresight or roll (pr ) and cross-
boresight (pcb) axes

Pi =
pcb 0 0

0 pcb 0
0 0 pr

 (5.9)

The latter can also be defined in the SF using the transformation

P̃i = RSC Fi→SF Pi RT
SC Fi→SF (5.10)

Assuming that the cross-boresight axes are 10 times more accurate than the boresight one, the corresponding
values are chosen: pcb = 102 and pr = 1. Rotating all variables of Equation (5.8) to the SF and substituting
Equation (5.7), the weighted residual sum of squares S can then be reformulated in terms of only one vector ẽ:

S =
I∑

i=1
ẽT

i P̃i ẽi

=ẽT
1 P̃1ẽ1 +

I∑
i=2

ẽT
i P̃i ẽi

=ẽT
1 P̃1ẽ1 +

I∑
i=2

(ẽ1 +mi 1)T P̃i (ẽ1 +mi 1)

(5.11)

As pointed out by Siemes et al. [2018], the residual sum of squares can be split into three components
(Sn = Sne + Snc + Snec) that depend either on the epoch-wise parameters ẽ1 or on the constant parameters b̃i

or on both of them. Introducing the index n that indicates the epoch, the following components are defined

Sne =
I∑

i=1
ẽT

n1P̃i ẽn1 (5.12)

that depends exclusively on the epoch-wise parameters, then

Snc =
I∑

i=2
mT

ni 1P̃i mni 1 (5.13)

depends only on the constant parameters and lastly

Snec = 2
I∑

i=2
ẽT

n1P̃i mni 1 (5.14)

depends on a cross-product of both. The minimisation of the weighted residual sum of squares S = ∑
n Sn is

equal to solving a generalised least squares adjustment with the observation equations for epoch n having the
form

yn +en = Xeβne +Xncβc (5.15)



5.1. Optimal combination of quaternions 25

where the observation and residual vector (containing star camera attitude residuals expressed in the common
reference frame) are defined respectively as

yn = [
0 −dn12 −dn13

]T
(5.16)

en = [
ẽ1n ẽ2n ẽ3n

]T
(5.17)

where 0 indicates a vector of dimension 3×1. The parameter vectors are then written as

βne = ẽn1 (5.18)

βc =
[
b̃1 b̃2 b̃3

]T
(5.19)

and the design matrices follow as

Xe =
I

I
I

 (5.20)

Xnc =
0 0 0

I −I 0
I 0 −I

 (5.21)

where I indicates an identity matrix of dimension 3×3 and 0 a similar matrix but containing only zeros. The
weight matrix for epoch n is equal to

P =
P̃1 0 0

0 P̃2 0
0 0 P̃3

 (5.22)

Using the above equations each of the summands can be written as

Sne = (Xeβne )T PXeβne (5.23)

Snc = (Xncβc −yn)T P(Xncβc −yn) (5.24)

Snec = 2(Xeβne )T P(Xncβc −yn) (5.25)

Due to the inclusion of the βc parameters in the model, a more efficient technique should be used for the
generalised least-squares adjustment compared to Romans [2003]. This involves the usage of the partitioned
model [Teunissen, 2003], where the epoch-wise parameters are first eliminated from the observation equations
and the constant parameters are solved for. The solution to the constant parameters is calculated with

βc =
(∑

n
X

T
nc PXnc

)+(∑
n

X
T
nc Pyn

)
(5.26)

where the plus sign indicates the Moore-Penrose inverse and the matrix Xnc is defined as

Xnc = (I−Xe (XT
e PXe )−1XT

e P)Xnc (5.27)

The epoch-wise parameters can then be calculated with

βne = (XT
e PXe )−1XT

e P(yn −Xncβc ) (5.28)

After determining the parameters βc and βne , both of them are inserted into eq. (5.2) to calculate the noise
quaternion, which is later inserted in Equation (5.1) to determine the generalised least-squares estimate for
the true quaternion.
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5.1.2. Star cameras and steering mirrors

Within this work, one of the proposed methods to incorporate steering mirror measurements to the attitude
reconstruction process is by following and extending the procedure that was described in the previous section.
The only difference is that now instead of 3 (star camera 1,2,3) there are 4 instruments (star camera 1,2,3 +
steering mirrors) that can measure the same attitude quaternions that describe the rotation from the inertial
to the SF.

The first step of this approach is to compute quaternions from the steering mirror pitch and yaw measured
angles. In Section 4.1, the relation between pointing angles and quaternions was described, from which the
following relation can be written

RSF→Inertial =
(
RInertial→LOSF

)T ·RSF→LOSF

=RLOSF→Inertial ·RSF→LOSF

=RLOSF→Inertial ·Rx (θx )Ry (θy )Rz (θz )

(5.29)

At this point, it is clear that the above equation cannot be computed for the steering mirrors due to the ab-
sence of roll angles. There are two ways, however, to overcome this limitation. The first one is to utilize roll
information from another instrument, such as the star cameras. For the second approach, at the likelihood of
contaminating the resulting quaternions with star camera noise, the Rx (θx ) matrix is simply disregarded from
Equation (5.29). This is possible considering that the pointing angles are very small, thus the elementary rota-
tion matrices commute and can act independent of each other [Muller, 2013]. Consequently, this means that
the resulting matrix RSF→Inertial would be able to accurately describe only the rotations around the y and z axes
of the satellite. The error that is introduced with the missing information is expected to be at a magnitude close
to the noise of the steering mirrors.

The next step of this combination is to define the weight matrix of the steering mirror quaternions. This
represents the variance of the noise in the corresponding components of the quaternions and can be expressed
as

P̃4 =
px 0 0

0 py 0
0 0 pz

 (5.30)

where the subscript 4 denotes that the steering mirrors are the fourth instrument in the quaternion combi-
nation. As it will be shown in Section 7.1.3, the corresponding measured pitch and yaw angles exhibit a ten
times (κ= 10) higher accuracy than the ones computed with star camera data and show a one-to-one relation
with the y and z components of the derived quaternions. At the same time, the x component will not provide
any additional meaningful information, because the steering mirrors do not capture the roll variations of the
satellite. Consequently, it is logical to assume the following values for the variances of the noise in the steering
mirror quaternions: py = pz = κ2 ·pcb = 102 ·102 = 104 and px = 0.

Afterwards, the observation, residual and parameter vectors and the design matrices of the generalised
least squares adjustment, presented in Section 5.1.1, can be extended and defined respectively as

yn = [
0 −dn12 −dn13 −dn14

]T
(5.31)

en = [
ẽ1n ẽ2n ẽ3n ẽ4n

]T
(5.32)

βne = ẽn1 (5.33)

βc =
[
b̃1 b̃2 b̃3 b̃4

]T
(5.34)

Xe =


I
I
I
I

 (5.35)

Xnc =


0 0 0 0
I −I 0 0
I 0 −I 0
I 0 0 −I

 (5.36)
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The weight matrix for epoch n is also altered to

P =


P̃1 0 0 0
0 P̃2 0 0
0 0 P̃3 0
0 0 0 P̃4

 (5.37)

Similarly to the star camera quaternion combination, the constant parameters βc are firstly calculated us-
ing Equation (5.26), which has the effect of achieving a relative calibration of the instruments. Then, Equa-
tion (5.28) is used to determine the new epoch-wise parameters βne and finally substituting both of them in
the noise quaternion, the generalised least-squares estimate for the true quaternion can be obtained. Once
again, based on the above description, it becomes apparent how straightforward and simple it is to extend the
approach presented by Siemes et al. [2019] in order to include additional instruments that provide quaternion
measurements with respect to a common reference frame.

5.2. Sensor data calibrations
This section describes the calibration techniques used for the star camera (Section 5.2.1), the IMU (Section 5.2.2)
and the steering mirror (Section 5.2.3) data. In Section 5.2.4, a method for correcting FoV errors in the star cam-
era quaternions is also presented.

5.2.1. SCA data calibration

Due to imperfect knowledge of the star cameras’ orientation in the SF, when rotating the corresponding mea-
sured quaternions to the latter, constant biases can be observed between them. As pointed out by Siemes
et al. [2019], the relative misalignment between a set of cameras can be detected by investigating the differ-
ences between the IBAs determined by a preliminary knowledge of their orientation in the SF and by in-flight
measurements. Since the presence of such systematics could lead to a suboptimal quaternion combination,
it is essential to align all star cameras in a common reference frame. As described in Section 5.1.1, this can be
achieved by including additional terms that can model these offsets. Theβc variable represents the calibration
parameters for the star camera data.

5.2.2. IMU data calibration

As indicated by Bandikova [2015], the accuracy of IMU measurements is limited by the stability of scaling
factors and bias at low frequencies. Therefore, the calibration and alignment of the IMU with the star camera
data is another crucial part for achieving an accurate reconstructed attitude. The first step before calibrating
IMU data, is the identification of all possible error sources in gyroscope measurements. Based on the literature
the most common errors that are modeled include the following [Bar-itzhack & Harman, 2002; Pittelkau, 2005]

• Misalignment error (∆Gm)

• Scale factors (∆Gk )

• Bias (∆Gb)

These errors are assumed to be small compared to the measurements themselves, thus it is reasonable to
define a linear gyro error model. Due to the linearity the contribution of each error source can be computed
independently and then the total error can be determined as the sum of all. With this in mind, the total gyro
error is written as

∆G =∆Gm +∆Gk +∆Gb (5.38)

and is related to the measurement equations of a redundant IMU with

ωg −H ·ωb =∆G (5.39)

where ωg is a column vector that contains angular rates sensed by each gyro, ωb = [ωb,x ωb,y ωb,z ]T is a
column vector with the angular rates of the satellite body and H is the sensor geometry matrix (see Equa-
tion (4.11)), that describes the orientation of each gyro in the SF. Note that the variable ωg is the same as m in
Equation (4.11). In the following paragraphs, the derivation of the above-mentioned error sources is given and
is based on the calibration procedures presented by Bar-itzhack and Harman [2002] and Pittelkau [2005].
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Misalignment

Due to imperfect knowledge of the gyros’ sensitive axis direction or the IMU’s orientation in the SF, it is essential
to calibrate and account for such misalignment errors. These can be expressed as the difference between the
actual measurement and the nominal one, i.e.

∆Gm =ωg ,actual −ωg ,nominal

= (H+∆H)ωb −Hωb

=∆Hωb

(5.40)

where ∆H is a matrix that denotes small angle rotations around the two mutual perpendicular axes, ui and wi ,
to the sensitive gyro axis, si . For the i th gyro, the latter is represented as si = [Si

x Si
y Si

z ], where Si
x,y,z denote

the x, y and z directions of the gyro axis in the SF. The vector ui can then be defined as

ui =
[−Si

y Si
x 0

]
(5.41)

Next, the vector wi is defined as the cross product of the above two, i.e. wi = ui ×si . Two small angle rotations
Di and Ei can then be attributed respectively around the axes ui and wi and the∆H matrix can be constructed
as follows

∆H =
D1 0 0

0 D2 0
0 0 D3

 ·
u1

u2

u3

+
E1 0 0

0 E2 0
0 0 E3

 ·
w1

w2

w3

 (5.42)

Finally, by substituting Equation (5.42) in Equation (5.40) and rearranging, the misalignment error can be de-
termined by

∆Gm =
(D1 0 0

0 D2 0
0 0 D3

 ·
u1

u2

u3

+
E1 0 0

0 E2 0
0 0 E3

 ·
w1

w2

w3

)
ωb

=
u1 ·ωb 0 0

0 u2 ·ωb 0
0 0 u3 ·ωb

 ·
D1

D2

D3

+
w1 ·ωb 0 0

0 w2 ·ωb 0
0 0 w3 ·ωb

 ·
E1

E2

E3


= diag(u1,2,3 ·ωb) ·D +diag(w1,2,3 ·ωb) ·E

(5.43)

Scale factors

Similarly to the misalignment errors, the∆Gk error due to scale factors is defined as the difference between the
actual and the nominal gyro measurement as

∆Gk =ωg ,actual −ωg ,nominal

=
ωg 1 ·k1

ωg 2 ·k2

ωg 3 ·k3

−
ωg 1

ωg 2

ωg 3


=

(k1 0 0
0 k2 0
0 0 k3

− I3×3

)
·
ωg 1

ωg 2

ωg 3


(5.44)

where ki is close to zero and I3×3 is a identity matrix with dimensions 3×3. Then, defining the variable ∆ki as
the difference ki −1 for i = 1,2,3, Equation (5.44) can be modified to

∆Gk =
ωg 1 ·∆k1

ωg 2 ·∆k2

ωg 3 ·∆k3


=

ωg 1 0 0
0 ωg 2 0
0 0 ωg 3

 ·
∆k1

∆k2

∆k3


= diag(ωg 1,g 2,g 3) ·∆k

(5.45)
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Bias

The bias error model is fairly simple and can be expressed by the following equation

∆Gb = I3×3 ·b (5.46)

where b is a column vector containing the corresponding biases for each gyro, i.e.

b = [
bg 1 bg 2 bg 3

]T
(5.47)

Total error

Taking the above definitions into account and substituting Equation (5.43), (5.45) and (5.46) into (5.39), the
total error is related to gyro measurements by

ωg −H ·ωb =∆G

=∆Gm +∆Gk +∆Gb

= diag(u1,2,3 ·ωb) ·D+diag(w1,2,3 ·ωb) ·E+diag(ωg 1,g 2,g 3) ·∆k + I3×3 ·b

(5.48)

The above relation can also be written in the form of a generalised least-squares adjustment, i.e.

y = Ax+ϵ (5.49)

where the observation vector y, parameter vector x and design matrix A are defined as follows:

y =ωg −H ·ωb (5.50)

x = [
D E ∆k b

]T
(5.51)

A = [
diag(u1,2,3 ·ωb) diag(w1,2,3 ·ωb) diag(ωg 1,g 2,g 3) I3×3

]
(5.52)

The unweighted least squares solution x̂ of the system can then be computed with

x̂ = (AT A)−1AT y (5.53)

A perfect IMU data calibration could be achieved given the true satellite angular rates, however, this is not
possible and instead the angular rates derived from the optimally combined star camera quaternions are used.

5.2.3. LSM data calibration

Similarly to the star cameras, the laser ranging interferometer and in turn the steering mirrors could be affected
by biases due to imperfections in the mounting of the instrument on the satellite. As described in Section 5.1.2,
steering mirror quaternions can be included in the optimal quaternion process of Section 5.1.1 and new con-
stant biases (i.e. βc ) can be calculated. Once again, when these calibration parameters are applied on the
steering mirrors and the three star cameras, the relative alignment of all instruments can be accomplished.

Additionally, as indicated by Kornfeld et al. [2019], the rotational alignment requirement of the laser rang-
ing interferometer’s triple mirror assembly with respect to the accelerometer is stricter compared to the star
cameras, i.e. ± 0.25 mrad in contrast to ± 20 mrad in all three axes, respectively. Based on this, one could
assume that the knowledge of the steering mirrors in the SF could be more accurate in comparison to the star
cameras. Considering also that their measurements are ten times more accurate, it could beneficial to use
them in the calibration process of these two instruments.

5.2.4. Quaternions correction

A key element for the attitude reconstruction process of GRACE-FO is the correction of FoV errors present in the
star camera measurements. One way to accomplish this is by taking advantage of another set of quaternions
that are not affected by such type of errors. For example, IMU-based quaternions can be used for GRACE-FO.
In principle, these quaternions describe the same attitude as the ones from the star cameras, however, as it will
be discussed in Section 7.5.1, due to an increased noise at low to mid frequencies they are not considered as
the final reconstructed attitude. Instead, given the IMU-based and star camera quaternion residuals, a daily
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average correction can be determined, that relates to FoV type of errors found in the star camera measure-
ments. This relation is justified from the fact that stars in the FoV are nearly repeated from one orbit to the next
and stay within the FoV for some time. Therefore, it is reasonable to expect that 1) the same type of errors are
repeated across a time window at same locations along the orbit and 2) for the quaternion residuals to reveal
these systematic errors, since the non-star-camera quaternions are not influenced by the latter. The advan-
tage of averaging their residuals within a time period is the elimination of the noise present in the IMU-based
quaternions.

With this in mind, the first step towards correcting FoV star camera errors is to compute the residuals be-
tween the star camera quaternions (qSCA

n ) and another set (qn) which is not or less influenced by such errors.
In equation form this is written as

qdiff
n =

[
1

1
2 dn

]
= (qSCA

n )∗qn (5.54)

where d is a vector that contains three small rotation angles and n indicates the epoch. Afterwards, based on
the orbital position of the satellite, the corresponding argument of latitude can be determined as a function of
time. The correction quaternions (qcorr

n ) are then defined such that the value for all epochs n, that lay within a
specified time interval of duration T and have the same argument of latitude, is equal to the average quaternion
difference computed in Equation (5.54). Within this MSc project a T value of 1 day was used. Finally, the
resulting quaternions are applied to the ones of the star cameras, as shown in Equation (5.55), to obtain the
FoV error free quaternions.

qSCA
corr,n = qSCA

n qcorr
n (5.55)

5.3. Angular rate reconstruction
Given a proper calibration of star camera, steering mirror and IMU data and a successful quaternion combi-
nation procedure, a combination at the level of angular rates can now be performed. The same approach as
presented by Siemes [2018] is proposed for the GRACE-FO mission, but now the angular rates of the satellite
are reconstructed from IMU and combined star camera measurements. The combination is performed in the
frequency domain by taking into account the noise PSD of each instrument. Specifically, a lowpass and a high-
pass filter is constructed for the angular rates of the star cameras and the IMU, respectively. The lowpass filter
is used for the former, because during the differentiation of the quaternions, the noise PSD of the star cam-
eras tilts such that low-frequency noise is dampened and high-frequency is amplified. In contrast, the IMU
measurements are known to have a far lower noise floor at high frequencies, but a rather amplified noise at
low frequencies. Then, since the measurements of both instruments are concurrent, the lowpass and highpass
filtered star camera and IMU angular rates can be added in the frequency domain to arrive at a more accurate
result. The motivation behind the choice of this algorithm is the improved gravity gradients and gravity field
models that were observed for the GOCE mission, when this method was used instead of a combination in the
time domain by means of Kalman filtering [Stummer et al., 2012].

The first step for the GRACE-FO angular rate reconstruction is the derivation of IMU and combined star
camera satellite angular rates. This can be achieved using the equations described in Section 4.2.1 and Sec-
tion 4.2.2. Next, the process of constructing symmetric moving-average filters starts by defining the general
shape of the noise PSD of the angular rates for both instruments. This can be achieved using equation

PS = f aS and PG = c f aG (5.56)

where f is the frequency vector, PS and PG are the noise PSD of the star camera and IMU angular rates respec-
tively, aS and aG are the slopes of these PSDs in the logarithmic domain and

c = ( f cross)aS−aG (5.57)

is a scale factor depending on the frequency f cross that determines where PS and PG cross each other. The
frequency vector f is equal in length to the length of the filters, denoted by NF . In order to achieve a sufficient
resolution in the spectral domain, NF must be a large enough odd integer. Siemes [2018] recommended to use

NF ≈ 10

f cross (5.58)

The next step is to make the PSD curves symmetric around the mid-frequency and then compute the spec-
tral weights, or otherwise called the Wiener weights, for the star camera angular rates. For the non-zero fre-
quencies the weights are determined by

WS = PG

PG +PS
(5.59)
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and for the zero frequency the weight is defined to be equal to 1. At that point, the filter coefficients FS can
be calculated by simply taking the inverse discrete Fourier transform of WS , i.e. FS = ifft(WS ). Finally the low-
pass filter of the star camera angular rates is constructed by rearranging the previously calculated coefficients
according to

FS = [
FS,K+1 FS,K+2 · · · FS,N f FS,1 FS,2 · · · FS,K

]
(5.60)

where K is the index of the mid-frequency. Finally, a complementary highpass filter is constructed for the IMU
by spectral inversion. This is accomplished by flipping the sign of each coefficient of the lowpass filter and then
adding 1 to the coefficient at the center of symmetry.

The above mentioned procedure is run three times, so that three angular rate reconstruction filters are
determined for each component of the angular rate vector with a different cut-off frequency depending on
the noise characteristics of each one of them. Subsequently, the filters can be applied to the angular rate
measurements of each instrument in the time domain as a convolution or in the frequency domain as an
element-wise multiplication. In equation form, the corresponding reconstructed satellite angular rates ωR,i ,
where i ∈ {x, y, z} denotes the element of the vector, are

ωR,i = FS,i ∗ωS,i +FG ,i ∗ωG ,i (5.61)

and the asterisk indicates the filter operation.
In general, when applying a symmetric moving-average filter, transient effects are produced from the filter

operations at the beginning and the end of the time series. However, an advantage of this angular rate recon-
struction method is that such effects can be reduced by simply constructing filters with shorter length towards
these areas. Specifically, for the first epoch of the filtered time series, a filter of length equal to 1 is created and
applied to only the first value of the input time series. For the second epoch, a filter of length equal to 3 is
created and applied to the first three values of the input time series, and so forth until half the length of the
primary filter is reached. The same procedure is applied for the end of the filtered time series. Finally, since
the transient effects cannot be avoided for the first and last few epochs, the IMU angular rates are extrapolated
after fitting them to the sum of the filtered star camera and IMU angular rates.

5.4. Attitude reconstruction
The final step for acquiring an accurate attitude estimate for the GRACE-FO satellites is to improve the attitude
quaternions provided by the star cameras by incorporating valuable information from a set of reconstructed
angular rates. In Section 5.4.1 the proposed attitude reconstruction algorithm for GRACE-FO is described in
detail. Next, Section 5.4.2 presents four possible scenarios, identified during this MSc project, for combining
star camera, IMU and steering mirror data as part of the overall GRACE-FO attitude reconstruction process.

5.4.1. Algorithm

The goal of the attitude reconstruction is to obtain the best possible estimation of the satellites’ inertial atti-
tude, by combining available star camera quaternions and the reconstructed angular rates. This is essential for
the GRACE-FO mission, because attitude errors can influence the measured distance between the CoMs of the
satellites as well as the accelerations projected on the CoM-to-CoM line, which in turn will affect the estimated
gravity field models. The same approach as described by Siemes [2018] is proposed for the GRACE-FO mission,
for which attitude quaternions resulting from the reconstructed angular rates are fitted to the combined star
camera quaternions. In other words, the reconstruct angular rates can be integrated to find how the attitude
changes from a central epoch to adjacent epochs (i.e. before and after the central epoch). These changes can
be expressed in the form of a rotation quaternion, which is expected to be smoother than the combined star
cameras since it includes IMU angular rates, which are more accurate at high frequencies. However, due to the
integration, small errors will accumulate resulting in an increased low frequency noise. The reconstructed an-
gular rate quaternions can be fitted to the combined star camera quaternions by means of a generalised least
squares adjustment, to minimize the errors across all frequencies. An important element of this adjustment
is taking into account the covariances of the star camera quaternions and how the variance of the rotation
quaternion changes grows when moving away from the central epoch. Once again, this algorithm in combina-
tion with the one described in Section 5.3 are chosen, because they provided the GOCE mission with improved
attitude quaternions and gravity field models compared to the previous approach that was determining the
inertial attitude by means of Kalman filtering [Stummer et al., 2012].

The derivation of this algorithms starts by defining the measured quaternion qmeas
n as the quaternion origi-

nating from the combined star cameras and the rotation quaternion qrot
n→n+k which results from the integration
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of the reconstructed angular rates and describes the rotation from epoch tn to tn+k . With this in mind, the
measured quaternion qmeas

n+k can be expressed as a rotated version of the true quaternion qtrue
n , i.e.

qmeas
n+k = qnoise

n+k qtrue
n qrot

n→n+k (5.62)

where qnoise
n+k is the noise quaternion that reflects the effect of both 1) the noise of the combined star camera

attitude quaternions and 2) the noise of the rotation quaternion which results from the integration of the re-
constructed angular rates. Moreover, qnoise

n+k represents small angle rotations, i.e.

qnoise
n+k = [

1 ϵx,n+k /2 ϵy,n+k /2 ϵz,n+k /2
]T

(5.63)

As far as the rotation quaternion is concerned, it can be decomposed into a series of rotations such that

qrot
n→n+k = qrot

n→n+1qrot
n+1→n+2 · · ·qrot

n+k−1→n+k (5.64)

Then, the reconstructed angular rates are related to qrot
n+i→n+i+1 according to the following relations:

qrot
n+i→n+i+1 =

[
cos(φ/2)
sin(φ/2)e

]
for i ∈ {0, ...,k −1} (5.65)

where φ is the angle of rotation and e is the rotation axis and can be computed with

φ= |ωn+i+1 +ωn+i |
2

(5.66)

e = ωn+i+1 +ωn+i

|ωn+i+1 +ωn+i |
(5.67)

Since the two unknown variables of Equation (5.62), i.e. qtrue
n and qnoise

n+k would lead to a non-linear mixed
model (Gauß-Helmert model), the problem is reformulated in a such a way that a linear generalised least
squares can be used. This is accomplished by first defining the relative error of the quaternion of epoch n
and n +k

qrel
n,n+k = qnoise

n (qnoise
n+k )∗ (5.68)

Next, based on Equation (5.62) the noise quaternions at epoch n and n +k are equal to

qnoise
n+k = qmeas

n+k

(
qtrue

n qrot
n→n+k

)∗ (5.69)

qnoise
n = qmeas

n (qtrue
n qrot

n→n)∗ = qmeas
n (qtrue

n )∗ (5.70)

and can be substituted to Equation (5.68)

qrel
n,n+k =qmeas

n (qtrue
n )∗

(
qmeas

n+k

(
qtrue

n qrot
n→n+k

)∗)∗
=qmeas

n (qtrue
n )∗qtrue

n qrot
n→n+k (qmeas

n+k )∗

=qmeas
n qrot

n→n+k (qmeas
n+k )∗

(5.71)

From the above equation, it becomes apparent that despite the fact that the relative error of epoch n and n+k
quaternions is the product of two unknown noise quaternions, it can still be calculated. Since both of those
noise quaternions represent small angles, the same can be assumed for qrel

n,n+k , i.e.

qrel
n,n+k = [

1 δx,n,n+k /2 δy,n,n+k /2 δz,n,n+k /2
]T

(5.72)

Taking small angle approximations into account and after rearranging Equation (5.68) to qrel
n,n+k qnoise

n+k = qnoise
n ,

the latter can also be expressed as
dn,n+k +en+k = en +O (ϵ2) (5.73)

where

dn,n+k =
δx,n,n+k

δy,n,n+k

δz,n,n+k

 , en =
ϵx,n

ϵy,n

ϵz,n

 and en+k =
ϵx,n+k

ϵy,n+k

ϵz,n+k

 (5.74)
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are small angles. At this point, Equation (5.73) can be written in the form of a generalised least-squares ad-
justment (y+u = Ax) with y being the observation vector, u the residual vector, A the design matrix and x the
parameter vector. In particular, 

dn,n−K
...

dn,n−1

0
dn,n+1

...
dn,n+K


︸ ︷︷ ︸

y

+



en−K
...

en−1

en

en+1
...

en+K


︸ ︷︷ ︸

u

=



I
...
I
I
I
...
I


︸︷︷︸

A

ẽn (5.75)

where ẽn are the parameters. By inspection of Equation (5.75), it is obvious that the noise in the quaternion at
the central epoch n relates to the noise in the quaternions of epoch n −K and n +K before and after that.

For an accurate estimation of ẽn , it is essential to construct a proper covariance matrix of en+k for k =
−K , ...,K . As stated before, the noise quaternion qnoise

n+k reflects both the noise of the combined star camera
quaternions and of the rotation quaternions. From the algorithm, presented in Section 5.1.1, the covariance
information of the combined attitude quaternions is provided. In practice, the latter is expected to exhibit
some time correlation between epochs a few minutes apart and from one orbit to the next. This is due to the
fact that stars in the FoV change slowly along the orbit and are nearly repeated from one orbit to the next. As far
as the noise of qrot

n→n+k is concerned, it is also expected to show large time correlations because of the angular
rates integration. Correlations are also expected between qrot

n→n+k and qmeas
n+k , since the latter are used for the

calculation of the former. With all this in mind, the covariance matrix for the generalised least-squares should
be fully populated, however, this would lead to a significantly high computational effort. For this reason, time
correlations are ignored, which reduces the matrix to a block-diagonal structure, with one 3×3 block per epoch
[Siemes, 2018]. In equation form it can be written as

Σ=


Σn−K 0 · · · 0

0 Σn−K+1
. . .

...
...

. . .
. . . 0

0 · · · 0 Σn+K

 (5.76)

where each block is of dimension 3×3 and amounts to the sum of the covariance matrix of the combined star
camera quaternions and the covariance matrix of the rotation quaternions. In equation form:

Σn+k =Σmeas
n+k +Σrot

n+k for k =−K , ...,K (5.77)

The covariance matricesΣmeas
n+k is the product of the posteriori variance factor σ2

0 and the cofactor matrices
Q1, ...,Q123, both of which are by-products of the star camera quaternion combination algorithm, i.e.

Σmeas
SC A1,n+k =σ2

0Q1, · · · ,Σmeas
SC A123,n+k =σ2

0Q123 (5.78)

where the subscript 123 denotes that all three star camera quaternions were available and used for the combi-
nation. Additionally, the variance factor can be calculated as

σ2
0 =

Ω

R
(5.79)

where Ω is the square-sum of residuals of the combined star camera quaternions and R is the redundancy. It
is calculated from the flags of the individual star camera quaternions ( fSC A1 , fSC A2 and fSC A3 ), which indicate
whether data are valid or invalid at a certain epoch, and the flags of the combined quaternions ( f ), i.e.

R = 3
N∑

n=1
( fn − fSC A1,n − fSC A2,n − fSC A3,n) (5.80)

Next, the covariance matrix Σrot
n+k is modelled as the diagonal matrix

Σrot
n+k =

σ2
x 0 0

0 σ2
y 0

0 0 σ2
z

 (5.81)
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whereσ2
x ,σ2

y andσ2
z are empirically determined quadratic functions of the time difference |tn+k −tn |. They are

calculated from the residuals between the combined star camera quaternions and the quaternions originating
from rotating an initial quaternion based on the reconstructed angular rates.

With all this in mind, the ẽn parameters of the noise quaternion can now be estimated. Finally, the recon-
structed attitude quaternion for epoch n is obtained with qrec

n = (qnoise
n )∗qmeas

n .

5.4.2. Scenarios

Given the optimal quaternion combination, angular rate and attitude reconstruction algorithms as well as the
various data calibrations techniques, four different scenarios have been identified that could provide the final
attitude estimate for the GRACE-FO satellites. Initially, the attitude reconstruction was performed based on
the first, or otherwise called nominal, scenario depicted in Figure 5.1. The process starts by calibrating the star
camera data and calculating the constant biases based on star camera and steering mirror quaternions. Next
follows the optimal combination of the star camera quaternions from which the corresponding angular rates
can be determined. The latter are used to calibrate the IMU data and, then, together with the IMU angular rates
obtain the reconstructed angular rates. Finally, these are used in combination with the optimally combined
star camera quaternions to reconstruct the attitude.
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Figure 5.1: Flowchart of the 1st (nominal) scenario for the attitude reconstruction of the GRACE-FO satellites.

Although, the approach described above provided a far more accurate attitude estimate than what could be
achieved from the combined star cameras, a major systematic error was still prominent in the reconstructed
quaternions. As it will be demonstrated in Section 7.5, this error is associated to FoV errors present in the star
camera measurements. In order to account for these errors, the following three scenarios were identified. For
the first one, shown in Figure 5.2, the steering mirror quaternions, that are not affected by such type of er-
rors, are optimally combined with the individual star camera quaternions based on the method presented in
Section 5.1.2. During the combination the proper quaternion weighting scheme is applied so that the higher
accuracy of the LSM measurements is taken into account. Afterwards, the optimal quaternions are used to cal-
ibrate the IMU data and, together with a new set of reconstructed angular rates, reconstruct the final attitude.

For the last two scenarios, depicted respectively in Figure 5.3 and Figure 5.4, the same procedure is followed
as with the nominal case, but now correction quaternions are derived from IMU and steering mirror data and
applied at the level of the nominal reconstructed quaternions. This set of correction quaternions represent
daily average corrections and are computed according to the method presented in Section 5.2.4. For the case
of the IMU, a set of IMU-based quaternions are used for this purpose, which are derived using the optimally
combined star camera quaternions, the IMU angular rates and a larger time window during the quaternion fit-
ting in the attitude reconstruction algorithm. For the correction based on steering mirror data, derived steering
mirror quaternions are used.

It should be mentioned that one main difference between the options with the LSM and the one with the
IMU, is that the former do not correct for any star camera FoV errors in the x-component of the quaternions.
This is because the steering mirrors cannot measure the roll variations of the satellites. Still, the corresponding
correction applied by the IMU-based quaternions does not have any contribution to the AOC, as seen from
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Figure 5.2: Flowchart of the 2nd scenario for the attitude reconstruction of the GRACE-FO satellites.
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Figure 5.3: Flowchart of the 3rd scenario for the attitude reconstruction of the GRACE-FO satellites.

Equation (4.25). The performance of each of the four proposed attitude reconstruction scenarios is further
evaluated in Section 7.5.

Lastly, for the last two scenarios, a different variation was also tested for which the daily average quater-
nion correction was applied at the level of the individual star camera measurements and, then, the nominal
attitude reconstruction procedure was followed. The results obtained in this way, however, were degraded and
worse than the nominal case. The reason behind this is the anisotropic accuracy in the pure star camera mea-
surements and the limitation of the method presented in Section 5.2.4. The high noise around the boresight



36 5. Sensor Data fusion

axis of a star camera contaminates the other axes when quaternions are rotated from the SCF to the SF. This
causes an increased noise floor, which in turn prevents for any distinct daily average quaternion correction to
be computed, because the latter has now a large percentage of noise within it.
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Figure 5.4: Flowchart of the 4th scenario for the attitude reconstruction of the GRACE-FO satellites.



6
Verification and Validation

This chapter is dedicated to the different steps undertaken to verify and validate the various processing and
sensor data fusion algorithms implemented and used during this thesis work. A key element for the attitude
reconstruction process is the derivation of the satellites’ angular rates from star camera and IMU measure-
ments. The verification of these algorithms is described in Section 6.1. Next, in Section 6.2 the derivation of
inter-satellite pointing angles is validated. Lastly, in Section 6.3 and Section 6.4 the optimal quaternion combi-
nation and the angular rate and attitude reconstruction algorithms are verified for the GRACE-FO mission. In
Table 6.1, an overview of the above-mentioned algorithms is presented with the corresponding section in the
report where they have been described and verified.

Table 6.1: Overview of the various processing and sensor data fusion algorithms verified within this chapter.

Algorithm Described in Verified in

Star camera angular rates Section 4.2.1 Section 6.1

IMU angular rates Section 4.2.2 Section 6.1

Inter-satellite pointing angles Section 4.1 Section 6.2

Optimal combination of quaternions Section 5.1 Section 6.3

Angular rate reconstruction Section 5.3 Section 6.4

Attitude reconstruction Section 5.4.1 Section 6.4

6.1. Satellite angular rates
Several methods have been utilized to verify the derivation of the angular rates from each instrument. A first
simple check is to examine the magnitude and sign of the latter around each axes of the SF. In general, the x axis
of the SF points to the other satellite, the z axis points in nadir direction and the y axis completes a right-hand
system. Therefore, for both satellites the angular rate around the y axis is expected to have a mean absolute
value of about 1.108 mrad/s and for the other two axes to be centered around 0. The mean value of 1.108
mrad/s corresponds to the rotation rate of the satellite around the Earth over the course of one orbit, which
can be calculated as follows

ωy = 2π

T
= 2π

94.5∗60
≈ 1.108 mrad/s (6.1)

where T is the orbital period of the satellite, which is equal to approximately 94.5 minutes. According to the
right-hand rule, for the trailing satellite that has its x axis pointing in the flight direction, the sign of ωy will
be negative [Groves, 2008]. While for the leading satellite, for which the body frame is an 180 degrees rotated
around the z axis version of the other, ωy will be positive. Based on the orbital positions of the satellites, it
is known that during this period GRACE-FO C is the leading satellite and GRACE-FO D is trailing behind. In
Figure 6.3 and Figure 6.2, long time series of the combined star camera and IMU derived angular rates around
the y axis are depicted for both satellites. Indeed, the results indicate that GRACE-FO C is in front while GRACE-
FO D is pursuing and the calculated magnitudes match with the expected values for both satellites. It should
be noted that the displayed combined star camera angular rates are lowpass filtered in order to remove the
high frequency noise in their measurements and clearly show the similarities with the IMU.

With this in mind, the rest of the verification process of angular rates will be focused only on one satellite,
i.e. GRACE-FO C, since no other differences exist between the two. Additionally, in all of the figures, the results
from the official attitude data product (denoted as SCA1B) of GRACE-FO are included, to provide another way
of verifying the calculations of the angular rates. In Figure 6.3 and Figure 6.4, the derived angular rates around
the x and z axis of the satellite are shown, respectively. Once again, the behavior of the results is according to
what is expected, since both ωx and ωz are centered around 0.
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Figure 6.1: Long time series of the derived combined star camera,
IMU and SCA1B angular rates around the y axis of the satellite

frame for GRACE-FO C.
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Figure 6.2: Long time series of the derived combined star camera,
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Figure 6.3: Long time series of the derived combined star camera,
IMU and SCA1B angular rates around the x axis of the satellite

frame for GRACE-FO C.
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Figure 6.4: Long time series of the derived combined star camera,
IMU and SCA1B angular rates around the z axis of the satellite

frame for GRACE-FO C.

To increase the confidence of the calculations, a closer examination is performed for a smaller time window,
for example over the course of one or two satellite orbits. Although, each sensor has a different measurement
principle, it is expected that all of them detect the same variations in attitude and thus the angular rates shall
exhibit similar behavior over time. The agreement between the sensors becomes more apparent in the pres-
ence of a satellite attitude maneuver, when the variations of the angular rates are much larger. In Figure 6.5
the angular rates around each axis of the SF are presented for the combined star cameras, the IMU and SCA1B
during the 20th of October in 2020, when GRACE-FO C underwent a series of center-of-mass calibration ma-
neuvers. During this operation, a satellite performs small periodic rotations around only one axis at a time,
while the oscillations about the other two axes are kept to a minimum [Wegener et al., 2020]. According to Lan-
derer, Flechter, et al. [2020], among several manuevers, the following three were commanded for GRACE-FO C
on the 20th of October: a roll maneuver that started at 11:09:00 and ended at 11:12:00, a pitch manuever that
started at 14:18:00 and ended at 14:21:00 and a yaw manuever that started at 21:57:00 and ended at 22:00:00.
In fact, the angular rates of Figure 6.5 demonstrate these rapid fluctuations at those time intervals. Especially
the IMU, that is more accurate at high frequencies, can clearly distinguish these oscillations. Furthermore, it is
evident that even though the instruments have different noise and error characteristics as well as angular rate
derivation algorithms, their output match very well during and around the maneuvers.

Equivalently to the comparisons performed above, the derived angular rates of each instrument are anal-
ysed in the frequency domain. This approach provides another perspective on the similarities of their signals.
After evaluating the amplitude spectral density (ASD) of each signal, an inspection is performed in the fre-
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Figure 6.5: The roll, pitch and yaw angular rates derived from the combined star camera, IMU and SCA1B measurements during the
center-of-mass calibration maneuvers on 20th of October 2020 for GRACE-FO C.

quency spectrum to check their agreement. As already mentioned, all sensors are expected to measure the
same attitude variations and this should be noticeable both in the time and in the frequency domain. In Fig-
ure 6.6 the ASD of the angular rates for the combined star cameras, the IMU and the SCA1B data product for
GRACE-FO C are illustrated. They have been determined over the period of May 17th-21st 2020 and the black
vertical dotted line represents the frequency of one cycle per revolution (1 cpr ≈ 1

94.5∗60 ≈ 1.76e −4 Hz). As ex-
pected both instruments agree quite well at 1 cpr and from low frequencies up until 4-7 mHz. In addition, the
star cameras exhibit a high frequency noise above 10 mHz. This is as expected since at the level of angles and
at high frequencies, they have a flat noise spectrum, which after the differentiation of quaternions translates to
noise that increases proportional to the frequency. Likewise, the differentiation of IMU angle measurements,
which have a 1/f noise type of behavior, leads to a flat plateau at the level of angular rates.
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Figure 6.6: One-sided amplitude spectral density of the combined star camera, IMU, and SCA1B angular rates, evaluated over the period
May 17th to 21st in 2020 for GRACE-FO C.

6.2. Inter-satellite pointing angles
Regarding the derivation of inter-satellite pointing angles from star camera quaternions, it can simply be vali-
dated by comparing the results of the calculations with the pitch and yaw angles measured directly by the laser
ranging interferometer’s steering mirrors. As it can be seen from Figure 6.7 and Figure 6.8, despite the differ-
ent noise characteristics of the two instruments, the pointing angles derived from the star camera quaternions
match very well the behavior of the steering mirror measured angles. Therefore, the derivation process, de-
scribed in Section 4.1, was implemented correctly. It should be noted that prior to the comparison, the star
camera data is transformed to the reference frame of the steering mirrors.

6.3. Optimal combination of quaternions
The algorithm for the optimal combination of star camera quaternions presented in Section 5.1.1 has been
obtained from Siemes et al. [2018], who have already verified its implementation for the GOCE mission. To
ensure that the algorithm is adopted correctly with GRACE-FO input parameters as well, the angular rates
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Figure 6.8: Time series of the measured steering mirror yaw
pointing angles and the ones derived from combined star camera

quaternions for GRACE-FO C.

resulting from the optimal quaternions are compared to those from the other sensors and from the official
data product in the time and frequency domain. This comparison has already been illustrated with Figures 6.1
to 6.6. Additionally, in Section 7.1.1, the residuals from the combination have been analysed and displayed a
behavior that is in agreement with the expectation from the star camera performance specifications.

6.4. Angular rate & attitude reconstruction
As with the optimal combination of quaternions, the angular rate and attitude reconstruction algorithms have
already been verified and validated for the GOCE mission. Nevertheless, to ensure that they are used correctly
within this MSc thesis, an additional verification is necessary to be performed locally. This is achieved by using
star camera and gradiometer GOCE data as inputs to these algorithms and then comparing their results to the
required output that has been provided by Christian Siemes, TU Delft [personal communication]. In Figure 6.9,
the one-sided ASD of the desired and the actual angular rates produced with the angular rate reconstruction
method, are depicted. From their differences it is clear that the same results can be achieved locally as with the
ones already obtained for GOCE.
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Figure 6.9: One-sided amplitude spectral density of the required and the actual output of the angular rate reconstruction algorithm using
GOCE data.

In the same manner, the quaternions computed locally with the attitude reconstruction algorithm are com-
pared to the required ones. In Figure 6.10, the quaternion residuals between the two previously-mentioned
datasets are plotted, from which it is clear that equivalent results can be obtained.
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Figure 6.10: One-sided amplitude spectral density of the quaternion residuals between the required and the actual output of the attitude
reconstruction algorithm using GOCE data.



7
Results

In this part of the report, the results from the various processing algorithms and the sensor data fusion ap-
proaches will be discussed. In Section 7.1, the error and noise assessment of each of the four instruments is
presented and then in Section 7.2 the results of the sensors data calibrations is given. Next, in Section 7.3, the
outcome of the optimal combination of quaternions is examined, while in Section 7.4 and Section 7.5 follow
respectively the results from the angular rate and attitude reconstruction process. Finally, in Section 7.6 the
impact of the proposed attitude reconstruction method on the GRACE-FO mission is investigated and a reflec-
tion is provided for future gravity missions. It should be mentioned that the analyses performed in this work
have been limited to only one month of data. More specifically, the month of May in 2020 was chosen, for
which all instruments could provide nominal measurements.

7.1. Sensor error & noise assessment
This section is devoted to assessing the errors and the noise in the star camera (Section 7.1.1), gyroscope (Sec-
tion 7.1.2), steering mirror (Section 7.1.3) and accelerometer (Section 7.1.4) measurements.

7.1.1. Star cameras

As already mentioned in Section 2.3.1, the star camera measurement accuracy is limited by several factors, such
as optical, centroiding and FoV errors, but also due to the camera construction geometry, the measurements
are characterized by anisotropic noise. This means that the accuracy about the cross-boresight axes (xSC F and
ySC F ) of the camera is usually around 6 to 16 times better than the one about the boresight or roll (zSC F ) axis
[Liebe, 2002]. Based on the µASC specifications, the nominal measurement accuracy about the former axes is
expected to be around 2 arcseconds, which is equal to approximately 9.7 µrad [Jørgensen et al., 2012]. Thus,
the corresponding accuracy about the boresight axis could fluctuate between 58 and 155 µrad.

Although, the in-flight measurement accuracy of the star cameras might not be possible to obtain precisely,
its noise component can be approximated with the variable ei (see Equation (5.2)), which is estimated during
the optimal combination of quaternions. The vector ei is composed of three small angles that correspond to
the error and noise about the x, y and z components of the i th star camera quaternions resolved in the i th

SCF. At lower frequencies, this vector is expected to mainly describe systematic errors, e.g. FoV errors, while
at higher frequencies the random noise in the measurements. Upon inspection, it was found that above 0.1
Hz the PSD of ei exhibits a flat plateau that indicates the white noise in the data. Therefore, the noise floor is
calculated as the root mean squared (RMS) PSD level in the frequency band above 0.1 Hz. It should be noted
that the ei estimated during the combination of star camera and steering mirror quaternions have been used
for this characterization. In Table 7.1 the monthly RMS values of the estimated random noise in the star camera
quaternions is presented and in Figure 7.1 the daily RMS values are shown.

Table 7.1: The monthly RMS values of the random noise in the x, y and z component of the star camera quaternions, estimated over the
month of May in 2020.

GRACE-FO C GRACE-FO D
SCA1 SCA2 SCA3 SCA1 SCA2 SCA3

ei ,x [µrad] 11.09 15.7 12.4 8.7 10.4 10.1
ei ,y [µrad] 10.4 16.2 13.2 8.2 11.5 12.5
ei ,z [µrad] 112.8 204.5 137.7 105.8 129.6 130.6

In general, the star cameras on-board GRACE-FO D are performing better compared to GRACE-FO C, still
for both satellites the estimated noise floors are close to the specifications. Additionally, star camera 1 mea-
surements are the least noisy compared to the ones of the other cameras and especially for GRACE-FO D they
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perform 12% better than specified. As it will be soon in the next paragraphs, a possible explanation for this
behavior could be the number of stars in the FoV of that camera. The most degraded performance among all
cameras can be seen for the second one of GRACE-FO C. As it will be demonstrated later on, this behavior
could be explained from the unexpectedly decreased availability of that camera over the month of May. Based
on the values of Table 7.1, the noise level ratio between the boresight and the roll about the boresight pointing
for SCA1, SCA2 and SCA3 is computed to be 11, 13 and 11 respectively for GRACE-FO C and 12 for all cameras
of GRACE-FO D. Last but not least, by inspection of Figure 7.1 it becomes apparent that despite the fact that
the star cameras have a presumed identical performance, in-flight they display a small variability over the du-
ration of one month. For example, the sensitivity of the star camera measurement accuracy to the moonlight
intrusions can be seen with a decrease in performance, during the 9-10th of May.
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Figure 7.1: Daily RMS values of the random noise in the x, y and z component of the star camera quaternions, estimated over the month
of May in 2020.

Another important factor that can influence the measurement accuracy of the star cameras, is the number
of stars in their FoV. In other words, the higher the number of identified bright stars in the digital image, the
better the estimated satellite attitude of a star camera. Equally important, since the distribution of stars in
the sky is not uniform, it is crucial where a camera is pointing. Depending on the latter, a camera could end
up being blinded by the Sun or the Moon. In Figure 7.2, the number of stars in the star camera FoV of all six
cameras is shown in an argument of latitude versus time plot. The white-covered areas represent instances
where the camera is blinded either by the Sun or the Moon. Specifically, the long diagonal white band that can
be seen in star camera 2 of GRACE-FO C and camera 3 of GRACE-FO D indicates sunlight intrusion. On the
other hand, the smaller white spots, some of which are better visualized for SCA3 and SCA2 of GRACE-FO C
and D, respectively, represent blinding from the Moon.

Based on the layout of the GRACE-FO satellites, it is known that star camera 1, 2 and 3 point respectively,
more or less, to the negative z, the positive y and the negative y axis of the SF. And since while in orbit, one
satellite is a rotated version of the other one around the latter’s z-axis, star camera 1, 2 and 3 of GRACE-FO C and
star camera 1, 3 and 2 for GRACE-FO D respectively point to a similar part of the sky with a small delay. Thus,
comparable patterns can be seen in the geographic plots. A closer inspection on Figure 7.2c and Figure 7.2f,
and in particular the upper limit of the long diagonal white band reveals a higher number of invalid data for
SCA2 of GRACE-FO C despite the two cameras having a similar inertial orientation. The exact reason for this
phenomenon has not been found yet, however, one of the hypotheses is that due to the relative orientation
with the Sun, more stray light from the Sun might reach the camera’s FoV. At the same time, this behavior
could justify the overall decrease in the performance of that camera that was observed in Table 7.1. Finally, the
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comparison of the SCA1 plots of both satellites to the ones of the other cameras, could explain their increased
measurement accuracy, because of their higher amount of valid data and the higher average number of stars
detected.
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(c) Star camera 2 GRACE-FO C.
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(d) Star camera 2 GRACE-FO D.
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(e) Star camera 3 GRACE-FO C.
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Figure 7.2: Number of stars in the FoV of the GRACE-FO C and D star cameras for the month of May in 2020.

Additionally, as indicated by Harvey [2016] star cameras are prone to FoV errors. This is explained from
the fact that their derived attitude estimate depends on the stars in their FoV, thus errors would repeat when
the same stars are viewed at the same lens locations. In fact, when examining Figure 7.2, it is clear that over
the period of several days the stars viewed from the cameras on-board the GRACE-FO satellites do not change
considerably at same locations along the orbit. Instead of calculating a residual inter-camera quaternion, as
performed by Harvey [2016], a comparison between the star camera and the steering mirror derived quater-
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nions is made to identify these errors. This is possible, because the measurement principle of the steering
mirror does not depend on the identification of stars using a digital camera. As an example, Figure 7.3 depicts
the y-component of the quaternion difference between all three cameras and the steering mirrors of GRACE-
FO D, as a function of argument of latitude and time. Note that their differences have been lowpass filtered so
that the white noise of the quaternions in the high frequencies is removed. As expected, distinct differences
are observed that repeat for several days along constant arguments of latitude. Similar behavior is exhibited
for GRACE-FO C as well.
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Figure 7.3: The y-component of the star camera and steering mirror quaternion residuals as a function of time and argument of latitude,
for GRACE-FO D.

Last but not least, it should be mentioned that thermo-elastic effects in the support structure of the satellite
can influence the performance of the star cameras and possibly cause systematic effects and biases. Due to the
lessons learned from GRACE and the Swarm satellites many improvements have been incorporated to GRACE-
FO that minimize the exposure of the cameras to extreme temperatures [Kornfeld et al., 2019]. A dedicated
analysis on long time scales would be of interest to understand how temperature variations can affect the
GRACE-FO star camera performance. However, due to time constraints of this thesis such analysis could not
be performed, but is recommended for further research.

7.1.2. IMU

Based on the Astrix 120 specifications, the inertial measurement unit has only one main noise contributor,
which is the angle random walk (ARW) [Airbus Defense and Space, 2020]. Besides that, the IMU measurements
are prone to systematic errors such as constant biases, scale factors and misalignment errors. The ARW has a
magnitude of about 0.0016 ◦/

p
hr which corresponds to an equivalent

ARW = 0.0016
◦

p
hr

= 0.0016 · π

180
· 1

60

radp
s
≈ 4.65 ·10−7 rad

p
s

s
≈ 0.465

µrad
sp
Hz

(7.1)
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In Figure 7.4, the one-sided ASD of the derived angular rates from each gyroscope of the IMU are shown.
The purple line represents a white noise signal that corresponds to the angle random walk of the specifications.
It can be clearly observed that for both satellites the IMU measurements are dominated at high frequencies,
starting from around 60 mHz and onwards, by the designated noise. In fact, the measurements of the angu-
lar rates of all gyros exhibit around an 11% lower noise floor than specified. The systematic errors mentioned
above have an effect on the very low frequencies, close to the DC frequency and cannot be seen in this figure.
However, by comparing lowpass filtered IMU angular rates to the ones calculated from star camera quater-
nions, constant biases can be observed in the order of a few µrad. Finally, in Figure 7.4 several narrow spikes
can be seen at frequencies above 1 Hz. These are artifacts in the measurements and amount to systematic
errors that could be related to the operation of another instrument or process inside the satellite, such as the
AOCS.
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Figure 7.4: Comparison of the angular rates derived from measurements of each gyroscope with the angle random walk specification of
the IMU, in an ASD plot.

7.1.3. LSM

As far as the steering mirrors is concerned, Wegener et al. [2020] have mentioned that the resolution of the
measured pitch and yaw angles is limited at high frequencies by quantization noise of about 1 µrad/

p
Hz,

which translates to an equivalent of 0.2 arcseconds/
p

Hz. In the meantime, Goswami et al. [2021] pointed out
that the white noise in the measurements is due to the broadband noise of the Position Sensing System (PSS)
sensor, which is approximately 3 times larger than the quantization noise. In Figure 7.5, the one-sided ASD of
the measured pointing angles is shown for both satellites. As it can be observed, at frequencies above 60 mHz,
the measurements are limited by noise. In particular, the pitch and yaw angles have respectively a noise floor
equal to 1.3 and 1.8 µrad/

p
Hz or 0.27 and 0.37 arcseconds/

p
Hz.

Based on the above computed values, it is clear that the steering mirror measurements have about a 10
times better accuracy than those of the star cameras. This information can be valuable during the optimal
quaternion combination of these two different datasets. To be able to achieve the latter, however, the corre-
sponding steering mirror quaternions, that describe the rotation from the inertial to the SF, should be obtained.
As introduced in Section 5.1.2, the fact that the steering mirrors do not capture the roll variations of the satel-
lite imposes a limitation on the derivation of the aforementioned quaternions. Nevertheless, this obstacle can
be addressed either by substituting the roll angles derived from star camera measurements or by disregarding
them from the derivation. In Figure 7.6, the importance of roll data is illustrated. The residuals between the
steering mirror and the optimally combined star camera quaternions are depicted when roll is excluded and
when it is included in Equation (5.29). As it can be observed, roll does not seem to have any significant effect
at the level of quaternions for the y and z components. This can be explained from the fact that the pointing
angles have a magnitude in the order of a few hundred of arcseconds, so considering small angle approxima-
tions and disregarding it from Equation (5.29) does not affect how well the y and z axes of RSF→Inertial can be
resolved. For the same reason, when the roll angles from star camera data are included, the y and z compo-
nents of the derived quaternions are not influenced by star camera noise. Interestingly enough, when roll is
not taken into account the x component of the quaternion residuals will be almost identical to the roll pointing
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Figure 7.5: Comparison of the measured steering mirror pitch and yaw pointing angles’ ASD with the specified quantization error.

angles derived from star camera data. It should be mentioned, however, that at the level of angular rates, roll
information will have a more significant impact because all components of a quaternion are used to calculate
the latter, as seen by Equation (B.11) and Equation (B.12). With this in mind, it can be said that the measured
pitch and yaw steering mirror angles can be used, without the need of another sensor, to derive the y and z
components of a quaternion that describes the rotation of the corresponding satellite axes to inertial space.
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Figure 7.6: Comparison of the y and z components of the steering mirror and combined star camera quaternion residuals when the roll
angles are included and when they are excluded during the derivation process of steering mirror quaternions.

Furthermore, in Figure 7.6, the ∼2 arcsec high frequency noise of the star cameras can be seen at frequen-
cies above 0.1 Hz as the flat plateau. Meanwhile, the spikes that begin from low frequencies and continue up
until 10 mHz correspond mostly to the star camera FoV errors that were demonstrated earlier in Figure 7.3. By
a closer inspection at those frequencies, however, it is clear that the flat noise spectrum of the high frequencies
does not continue at the lower ones and a type of 1/f n behavior is observed. This indicates that one of those
instruments could be limited at those frequencies due to some random noise. According to Goswami et al.
[2021] and to her personal communication with John Leif Jørgensen, the noise floor of star camera measured
angles can be estimated with

θ̃SC A( f ) = 8.5√
f

µradp
Hz

(7.2)

which can explain the behavior noted above (depicted as the yellow line in Figure 7.6) and most probably
denote that at those low frequencies the steering mirrors are more accurate. Finally, the quaternion differences
revealed a misalignment between the two sensors with the presence of two constant biases. For this reason,
prior to any data combination, it is essential to calibration them and bring them in the same reference frame.
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7.1.4. Accelerometer

It is already known from McCullough et al. [2019] that the GRACE-FO accelerometers are affected by large
spurious accelerations which produce phantom accelerations and exhibit an improper response at thruster
firings. For this reason, it is necessary to remove these artifacts, before any comparison or combination is
done with the other sensors, and reintroduce the proper thruster response to the accelerometer data. These
calibration steps have already been implemented for the linear accelerations, but not for the angular ones.
Thus, a thrust response model was developed, similar to the one for the linear accelerations, for which the
attitude thruster firings are assumed to impact a constant acceleration over the duration of the firing. This
constant value was determined from a series of long thruster firings that were performed on the 6th of February
in 2019 for the calibration of the linear accelerations.

After removing the spurious accelerations and reintroducing the more accurate thruster responses, the
angular rates of the accelerometer are derived using Equation (4.13). A comparison is then performed with
the star cameras and the IMU in terms of their ASDs, shown in Figure 7.7. As expected the integration of the
measured angular accelerations tilts the ASD of the accelerometer angular rates such that low-frequency noise
is amplified and high-frequency noise is dampened.
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Figure 7.7: Comparison of the derived star camera, IMU and accelerometer angular rates’ ASD for GRACE-FO C.

At first sight, the spectral densities indicate that the accelerometer could be useful in a data sensor fusion
approach for high frequencies. By further inspecting the graphs, however, a rather large disagreement can
be seen between the sensors between 1 and 10 mHz, most notably for the angular rates around the z and x
axis of the SF. These differences do not only prevent a proper calibration of the data, but also suggest that
additional error and noise sources remain in the angular acceleration data that are not accounted for. Due
to time constraints, a definite explanation of this behavior was not found and it was decided to not use the
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accelerometer any further for the attitude reconstruction. Further research is advised on the processing of
accelerometer data, especially on the part of modelling the thruster responses.

7.2. Sensor data calibrations
This section is dedicated to the data calibration results of the star cameras, the gyroscopes and the steering
mirrors. In Section 7.2.1, the estimated constant biases of the star cameras and the steering mirrors are pre-
sented and their effect on the IBAs is discussed. Next, in Section 7.2.2, the IMU calibration parameters are
provided.

7.2.1. SCA & LSM data calibration

An important part of the star camera quaternions calibration process is the alignment of all cameras in the
same reference frame. For GRACE-FO the QSA1B quaternions exist, which were estimated at the beginning
of the mission and describe the rotation of the individual star camera quaternions to the SF. However, these
calibration parameters could contain errors that do not lead to a perfect alignment of the cameras with each
other in the SF. Comparing the IBAs observed by the star cameras in-flight with the ones determined by the
preliminary knowledge of the cameras’ orientation in the SF (i.e. the QSA1B quaternions), could reveal whether
the initial knowledge of their relative orientation is affected by any systematic errors. Using Equation (4.14) to
(4.19) and (4.22) the preliminary IBA values are calculated and presented in Table 7.2.

Table 7.2: IBAs computed based on the preliminary knowledge of the star cameras’ orientation in the satellite frame.

IBA12 IBA13 IBA23

GRACE-FO C 80.9563◦ 80.1966◦ 100.062◦
GRACE-FO D 79.7436◦ 79.7527◦ 98.6532◦

Then, based on the values of the above table and Equation (4.24), the IBA differences are derived and vi-
sualized in Figure 7.8 for the month of May in 2020, before any correction is applied to the star camera data.
It is clear that for both satellites, all IBA differences exhibit offsets. For IBA12, IBA13 and IBA23 of GRACE-FO
C these amount to approximately 40, 49 and 54 arcseconds respectively and for GRACE-FO D to 73, 45 and 69
arcseconds.

(a) GRACE-FO C. (b) GRACE-FO D.

Figure 7.8: Differences between the preliminary IBAs and the ones observed in-flight during May in 2020, before applying the b̃i
corrections. Units of the y-axis are in arcseconds.

According to the method presented in Section 5.1.1, constant biases are estimated that can minimize the
observed offsets and in fact, after applying this correction, the mean value of all IBA differences goes practically
to zero. In Table 7.3, the offsets observed before and after the corrections are provided.

Given these corrections, the star camera quaternions can now be rotated in a common reference frame and
their optimal combination can be performed. Nevertheless, it should be noted that this new frame does not
guarantee perfect alignment with the true satellite axes. This is due to the fact that the individual star camera
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Table 7.3: Mean value of the difference between the preliminary and the in-flight IBAs, before and after the two corrections. The
presented values are in units of arcseconds.

GRACE-FO C GRACE-FO D

Before
correction

After
correction
(SCA only)

After
correction

(SCA+LSM)

Before
correction

After
correction
(SCA only)

After
correction

(SCA+LSM)
IBA12 40.561 0.712 -1.140 73.434 -0.042 -1.653
IBA13 49.365 0.015 -1.004 45.227 0.220 -1.419
IBA23 54.881 0.487 -0.359 69.818 -0.035 0.519

biases are co-estimated relative to each other and any rotation that is mutual to all of them is undetermined. As
a result, small offsets could still remain between the calibrated and the true body frame, which can translate to
undesired inter-satellite pitch and yaw pointing biases and in turn affect the AOC [Bandikova, 2015; Horwath
et al., 2011]. One way to mitigate the error arising from the common rotation of the cameras is to extract and
use attitude information from another source, such as the LSM quaternions. According to Kornfeld et al. [2019],
the ground rotation alignment requirements of the laser ranging interferometer’s triple mirror assembly with
respect to the accelerometer are stricter compared to the ones of the star cameras. Based on this, one could
assume that the knowledge of the steering mirrors in the SF could be more accurate in comparison to the star
cameras. Therefore, it was decided to extend the calibration procedure so that the quaternions of the former
sensor can be included as well. The constant biases, that are determined in this way, correspond for GRACE-FO
C to (units are in arcseconds)

b̃1,C =
−130.29
−244.92
106.43

 , b̃2,C =
−119.23
−172.79

77.39

 , b̃3,C =
−176.34
−219.48

97.60

 b̃LSM ,C =
 −
−114.58
−104.95

 (7.3)

and for GRACE-FO D to

b̃1,D =
−0.367
−35.34
23.57

 , b̃2,D =
45.50

37.50
19.95

 , b̃3,D =
−15.28

41.23
56.84

 b̃LSM ,D =
 −

140.95
−131.40

 (7.4)

According to this approach, the new offsets in the IBA differences, shown in Table 7.3, are also close to zero
except for IBA12 and IBA13, which still exhibit offsets of around 1 arcsecond. Once again, due to the lack of
a ground truth this method does not necessarily entail that the instruments are now more accurately aligned
with the true satellite axes. However, based on the assumption that the orientation of the steering mirrors
can be determined better due to the stringent alignment requirements, it was decided to use the latter for the
calibration of the two instruments. Due to time constraints it was not possible, but it would be of great value
to investigate the in-flight stability of their orientations with respect to the SF at long timescales.

7.2.2. IMU data calibration

As mentioned in Section 5.2.2, star camera measurements are used to calibrate the IMU data. To perform an
accurate calibration, it is essential to only use data that are not affected by the main noise contributors of the
two sensors. This is achieved with an inspection in the frequency domain of the angular rates, derived at the
individual gyro frame, and the identification of the frequency, above which the ASDs of the two instruments do
not match anymore. Afterwards, lowpass filtering is applied to the observation equations and the design matrix
of Equation (5.49). The cut-off frequency chosen for the calibration of the IMU data is 7 mHz. In fact, this value
agrees well with the frequency where the noise PSDs of the two instruments based on their specifications cross
each other.

Table 7.4 provides the estimated IMU calibration parameters for both satellites. The order of magnitude of
these values is representative for a typical calibration of IMU data [Pittelkau, 2005]. By applying these parame-
ters during the derivation of IMU angular rates, any systematic errors in the measurements are now minimized
and the IMU is aligned with the star cameras. Both instruments are ready to be used now for the angular rate
reconstruction.
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Table 7.4: Estimated calibration parameters for the IMU data.

GRACE-FO C GRACE-FO D

Parameter Gyro 1 Gyro 2 Gyro 3 Gyro 1 Gyro 2 Gyro 3
Di (misalignment) [arcsec] 707.7 1389.0 1205.7 155.8 516.0 292.4
Ei (misalignment) [arcsec] -691.9 466.2 1415.2 2988.6 3429.5 -548.9
∆ki (scale factor) [-] -6.76e-3 -4.83e-3 9.71e-4 -1.04e-2 -1.25e-2 2.18e-3
bi (bias) [arcsec/s] 1.49 -1.24 1.00 -1.44 0.32 -0.35

7.3. Optimal combination of quaternions

With a successful calibration of star camera and steering mirror data, an optimal combination of quaternions
can now be achieved. As described in Section 5.1, two combination cases are performed within this MSc thesis,
namely one that considers only star camera measurements (case 1) and a second one that also includes steer-
ing mirror data (case 2). Their performance is firstly evaluated in terms of computed angular rates and then
in terms of quaternions. Since the results between the two satellites are similar, the discussion in the section
focusses on just GRACE-FO D.

In Figure 7.9, the ASDs of the satellite angular rates derived from these two cases, the official attitude solu-
tion and the IMU data for GRACE-FO D are shown. As illustrated from the figure, all angular rate components
of case 1 (blue lines) exhibit high-frequency noise proportional to the frequency, indicated by the dashed black
line. This originates from the differentiation of the combined star sensor quaternions, which showcase a white
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Figure 7.9: Comparison of the angular rates’ ASD derived from the two optimally combined quaternion cases, the official data product
and the IMU for GRACE-FO D.
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noise with a standard deviation of 2 arcseconds. In other words, the optimal quaternions manage to effectively
take into account the anisotropic accuracy in all cameras and provide a more accurate satellite attitude than
what could be achieved with just one camera (cf. Table 7.1). When steering mirror quaternions are also con-
sidered in the combination (red lines) the same behavior is displayed, but now it occurs at a higher frequency
due to their higher accuracy, which was demonstrated in Section 7.1.3. Needless to say, since no information is
contained in the x component of the steering mirror quaternions, the corresponding component of the angu-
lar rates is the same for both combination cases. Additionally, from Figure 7.9b and 7.9c, it becomes apparent
that not only the IMU (purple line), but also case 2 can already provide improved results compared to the offi-
cial attitude quaternion product, labeled hereafter SCA1B (yellow line), at the frequency range between 10 and
60 mHz. At higher frequencies, the even lower noise of IMU data can be exploited with the angular rate and
attitude reconstruction algorithms as it will be shown in the next sections. Lastly, it should be noted that the
drop in the yellow curves, observed above 0.2 Hz, indicates the lowpass filter that has been applied to the data
as a means to reduce the sample rate to 1 Hz.

To further analyse the derived optimal quaternions, a comparison is performed in the frequency domain
between the quaternions of the two cases and those of the SCA1B data product. In Figure 7.10, the x, y and z
components of the quaternion residuals are depicted in an ASD plot. From these sub-figures, it is clear that the
y and z components of case 2 quaternions are not only closer to SCA1B above 20 mHz, but also they exhibit far
smaller differences at multiples of the orbital frequency compared to case 1. Additionally, the same increase of
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Figure 7.10: Comparison of the quaternion residuals’ ASD between the SCA1B and the two optimally combined quaternion cases, for
GRACE-FO D.

the ASD towards lower frequencies is observed as it was noted in Figure 7.6. This behavior denotes that these
components of the case 2 quaternions are predominately based on steering mirror data. Therefore, the larger
differences in case 1 are expected to arise from FoV errors in the star camera measurements. To understand
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the nature of this discrepancy, the calculated quaternion residuals are examined in a geographic plot.
Figure 7.11a visualizes the y component of the quaternion differences between case 1 and SCA1B in an

argument of latitude versus time plot. Using this representation, it is evident that between the two sets of
quaternions horizontal stripes that span at constant arguments of latitude exist as well as a type of daily av-
eraging. In fact, it is known from Harvey and Sakumura [2019] that within the star camera error model of the
Kalman filter setup, a daily constant term, that describes the deviation of a camera’s attitude from a nominal
set value, was included as well as a term to account for FoV-dependent errors. At the same time, when in-
specting the quaternion differences between case 1 and the steering mirrors, shown in Figure 7.11b, similar
features can be observed as the ones in Figure 7.11a. As explained in Section 7.1.1, the steering mirrors cannot
be affected by FoV errors, therefore, it can be concluded that latter are the main reason for the discrepancies
between the two quaternion combination cases. Having said that, it is obvious that incorporating steering mir-
ror measurements in the attitude reconstruction process of GRACE-FO would be of much benefit for the final
attitude solution.
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(a) Difference between SCA1B and optimally combined star camera
quaternions.
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(b) Difference between steering mirror and optimally combined star
camera quaternions.

Figure 7.11: Argument of latitude versus time plot of the y-component of the quaternion differences between (a) the SCA1B and the
optimally combined case 1 quaternions and (b) the steering mirror and the optimally combined case 1 quaternions, for GRACE-FO D.

7.4. Angular rate reconstruction
Within this research, the angular rate reconstruction algorithm is applied for two different cases. For the first
one, which is also called the nominal case, the angular rates are reconstructed from IMU and combined star
camera data. For the second case, steering mirror and star camera data are optimally combined at the quater-
nion level before their derived angular rates are reconstructed with the IMU ones. What differentiates these
two cases, is the crossing frequency for the y and z component of the angular rates, which is around 10 times
higher for the second case due to the higher accuracy of the steering mirrors. In general, these crossing fre-
quencies can be determined purely from the noise characteristics of each instrument as the point where the
two noise curves cross each other in a PSD plot. Table 7.5 presents the values of the frequencies that were used
for both satellites within this MSc thesis.

Table 7.5: Crossing frequencies for the two angular rate reconstruction (ARR) cases.

ARR 1: IMU + SCA ARR 2: IMU + (SCA+LSM)
Component Frequency [mHz]

x 7.0 7.0
y 5.7 45.0
z 6.0 65.0

In Figure 7.12, the reconstructed angular rate results of case 1 (blue line) and case 2 (red line) are compared
to the official attitude product (yellow line) in an ASD plot. From the previously-mentione lines, it can be
clearly seen that, already at the level of angular rates, the proposed approach performs better than SCA1B
at frequencies between 10 mHz and 0.3 Hz. This is because the latter takes the noise characteristics of each
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sensor into account explicitly, so the resulting angular rates at low frequencies consist solely from star camera
data while at the higher frequencies from only IMU data. On the contrary, it appears that at high frequencies
the Kalman filter approach fails to fully exploit the lower noise of the IMU angular rates and the star camera
noise degrades the final solution.
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Figure 7.12: Comparison of the angular rates’ ASD derived from the SCA1B data product and from the two angular rate reconstruction
(ARR) cases, for GRACE-FO C and D.
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Among all components of the angular rates, the y component displays the best improvement with respect
to SCA1B, with a lower noise content starting already from around 6 mHz and extending up until 0.3 Hz. Specif-
ically, for case 2, which takes into account steering mirror information, the red ASD curve is even slightly lower
than the blue one. After 0.3 Hz the effects of the different down-sampling techniques become apparent as the
drop of the ASD curves. As far as the x component is concerned, the differences to SCA1B are more visible
compared to the z one. Still, both of them exhibit lower noise at frequencies between 20 to 200 mHz.

At a closer examination of the results between the two satellites, it is evident that for GRACE-FO D the offi-
cial solution is somewhat closer to the reconstructed angular rates for both cases. This could be explained from
the less noisy star camera measurements of this satellite compared to the other one, as seen in Section 7.1.1.
Therefore, under these conditions the Kalman filter manages to combine star camera and IMU data in a more
optimal way. The proposed reconstructed angular rates, however, do not face such an issue, since at higher fre-
quencies only IMU measurements are used and the resulting angular rates are not impacted by the more noisy
star cameras. With this in mind, it could be stated that at the level of angular rates the proposed approach can
perform better, compared to a Kalman filter method, in case of noisy star camera measurements.

On the other hand, systematic errors in the star cameras, such as FoV errors, still remain in the recon-
structed angular rates of the first case. Their presence can be recognized from the large spikes in the differ-
ences to the official solution (purple line) at frequencies between 0.8 and 10 mHz. For case 2 (green line),
however, these spikes are much smaller, due to the higher weight on steering mirror measurements, which are
not affected by such type of errors.

7.5. Attitude reconstruction
After the successful reconstruction of IMU and star camera angular rates, the latter can now be used with the
optimally combined quaternions to reconstruct the inertial attitude of the satellites. As introduced in Sec-
tion 5.4.2, within this MSc thesis four different scenarios were identified to obtain the latter. The first, or oth-
erwise called nominal, scenario utilizes only star camera and IMU data to reconstruct the satellite’s attitude.
However, due to star camera errors remaining in the final quaternions, the formation of the three additional
scenarios was prompted. With this in mind, first and foremost, in Section 7.5.1, the performance of the nominal
case is evaluated at the level of pointing angles with respect to steering mirror measurements and the Kalman
filter approach. Next, the supplementary attitude reconstruction scenarios are introduced and assessed with
respect to the latter. Finally, the best scenario is chosen and an analysis is performed on the contribution of
each sensor to the final attitude (Section 7.5.2). Since the results between the satellites are similar, the analyses
in this section are presented for just GRACE-FO C, unless specified otherwise.

7.5.1. Attitude solution performance

A simple means to assess the performance of the reconstructed attitude solution is to compare it with the
measurements of the steering mirrors at the level of pointing angles. This comparison serves also as an in-
dependent verification for the algorithm. Figure 7.13 depicts the ASD of the pitch and yaw pointing angles
derived from the reconstructed quaternions of the nominal scenario (labelled "ATTR", red line) and the of-
ficial data product (yellow line) as well as the ones measured directly by the steering mirrors (blue line) for
GRACE-FO C. At first sight, it can be seen that for both angles the proposed attitude reconstruction method
provides results as good as the ones obtained from the SCA1B product and with improvements, especially for
pitch, at frequencies starting from around 10 mHz up until higher ones. As expected, it exhibits (not shown
here) a far better performance than what can be achieved from the quaternions resulting from the star sensor
combination (cf. Section 7.3), which are limited to around 9.6 µrad/

p
Hz above 10 mHz. In other words, the

reconstructed quaternions succeed in exploiting the low noise of star camera measurements at lower frequen-
cies and the low noise of the reconstructed angular rates at higher frequencies. For this reason, an equivalent
behavior in the results is observed with the ones of Section 7.4, but now at the level of angles (or quaternions).
Furthermore, for pitch angles, the nominal ATTR appears to have very similar performance as the steering mir-
ror measurements until 40 mHz, a frequency after which broadband noise of the PSS sensor is a limiting factor
for this instrument. In fact, between 20 and 40 mHz the blue line seem to have an even slightly lower ASD curve
compared to the red one.

Nevertheless, when inspecting the differences of the ATTR and the SCA1B products with the steering mirror
data (purple and green line respectively), a greater discrepancy, in the form of larger spikes, is detected for the
proposed attitude reconstruction method. The significantly larger spikes of the purple line are visible starting
from the frequency of the 3rd orbital harmonic and continue up until around 10 mHz. At higher frequencies,
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Figure 7.13: Comparison of the pitch and yaw pointing angles’ ASD derived from the nominally reconstructed and the SCA1B
quaternions and measured from the steering mirrors, for GRACE-FO C.

however, and more notably for the yaw angles between 15 and 30 mHz, SCA1B appears to be more noisy (green
curve has larger spikes). By examination of the previous differences in an argument of latitude versus time plot,
almost identical features can be recognized as the ones discussed in Section 7.3. Therefore, it is clear that star
camera FoV errors continue to prevail in the nominally reconstructed attitude solution. At the higher frequen-
cies, however, the latter relies almost entirely on IMU measurements, which are smoother, in comparison to
SCA1B that possibly gives a bit more weight on star camera data.

Based on this finding, the three additional attitude reconstruction scenarios were identified and proposed
so that the above-mentioned systematic effects can be addressed. Already from Section 7.3 and Section 7.4
it has been illustrated that the optimal combination of star camera and steering mirror quaternions is feasi-
ble and can correct FoV errors. Consequently, for the second scenario, the attitude is reconstructed based on
the combined star camera and steering mirror quaternions and the second set of reconstructed angular rates
of Section 7.4. For both last scenarios, a different approach is employed, for which the FoV errors are elimi-
nated by applying quaternion corrections to the nominally reconstructed solution, according to the method in
Section 5.2.4. For one case, this correction originates from reconstructed IMU-based quaternions and for the
other from pure steering mirror quaternions. As mentioned in Section 5.4.2, the former are generated by using
the IMU angular rates and a larger time window during the quaternion fitting in the attitude reconstruction
algorithm. A time window two times as large as the one used for the nominal case is chosen. Even larger ones
were tested, but produced identical results.

Figure 7.14 illustrates the ASD of the three small angles computed from the difference of the nominal re-
constructed with the SCA1B, the steering mirror and the IMU-based quaternions (blue, red and yellow line
respectively). By comparing the red and yellow lines to the blue one, it is clear that they exhibit similar spikes
at the frequency range 0.1 to 10 mHz. This denotes that both the steering mirror and the IMU can explain
more or less the same differences observed with respect to the SCA1B product. The only noticeable peculiarity
is the rather large discrepancy of the x and z components of the IMU-based quaternions, at the 2nd orbital
harmonic. This behavior could indicate un-modeled errors in the IMU measurements that repeat twice per
orbit. According to Wen et al. [2019], the IMU noise model in the Kalman filter setup, takes into account once-
and twice-per-revolution effects, however, their origin is not discussed. Due to time constraints of this thesis,
the origin is not addressed in this research either, but is recommended for future work.

In general, the IMU-based quaternions could be selected as the final attitude solution of the GRACE-FO
satellites, since they express the same attitude as the nominal reconstructed case and are not affected by FoV
errors. However, compared to pure star camera measurements, they are limited below 10 mHz, as it can be
observed in Figure 7.14 with the increase of the yellow ASD curve towards lower frequencies. This behavior is
due to small errors accumulating during the integration of the IMU angular rates and to the angle random walk,
which is propagated from a flat noise spectrum at the level of angular rates to noise with 1/f -behavior at the
attitude level. Consequently, in order to remove this undesired noise, the technique described in Section 5.2.4
is proposed, for which a daily average correction is computed based of the quaternion differences with respect
to the nominal solution.
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Figure 7.14: Comparison of the quaternion residuals’ ASD between the nominal reconstructed scenario and the SCA1B, the steering
mirrors and the IMU, for GRACE-FO C.

Given the above-mentioned attitude reconstruction scenarios, a comparison at the level of quaternions is
performed relative to the Kalman filter approach, shown in Figure 7.15. From the figure it is clear that for all
new scenarios the amplitude of the spikes is decreased considerably compared to the nominal case with the
exception of the x component for the cases that use steering mirror data. Since this sensor does not provide
any roll information, it is reasonable to expect similar results as the nominal case for this component. The only
major distinction between the various scenarios is the slope of the red ASD curve at lower frequencies (between
0.1 and 10 mHz). As already discussed in Section 7.3, this indicates that the SCA1B quaternions, which do not
incorporate steering mirror measurements, are most probably limited at those frequencies due to star camera
random noise. Needless to say, any remaining differences that are observed in Figure 7.15 could originate from
either the proposed or the Kalman filter method.

Among the three suggested scenarios, it is clear that the one that optimally combines steering mirror data
at the level of quaternions is the best one since it not only corrects for FoV errors as good as the other scenar-
ios, but it can also properly incorporate the steering mirror data that are more accurate at frequencies below
65 mHz. The only disadvantage of that case is that the x-component of the final attitude quaternions is not
corrected. This can easily be addressed, however, by only applying a correction from the x-component of the
IMU-based quaternions. This requires that possible errors in the IMU data that repeat twice per revolution are
modelled and removed first. Nevertheless, as it has been described in Section 4.4, since the roll information
of the satellite is not important for the AOC, the correction of this component will not have any effect either.
Given the above reasons, it is claimed that scenario 2 can deliver the best attitude solution so far out of the
three options and provide a more complete solution in the end.
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Figure 7.15: Comparison of the quaternion residuals’ ASD between the SCA1B and the four different attitude reconstruction scenarios, for
GRACE-FO C.

7.5.2. Sensor contribution

To understand better the performance of the proposed attitude reconstruction approach, a comparison can
be performed with respect to the measurements of each individual sensor and determine in this way the con-
tribution of each one to the final attitude solution. In Figure 7.16, the differences between the measured IMU
angular rates and the ones derived from the reconstructed attitude and the Kalman filter method are demon-
strated. The differences to the combined star camera data, which are affected by FoV errors, are also included
in the same figure. In the following paragraphs, the results of the proposed approach are first discussed, and
then those of the official solution.

First of all, from the slope of red ASD curve, the noise of the star camera quaternions that is proportional
to the frequency can be observed at high frequencies. At the same time, the blue ASD curve exhibits a flat
behavior at low frequencies, which indicates that the reconstructed attitude solution is mainly based on star
camera or steering mirror data at those frequencies. Specifically, for the y and z components, the angular
rates are derived predominately from IMU measurements above 45 and 65 mHz respectively. While for the x
component, the transition appears to occur at an even lower frequency, such as 7 mHz. In fact, these values
coincide with the crossing frequencies defined in the angular rate reconstruction process (see Table 7.5). Once
again, since the reconstructed attitude method does not correct for any star camera FoV errors around the
satellite’s roll axis, these become apparent in Figure 7.16a, as the large spikes (blue curve). For the other two
components, however, the differences exhibit a more or less flat noise spectrum, which in fact indicates the
noise floor of the IMU measurements. Lastly, it should be noted that above 0.2 Hz the effects of downsampling
the signals from 8 to 1 Hz measurements become visible as the increase of the blue ASD curve.
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Figure 7.16: ASD of the differences between the proposed attitude and the Kalman filter approach angular rates to the ones obtained
from the combined star cameras and IMU, for GRACE-FO C.

To get a better idea on the contribution of the star camera and the steering mirror data at frequencies below
45-65 mHz, Figure 7.17 can be used that depicts the ASD of the quaternion residuals between the combined
star cameras, that are affected by FoV errors, and the proposed approach (blue line), the steering mirror (yellow
line) and the SCA1B data product (red line). From the blue and the yellow lines, it becomes evident that the
y and z component of the reconstructed quaternions are based predominately on steering mirror data, since
they show very similar spectral characteristics, while the x component is derived from star camera data.

On the contrary, when examining the corresponding differences of the Kalman filter approach, it appears
that it incorporates data from both star cameras and IMU across the whole frequency spectrum. For example,
in Figure 7.16, at higher frequencies the yellow ASD curve has a far larger magnitude than the blue one and is
more noisy between 15 and 40 mHz. This indicates that at those frequencies the solution is probably contami-
nated by star camera noise. Therefore, it is clear that the proposed attitude reconstruction method can exploit
better the strengths of each instrument and provide a more accurate solution.

7.6. Mission impact

This section is dedicated to the mission impact of the proposed attitude reconstruction method. In Sec-
tion 7.6.1, the impact on GRACE-FO is discussed in terms of the AOC and in Section 7.6.2 a recommendation
is provided for NGGM based on the findings of the previous sections.
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Figure 7.17: Comparison of the quaternion residuals’ ASD between the combined star cameras and the steering mirrors, the proposed
attitude reconstruction and the Kalman filter approach, for GRACE-FO C.

7.6.1. GRACE-FO

The accurate estimation of the twin satellites’ attitude is essential for precisely correcting the GRACE-FO K-
band ranging observations so that the inter-satellite range measurements can be related to their CoMs. This in
turn has a direct impact on the estimated gravity field. Moreover, as indicated in Section 4.4, the AOC depends
on 1) the phase center vector in the individual SF and 2) the pitch and yaw pointing angles which are also
influenced by the orientation of the latter vector (as shown by Equation (4.2)). Already from Section 7.5, the
improvements of the proposed attitude reconstruction approach have been illustrated in terms of these angles.
Because a comparison and analysis at the level of the recovered gravity field is outside the scope of this thesis,
the proposed and the official attitude solutions are analysed at the level of the AOC for range, range rate and
range acceleration.

Before the discussion of the latter, it is important to mention another main disagreement between the two
attitude approaches, that was not discussed so far in Section 7.5. This concerns the different pointing biases,
i.e. the mean value of the pointing angle variations, observed for each method. In Figure 7.18 and Figure 7.19,
the biases for the pitch and yaw angles and for both satellites are shown over the period of two orbits. From
these figures, it is clear that each method exhibits a different pointing bias for each angle. In other words, this
behavior indicates that although they can identify the same variations in attitude, they disagree on the mean
orientation of the satellite with respect to inertial space. Irrespective of the attitude reconstruction method, the
biases could be explained from an error that is common to all sensors and cannot be estimated during their
relative calibration. Therefore, the disagreement between the two methods could be the different approaches
used to calibrate the orientation of the sensors relative to each other.
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Figure 7.18: Time series of the pitch pointing angles derived from the proposed attitude reconstruction and the Kalman filter approach.
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Figure 7.19: Time series of the yaw pointing angles derived from the proposed attitude reconstruction and the Kalman filter approach.

Furthermore, as indicated by Bandikova [2015] and Horwath et al. [2011], these biases can affect signif-
icantly the AOC and in turn the recovered gravity field. To demonstrate this effect, in Figure 7.20, the time
series of the derived corrections for range from both approaches are presented. Due to the larger, on average,
pointing biases of the proposed method, the respective correction exhibits larger variations than the Kalman
filter solution. Similar behavior can be observed for the correction for range rate and acceleration. In general,
a small value for pitch and yaw could denote that the AOCS is capable of keeping more or less the two satellites
aligned to each other, however, it does not necessarily mean that lower magnitudes in the computed pointing
biases are closer to the truth. Given the analysis performed so far and due to the lack of reference, it is not
viable to designate which method provides a more accurate mean orientation of the satellites with respect to
inertial space.

Therefore, to make a fair comparison, the proposed attitude solution is rotated to the same reference frame
as the official one by applying three small constant angles to the quaternions of the former. In Figure 7.21, the
ASD of the AOC for range, range rate and range acceleration of the rotated reconstructed and the Kalman filter
solution are illustrated. Once again, clearly the proposed approach shows a considerable improvement for all
corrections at frequencies higher than 10 mHz. However, at a closer inspection of Figure 7.21b, it becomes
evident that the improvements on the AOC are far lower than the KBR system noise. The same effect was also
observed when the Kalman filter was rotated to the reference frame of the proposed solution (not shown here).
Thus, at the level of gravity field, no significant change is anticipated.
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Figure 7.20: Time series of the antenna offset correction for range computed from the proposed attitude reconstruction and the Kalman
filter approach.
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Figure 7.21: Comparison of the antenna offset correction for (a) range, (b) range rate and (c) range acceleration derived from the
proposed attitude reconstruction with the ones based on the Kalman filter approach.
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7.6.2. NGGM

Although, the new reconstructed attitude dataset is not expected to show any significant changes at the level
of gravity field estimates for GRACE-FO, the results of the analyses in this thesis work can be valuable for the
design of future gravity missions. Given the outcome on the performance of the instruments on-board the
GRACE-FO satellites as well as the performance of the proposed data fusion methods, a reflection can be made
on their impact to the design of the NGGM proposed by ESA.

According to Haagmans et al. [2020], the NGGM design concept will be similar to that of GRACE and
GRACE-FO, i.e. twin satellites flying in the same orbit, but now the primary payload for measuring the inter-
satellite distance would be the laser ranging interferometer. Additionally, for redundancy purposes two ac-
celerometers will be added to each satellite, either both of them placed symmetrically around the satellite
CoM, or a main one placed in the latter and the other one at a small distance to the center. In case, one fails
from the first configuration or the main one fails from the second configuration, the measured accelerations
need to be corrected for gravity gradient, centrifugal and Euler acceleration effects in order to retrieve the non-
gravitational accelerations of the satellite. To achieve this, the accurate estimation of the satellite’s angular
rates is required. Considering this failure case, an investigation is performed to examine how accurately the
correction can be obtained given the estimated noise in the star camera, the IMU and the steering mirror mea-
surements and the proposed angular rate reconstruction method. This analysis is motivated by the fact that a
degraded accelerometer performance could potentially occur for NGGM, and in fact, it has already been ob-
served for GRACE-FO D, for which the reasons behind it have not yet been fully understood either [Landerer,
Flechtner, et al., 2020].

With the above in mind, for an accelerometer mounted at a distance from the CoM, the measured acceler-
ation is equal to [Siemes et al., 2019]

a =−(V−Ω2 −Ω̇)r+d (7.5)

where V is the gravity gradient tensor, d is the non-gravitational accelerations acting on the satellite, r is the
vector from the satellite’s CoM to the center of the accelerometer and Ω̇ is the first time derivative ofΩ, which
is the angular rate tensor defined as

Ω=
 0 −ωz ωy

ωz 0 −ωx

−ωy ωx 0

 (7.6)

where ωx,y,z denote the angular rates around each axis of the satellite frame. The desired correction for cen-
trifugal and Euler accelerations are calculated as follows

acorr = acentrifugal +aeuler with
acentrifugal =Ω2r

aeuler = Ω̇r
(7.7)

For this analysis, three different cases are considered depending on the position of the accelerometer with
respect to the satellite axes. For the first one, it is assumed to be placed in the along-track direction, for the
second one in the cross-track direction and for the last one in the radial direction. For all cases, however,
the accelerometer is placed at a distance of 10 cm from the CoM. Given the noise characteristics of the star
cameras, the steering mirrors and the IMU as well as the proposed angular rate reconstruction method, the
corresponding noise in the acceleration correction is computed with Equation (7.7). Together with the esti-
mated double time derivative of inter-satellite distance and accelerometer measurement noise for the NGGM
(see Fig. 14 in [Massotti et al., 2021]), Figure 7.22 is created, that illustrates the noise curves of all the previous
components in an ASD plot. Note that the acceleration correction shown in this figure refers to the one in the
along-track direction, i.e. acorr,x , since this component is of interest for deriving gravity field estimates.

It is clear that for case 2 and 3 at frequencies above 1 mHz, the noise in the laser interferometer is not
anymore the limiting factor for estimating the gravity field, but instead the centrifugal and Euler acceleration
correction. On the contrary, when the accelerometer is placed in the along-track direction, then the Euler
acceleration is zero in that direction and acorr,x is far below the noise of the interferometer. This information
should be taken into account during the design of the NGGM, so that either the accelerometers are placed in
the most favorable position or the satellites are equipped with the correct attitude sensors to meet the science
objectives of the mission.
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Figure 7.22: Comparison of the noise in the accelerometer and the laser ranging measurements with the noise in the centrifugal and Euler
accelerations in the along-track direction computed based on reconstructed angular rates.



8
Conclusions and Recommendations

In this part of the report, the answers to the research questions and detailed conclusions, that follow from the
results described in the last chapter, are presented (Section 8.1) as well as the relevant recommendations for
future work (Section 8.2).

8.1. Conclusions
The objective of this MSc thesis, as stated in Section 3.4, was to answer the following research question:

to what extent can a new attitude sensor data fusion method improve the current attitude solution by ac-
curately incorporating the noise and error characteristics of the GRACE-FO star trackers, fiber-optic gyroscopes,
accelerometers and laser ranging interferometer’s steering mirrors?

To achieve this, appropriate sub-questions were formulated. In the following paragraphs, these questions
are addressed first and in the end an answer is given to the main research question.

1. What properties describe the noise and error characteristics of the GRACE-FO star cameras, fiber-
optic gyroscopes, accelerometer and laser ranging interferometer’s steering mirror measurements?
In general, the noise and error characteristics of each instrument was determined by analysing relevant
time series, ASD and argument of latitude versus time plots. The analyses were performed over the du-
ration of May 2020, for which all instruments could provide nominal data.

Star cameras: Based on the noise components estimated during the optimal combination of star camera
and steering mirror quaternions, monthly RMS values of the random noise in the star camera measure-
ments were calculated. Overall, all cameras perform close to the specified 2 arcseconds accuracy, with
the ones on GRACE-FO D exhibiting a slightly better performance than GRACE-FO C. The exception is for
star camera 2 of the latter satellite, which shows the worst performance of them all (i.e. ∼3.3 arcseconds
around the cross-boresight axes). This behavior is attributed to its unexpected blinding from the Sun at
locations where camera 3 of GRACE-FO D, that views similar part of the sky, kept on providing nominal
attitude data. In contrast, camera 1 of both satellites has the best accuracy, since over the period of one
month it is least affected by Sun and Moon intrusions and has on average the largest number of stars
in its FoV. The noise level ratio between the boresight and the roll about the boresight pointing for star
camera 1, 2 and 3 is 11, 13 and 11 respectively for GRACE-FO C and 12 for all cameras of GRACE-FO D.
Furthermore, the analysis of the differences between the IBAs determined by a preliminary knowledge of
the cameras’ orientation in the SF and by in-flight measurements revealed constant offsets. These indi-
cate that the alignment of the cameras in the SF was not determined perfectly. For camera pairs 1-2, 1-3
and 2-3 of GRACE-FO C, the offsets amount approximately to 40, 49 and 54 arcseconds respectively, and
for GRACE-FO D to 73, 45 and 69 arcseconds. Last but not least, by comparing star camera and steering
mirror data, as expected, it was found that the former is subjected to FoV errors.

Fiber-optic gyroscopes: For both satellites, the measurements of the gyroscopes exhibit a slightly better
performance than the specified angle random walk. This improvement is equivalent to around a 11%
lower noise floor. Moreover, the analysis of low-pass filtered star camera and IMU angular rates revealed
small constant biases of a few µrad, indicating a misalignment between the two instruments.

Accelerometer: McCullough et al. [2019] has already mentioned that the accelerometer data of GRACE-
FO are affected by large spurious accelerations that produce the phantom accelerations and an improper
response at thruster firings. After removing both of the latter, more accurate thruster responses were
reintroduced based on a simple model that assumes a constant acceleration over the duration of the
firing. Then, the comparison of the derived angular rates ASD to the ones from the star cameras and
the IMU demonstrated an unexpectedly large disagreement at frequencies between 1 and 10 mHz. This

65



66 8. Conclusions and Recommendations

discrepancy is specifically visible for the z and x component of the angular rates and does not allow for a
proper calibration and fusion of the data. Due to time constraints, a definite explanation for this behavior
was not found. Therefore, the accelerometer was not used further in the attitude reconstruction process.

LRI steering mirrors: For both satellites, the pitch and yaw measurements have respectively a noise floor
equal to 0.27 and 0.37 arcseconds/

p
Hz. These values correspond to the broadband noise of the position

sensing system sensor and they are around 10 times better than the accuracy of the star cameras.

2. What methods can be used to fuse the measurements of the star cameras, the fiber-optic gyroscopes
and the laser ranging interferometer’s steering mirrors?
First and foremost, the individual star camera quaternions are optimally combined based on the ap-
proach discussed in Section 5.1 that takes into account the anisotropic accuracy of the measurements.
Within this combination, a set of constant biases are also estimated that correct for the offsets in the
IBA differences identified during the star camera error assessment. In a similar manner, it was found
that steering mirror derived quaternions can also be combined with the star camera ones. During the
combination a 10 times higher weight is specified for the y and z components of the steering mirror
quaternions and a zero weight for the x one, since no information about the satellite’s roll is captured
by that instrument. In the next step, the IMU measurements are calibrated based on a linear gyro error
model, using the angular rates derived from the optimal quaternions.

Then, the optimally combined quaternions and calibrated IMU data are fused at the level of angular rates
according to the method described in Section 5.3. With the use of a lowpass and a highpass filter the
reconstructed angular rates are composed at low frequencies of purely star camera and steering mirror
data and at high frequencies of purely IMU data. The crossing frequencies that defined the above filters
were determined as the points where the estimated noise floors of the instruments intersect in an ASD
plot. For both satellites, the same crossing frequencies were chosen and correspond to 7.0, 45 and 65
mHz, respectively, for the x, y and z components of the angular rates. At the same time, to reduce the
transient effects of the filter operations, at the beginning and at the end of the time series, filters with
shorter length were constructed and applied to these areas.

Finally, to reconstruct the attitude of the satellites, the method presented in Section 5.4.1 is employed,
for which a generalized least squares adjustment is used to fit a set of attitude quaternions, which result
from the integration of the smooth reconstructed angular rates, to the optimally combined quaternions.
According to this technique, the first, or otherwise called nominal, scenario was identified, for which
reconstructed quaternions were obtained by using only star camera and IMU data. The comparison of
the pointing angles derived from the nominal scenario with the ones measured by the steering mirrors,
verified the attitude reconstruction approach, but also indicated that star camera FoV errors were still
contaminating the attitude solution. To model these errors three additional scenarios were investigated.

For the second scenario, the steering mirror quaternions are first optimally combined with the star cam-
era ones and then the angular rates derived from the combined quaternions are merged with IMU data.
The final attitude is reconstructed based on the previously-mentioned combined quaternions and re-
constructed angular rates. For the third scenario, IMU-based quaternions are reconstructed, that can
express the same inertial attitude as the star camera quaternions, but are limited at low frequencies due
the angle random walk in the IMU measurements. By computing a daily average correction based on
the quaternion differences between the IMU-based and the nominally reconstructed quaternions and
applying it to the latter, FoV errors are reduced. For the last scenario, the same procedure as with the
previous one is followed, but now steering mirror quaternions are used instead. For the two scenarios
that make use of steering mirror measurements, the x-component of the reconstructed quaternions can-
not be corrected for FoV errors, since the steering mirrors do not provide any roll information. This can
easily be addressed by applying a correction from only the x-component of the IMU-based quaternions.

All three additional scenarios were able to correct the star camera FoV errors equally well, however, the
second one (cf. Figure 7.15) is chosen as the proposed method to reconstruct the attitude of the GRACE-
FO satellites. The reason for this choice is that it can properly incorporate the steering mirror measure-
ments which are more accurate than the star camera ones at frequencies below 65 mHz.

3. To what extent can the newly-developed methods improve the already existing satellite attitude dataset
for the GRACE-FO mission?
At the level of quaternions, the proposed attitude reconstruction method, provides a solution that per-
forms as good as the the Kalman filter approach with noticeable improvements at frequencies above 10
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mHz. In general, the new attitude dataset succeeds in fully exploiting at lower frequencies the low noise
of star camera and steering mirror quaternions and at higher frequencies the low noise of the attitude
quaternions resulting from the smoother reconstructed angular rates. In other words, below 65 mHz,
the final attitude is predominately based on star camera and steering mirror measurements, while above
that, on IMU measurements. For this reason, in the case of GRACE-FO C, where the star camera data
were a bit more noisy than GRACE-FO D, the proposed method could still provide a smooth attitude, in
comparison to the Kalman filter approach, which fails to extensively benefit from the advantages of the
IMU.

4. To what extent can an improved attitude reconstruction method benefit the GRACE-FO mission?
Once again, at frequencies greater than 10 mHz, the proposed attitude reconstruction method exhibits
a better performance than the Kalman filter at the level of the AOC for range, range rate and range accel-
eration. However, due to the KBR system noise being the dominant source at higher frequencies, only
minor improvements are expected at the level of gravity field.

Given the answers to the previous questions, the main research question can now be addressed properly.
All in all, it can be stated that the proposed attitude data fusion method produces an improved attitude solution
that incorporates more accurately the noise and error characteristics of the instruments under consideration
than the official solution. This leads to noticeable improvements at the level of quaternions at frequencies
above 10 mHz. The new attitude dataset comprises at low frequencies of accurate star camera and steering
mirror data and at high frequencies of IMU data. Within this work, two ways to accurately and appropriately
incorporate steering mirror measurements have been illustrated. Their inclusion in the final attitude solution
appears to be highly beneficial, due to their lower noise and their advantage of not being affected by FoV errors.

Although, the achieved improvements in the attitude dataset are not expected to show any considerable
changes in the derived gravity field, because of KBR system noise prevailing at high frequencies, the findings of
this thesis could be essential for the design of future gravity missions such as the NGGM. Given the estimated
noise characteristics of the above instruments and the proposed angular rate reconstruction method, the most
favorable placement of the accelerometers was found to be in the along-track direction. If an accelerometer
fails in this configuration, the noise in the required centrifugal and Euler acceleration corrections will be less
than that of the laser ranging system. This information should be taken into account during the design of the
NGGM, so that either the accelerometers are placed in the most advantageous position or the satellites are
equipped with the correct attitude sensors to meet the science objectives of the mission.

8.2. Recommendations
Regardless of the numerous analyses performed in this research and the improvements of the new attitude
reconstruction method, there are a few interesting points that require further investigation and could provide
even additional improvements for GRACE-FO and for future gravity missions. These recommendations are
listed below in order of significance:

• In this work, the analyses were limited to a relatively small time scale, i.e. a period of one month. The
next step would be to investigate the long-term characteristics of quaternions, angular rates and point-
ing angles measured by the star cameras, the IMU and the steering mirrors respectively. Such analysis
could reveal additional systematic errors in the data at very low frequencies that could later be modelled
and removed from the attitude solution. These errors can include temperature dependencies that can
affect the measurements of the instruments. For example, the latter could be indicated by examining
any correlations with the β′ angle (i.e. the angle between the vector to the Sun and the satellite orbit).
In case of thermal dependencies on star camera data, the proposed attitude reconstruction method can
easily account for them. For instance, during the estimation of the constant biases, additional parame-
ters can be added that can model the temperature induced variations, as it was also performed for GOCE
by Siemes et al. [2018]. Overall, to be successful in this investigation, a good knowledge at the level of
system performance is required, since at those very low frequencies the latter has a higher significance
than merely sensor performance.

• Moreover, the optimal combination of star camera quaternions could be further improved by extending
the approach presented in this thesis to account for the higher noise in the measurements obtained in
the proximity of invalid data. In general, quaternions measured a few epochs just before data are de-
clared invalid, due to the detection of a big bright object in the FoV, have a degraded accuracy. Therefore,
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as an example, a lower weight could be assigned on these measurements during the combination. The
same idea could be applied to epochs where there is a transition from two (or three) to one star camera.

• To gain a complete understanding of the star camera and steering mirror measurement performance,
additional research could be performed in this area. More specifically, it would be essential to identify for
which instrument the orientation with respect to the satellite frame can be determined more precisely.
This can have a positive effect on the AOC for range rate and subsequently on the gravity field.

• From the analysis on the estimated noise of the star cameras, it was found that camera 2 of GRACE-FO
C was not performing as accurately as expected as the other ones. The reason for this behavior was
assumed to originate from the unexpected blinding from the Sun at locations where camera 3 of GRACE-
FO D, that views similar part of the sky, kept on providing nominal attitude data. Nevertheless, the latter
has not been verified as the main cause, but could be confirmed by analysing the star camera pointing
and the relative location of the Sun at the epochs of interest. In any case, it would be beneficial to in-
vestigate further the behavior of that camera, but also the in-flight performance of all cameras at longer
timescales.

• Given the estimated noise characteristics of the star cameras, the steering mirrors and the IMU, and the
proposed angular rate reconstruction method, the most favorable placement of the NGGM accelerome-
ters was found to be in the along-track direction. A key variable of the centrifugal and Euler acceleration
correction is the distance of the accelerometer from the CoM. In this work, a distance of 10 cm was as-
sumed, but a more accurate estimation should be considered to ensure that the noise in the required
correction will still be less than that of the laser ranging system in the event that one of the accelerome-
ters fails.

• Finally, despite the fact that only the GRACE-FO C accelerometer can accurately measure the angular
accelerations of the satellite, it would still be of interest to properly calibrate and process the accelerom-
eter measurements and then use them within the attitude reconstruction method presented in this the-
sis. Additionally, the comparison of the angular acceleration measurements with those derived from the
reconstructed attitude could potentially be useful for understanding the degraded performance of the
GRACE-FO D accelerometer.
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In this appendix the definitions of the various time and coordinate frames used within GRACE-FO Level-1 data
products will be presented. The information was retrieved from Wen et al. [2019].

A.1. Time Frames

A.1.1. Receiver Time

Each of the GRACE-FO satellites is equipped with an Ultra-Stable Oscillator (USO) which serves as the time
and frequency reference for that satellite and is used to define the Receiver Time. Thus, it can be said that
the Receiver Time refers to its specific realization on-board each satellite. The GPS and K-band ranging (KBR)
measurements as well as the Instrument Processing Unit (IPU) are time-tagged to within 50 pico-seconds of
the Receiver Time. The time-tags of the latter in the Level-1 products are given in seconds since the epoch of
January 01, 2000, noon 12:00 hours (GPS time).

A.1.2. OBC Time

The OBC Time is defined based on its internal quartz oscillator, unlike the receiver time which is based on the
USO. The OBC time-tagging is used for any measurements that are not GPS, KBR or IPU. The OBC to receiver
time mapping is available in the telemetry measurements.

A.1.3. GPS Time

The GPS Time for the two GRACE-FO satellites is defined as seconds since the epoch of January 01, 2000, noon
12:00 hours. This definition is different from the ones of other mission that express GPS time as seconds past
January 06, 1980, 00:00:00.

A.1.4. LRI Time

The LRI Time is defined based on the USO frequency and hence, at first glance it runs at the same rate as the
Receiver Time. However, since it is initialized via a signal sent from the OBC, a delay or bias, called the datation
bias, is introduced, which persists until the LRI is rebooted again.

A.1.5. Timing

All Level-1B data products are time-tagged in GPS Time and no additional time-tag corrections are required
to use them. The Level-1A data products that contain measurements are time-tagged in OBC Time with a few
exceptions. For example, the IHK1A product that contains housekeeping data, is time-tagged in Receiver Time
and the LRI measurements are time-tagged in LRI time. Figure A.1 describes the process of converting LRI and
OBC time-tags to GPS time-tags.

3.3 Data Product Types 3 SDS DATA PRODUCTS

Science Reference Frame “SRF” This frame has the same origin and coordinate axes as the SF. Although the
GRACE-FO ground calibrations and in-flight measurements utilize several of the coordinate systems, for consistency,
all Level-1B products are provided in the SRF.

Star Camera Frame (SCF) Each satellite carries three SCAs, each of which has its own Star Camera Head unit
and its own SCF. The origin of each SCF is at the intersection of the optical axis (boresight) with the mounting
plane for the star camera head. The Star Camera Head nomenclature is given in Section 2.5.1. The quaternions
that define the rotation between each of the three SCFs and the SRF can be found in the QSA1B data product. In
general, the +Z axis of each SCF extends out along the boresight of the star camera.

Earth-Fixed Frame The Earth-Fixed Frame referenced in this document is the International Terrestrial Reference
Frame (ITRF), whose realization will vary over the life of this document. As of this writing, it is ITRF2014 realized
by the International Global Navigation Satellite Systems (GNSS) Service (IGS) [9]. During the life of this document,
there maybe updates to this frame.

Inertial Frame The Inertial Frame is realized by a rotation of the Terrestrial Reference Frame, which is a func-
tion of time as specified in [10], with additional measurements to determine the Earth’s rotation (UT1) and polar
motion.

3.3 Data Product Types

This section presents the main types of Level-1 data products, with short discussions of the algorithms that produce
each type. For greater detail on the Level-1 processing algorithms that are only briefly described here, see the
“GRACE-FO Algorithm Specification/Theoretical Basis Document.” This section was also based on the “GRACE
Algorithm Theoretical Basis Document” [11].

3.3.1 Timing

All Level-1B data product time-tags are in GPS Time; no further time-tag corrections are needed to use Level-1B data.
The time-tags of Level-1A data products that contain measurements are in OBC Time, with the following exceptions:
GNV1A, GPS1A, KBR1A, IHK1A, and ILG1A products are time-tagged in Receiver Time, and LHK1A, LLG1A,
LRI1A, and LSM1A products are time-tagged in LRI Time. A few Level-1A products that are not measurements
but are the results of Level-1A processing, such as LLT1A, PCI1A, and PLT1A, have time-tags in GPS Time. For
an explanation of the various time frames referenced here, see Section 3.2.2.

Figure 7 shows how Level-1 timing data products are used to convert time-tags among the time frames described in
Section 3.2.2.

GPS time tagsReceiver time tagsOBC time tags

LRI time tags

Use time mappings from TIM1B

Add datation bias and filter delay if applicable, and time offsets from LLK1B

Add time offsets from CLK1B

Figure 7: How timing data products are used to convert time-tags among the different GRACE-FO time frames.

Below are descriptions of the three timing data products:

CLK1B: Provides, for a given Receiver time-tag, the offset value (seconds) that needs to be added to convert it into
GPS Time. This offset is a quadratic fit to the offset between Receiver and GPS Time that was estimated onboard
the satellites (which can be found in the GNV1A data product), with added corrections estimated by the Precision
Orbit Determination (POD) process described in Section 3.3.6.

15

Figure A.1: Process to convert time tags from one GRACE-FO time frame to another. Source: [Wen et al., 2019]
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A.2. Coordinate Systems
Figure A.2 illustrates the various body-fixed coordinate frames, used by the Level-1 data products. All of these
frames are explained in the following subsections.

3.2 Data Conventions 3 SDS DATA PRODUCTS

For example:

GPS time = 90000000 sec (8-NOV-2002 04:00:00.0000 GPS)
UTC time = 89999987 sec (8-NOV-2002 03:59:47.0000 UTC)
leap seconds at 90000000 UTC = 13 sec

For a table of leap seconds past a given epoch see the International Earth Rotation Service (IERS) Earth Orientation
Center at the U.S. Naval Observatory (http://maia.usno.navy.mil).

3.2.3 Coordinate Systems

The coordinate systems below are used by the data products. The satellite body-fixed frames are shown in Figure
6.

XSF/SRF
ZAF

Points	to	other	
satellite ZSF/SRF

YAF

YSF/SRF
XAF

Figure 6: The satellite-body fixed frames SF, SRF, and ACC Frame (AF) in relation to the satellite body.

Satellite Frame “SF” This frame is fixed to the satellite body. It has the same origin as the AF, and its coordinate
axes are as follows:

XSF = from the origin to a target location of the phase center of the K/Ka Band horn (Roll Axis)
YSF = forms a right-handed triad with XSF and ZSF (Pitch Axis)
ZSF = normal to XSF and to the plane of the main equipment platform, and positive towards the satellite radiator

(Yaw Axis)

During flight, the satellites have nadir-pointing Yaw axis orientation, with the Roll axes in the anti-flight and in-flight
directions for the leading and trailing satellites, respectively.

Accelerometer Frame “AF” The origin of this frame is defined to be the center of mass of the ACC proof mass,
which is within 0.1 mm of the satellite’s center of mass. This frame is aligned by reference optical marks on the
exterior surface, and its coordinate axes are directed as follows:

XA = +YSF (ACC Least Sensitive Axis)
YA = + ZSF

ZA = + XSF

14

Figure A.2: The GRACE-FO satellite-body fixed frames, namely the satellite frame, the accelerometer frame and the science reference
frame, in relation to the satellite body. Source: [Wen et al., 2019]

A.2.1. Satellite Frame - SF

The satellite frame has the same origin as the accelerometer frame, which is within 0.1 mm of the satellite’s
CoM. The coordinate axes of SF are defined as follows:

• XSF is the roll axis of the satellite and it points from the origin to a target location on the phase center of
the K/Ka Band horn

• YSF is the pitch axis of the satellite and it forms a right-handed triad with XSF and ZSF

• ZSF is the yaw axis, normal to the roll axis and to the plane of the main equipment platform and positive
towards the Earth.

A.2.2. Accelerometer Frame - AF

As the name suggests, the origin of the accelerometer frame is defined to be at the CoM of the ACC proof mass
and its coordinate axes are defined as follows:

• XAF = +YSF

• YAF = +ZSF

• ZAF = +XSF

A.2.3. Science Reference Frame - SRF

The science reference frame has the same origin and coordinates axes as the satellite frame. To keep consis-
tency within the Level-1B products, all of them are provided in the SRF.

A.2.4. Star Camera Frame - SCF

Each star camera on-board the GRACE-FO satellite has it own star camera frame. The origin of all SCFs is at
the intersection of the boresight axis with mounting plane for each star tracker head. The +Z axis of the SCF is
extended out along the boresight axis and the +X and +Y axes are found on the optical plane of the star tracker.
The QSA1B data product contains the quaternions that define the rotation from each SCF to the SRF.
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A.2.5. K-frame

The K-band ranging antenna horn is related to this frame. Its origin is the CoM maintained by the Center of
Mass Calibration and Trim maneuver and its axes are defined as follows [Bandikova, 2015]:

• XKF coincides with the calibrated center-of-mass to phase center vector

• YKF forms a right-handed triad with XKF and ZKF

• ZKF is computed with XKF ×YSF

A.2.6. Line-of-Sight frame

The axes of the Line-of-Sight frame are defined as follows [Bandikova, 2015]:

• XLOSF coincides with the imaginary line that connects the GRACE-FO C CoM with the one of GRACE-FO
D

• YLOSF is computed as the cross product of XLOSF and the position vector of one satellite defined in the
inertial Earth-centered frame

• ZLOSF forms a right-handed triad with XLOSF and YLOSF
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Appendix B: Quaternions

The presented information on quaternions was retrieved from Diebel [2006].

B.1. General Quaternions

A quaternion q ∈H, can be represented as a vector:

q = [q0, q1, q2, q3]T =
[

q0

q1:3

]
(B.1)

where q0 is the real element of the quaternion and q1, q2 and q3 are the imaginary elements. The conjugate,
norm and inverse of the quaternion q are defined respectively as:

q =
[

q0

−q1:3

]
(B.2)

∥q∥ =
√

q2
0 +q2

1 +q2
2 +q2

3 (B.3)

q−1 = q

∥q∥ (B.4)

For a unit quaternion, we have ∥q∥ = 1. It should be noted that the quaternion multiplication is not commuta-
tive. Quaternion multiplication between quaternions q and p is defined by:

q ·p = qm(q,p)

=
[

q0p0 −qT
1:3p1:3

q0p1:3 +p0q1:3 −q1:3 ×p1:3

]
(B.5)

Quaternion multiplication can also be written as the second quaternion pre-multiplied by a matrix-values
function of the first quaternion, i.e.:

q ·p = qm(q,p) = Q(q)p = Q(p)q (B.6)

where the quaternion matrix function, Q : H→R4×4 is defined by:

Q(q) =


q0 −q1 −q2 −q3

q1 q0 q3 −q2

q2 −q3 q0 q1

q3 q2 −q1 q0

 (B.7)

and the conjugate quaternion matrix function Q is define by:

Q(q) =


q0 −q1 −q2 −q3

q1 q0 −q3 q2

q2 q3 q0 −q1

q3 −q2 q1 q0

 (B.8)
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B.2. Quaternions and angular rates

The attitude of a rigid body can be represented by a unit quaternion. Considering a vector z ∈ R3 in the global
coordinates and z′ ∈R3 the vector in the body-fixed coordinates, then the following relation holds:[

0
z′

]
= q

[
0
z

]
q−1

= q
[

0
z

]
q

= Q(q)T Q(q)

[
0
z

] (B.9)

The quaternion rates q̇ are related to the angular rate and can be determined by taking the time derivative
of a unit quaternion. The function that maps a unit quaternion and its temporal derivative to the angular rate
in body-fixed coordinates is ωq : H×R4 →R3 and defined as:[

0
ωq (q, q̇)

]
= 2q · q̇ = 2Q(q)T q̇ (B.10)

or more compactly:
ωq (q, q̇) := 2W (q)q̇ (B.11)

where the quaternion rate matrix W : H→R3×4 is defined by:

W (q) =
−q1 q0 −q3 q2

−q2 q3 q0 −q1

−q3 −q2 q1 q0

 (B.12)

The inverse mapping, i.e. to derive quaternion rates from angular rates and the unit quaternion is the function
qω : H×R3 →R4 defined as:

q̇ω(q,ω) = 1

2
q ·

[
0
ω

]
= 1

2
Q(q)

[
0
ω

]
(B.13)

which is also equal to:

q̇ω(q,ω) := 1

2
W (q)Tω (B.14)

Another representation used in the literature to relate quaternion rates to angular rates is [Groves, 2008]:

q̇A→B = qA→B WB
A,B (B.15)

where the quaternion qA→B represents the rotation from reference frame A to reference frame B and WB
A,B is a

vector that contains the angular rates:

WB
A,B =

[
0 ωB

A,B ,x /2 ωB
A,B ,y /2 ωB

A,B ,z /2
]T

(B.16)

where ωB
A,B is the angular rate vector describing the rate of rotation of the B-frame axes with respect to a sta-

tionary A-frame axes, resolved about the B-frame axes.

B.3. Quaternions and angular acceleration
Furthermore, a relation exists between the angular acceleration, expressed in the global and body-fixed coor-
dinate frame, and the quaternion time derivatives, that is given by:[

0
ω̇

]
= 2q · q̈+2

[∥q̇∥2

0

]
= 2Q(q)T q̈+2

[∥q̇∥2

0

] (B.17)

or more compactly:
ω̇q (q, q̇) := 2W (q)q̈ (B.18)

The inverse mapping, i.e. to derive the second derivative of the quaternion from angular accelerations, is given
by:

q̈ω(q,ω̇) := 1

2
W (q)T ω̈ (B.19)



74 B. Appendix B: Quaternions

B.4. Hamilton versus Shuster quaternion multiplication
The Hamilton and Shuster quaternion multiplication is a salient aspect in the algebraic properties of quater-
nions, because if the convention used is not specified, it could lead to completely different rotations. According
to Hamilton’s multiplication, the product of two quaternions, q⊙p, corresponds to the product of two corre-
sponding direction cosine matrices (DCM), CS , but with reversed order. In equation form, this can be written
as

∀q,p ∈ U : CS (q⊙p) = CS (p) ·CS (q) (B.20)

which means that the mapping from DCMs to unit length quaternions is not a homomorphism, but an anti-
homomorphism. Therefore, the Shuster’s solution to this problem was introduced, for which the quaternion
multiplication is defined as

q⊗p := p⊙q ⇒ CS (q⊗p) = CS (q) ·CS (p) (B.21)

For the GRACE-FO mission, the Shuster’s method is used to convert a unit quaternion to its rotation matrix
representation. For more information about the Hamilton and the Shuster methods the reader is referred to
Sommer et al. [2018].
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