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A Federated Digital Twin Framework for
UAVs-Based Mobile Scenarios

Longyu Zhou , Student Member, IEEE, Supeng Leng , Member, IEEE, and Qing Wang , Senior Member, IEEE

Abstract—With the development of communication networks
and Artificial Intelligence (AI) technologies, Digital Twin (DT)
now emerges to support various applications such as engineer-
ing, monitoring, controlling, healthcare and the optimization of
cyber-physical systems. There is an increasing demand to create
DTs that can represent physical entities for improving operational
efficiency. A conventional DT consists of monitoring, imitation,
and feedback control. However, conventional DTs cannot ensure
efficient real-time imitation due to the high dynamics of physical
systems such as UAV-based target tracking scenario. To address this
issue, we propose a federated DT framework to support the imi-
tation of mobile systems. It can guarantee real-time and accurate
imitations under the prerequisite of comprehensive information
acquired by a cooperative collection algorithm with the aid of
UAVs. The framework can rapidly aggregate local DT models
using an attention-based mechanism to improve mobile imitation
accuracy. Additionally, we propose a multimodal-based DT in-
spection algorithm that can correct the postures of UAVs affected
by winds for reliable imitations. We implement the framework in
Gazebo. Our system simulations demonstrate the efficiency of the
proposed federated DT framework. Our solution can reduce the
imitation latency by an average of 68.4%, meanwhile, can improve
the imitation accuracy by 16.4% on average when compared to
traditional centralized and distributed imitation schemes.

Index Terms—Digital twins, federated mobile imitation, target
tracking, UAVs.

I. INTRODUCTION

W ITH the ongoing development of the wireless commu-
nication and manufacturing industry, Internet of Things

technology is rapidly serving emerging applications such as
healthcare, intelligent logistics, and intelligent transportation
for smart cities [1], [2], [3]. As one kind of potential mobile
platform for IoT, Unmanned Aerial Vehicles (UAVs) play a
significant role in replacing humans for the high efficiency of city
management. With the advantages of flexibility and large-scale
area sensing, UAVs can implement various missions such as
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package delivery, security monitoring for infrastructures, area
surveillance, and target tracking [4], [5]. Taking the application
in the Intelligent Transportation System (ITS) as an instance,
UAVs can autonomously plan feasible mobile paths to monitor
city traffic and transportation convoy. Once illegal targets such
as hit-and-run vehicles are detected, UAVs can cooperatively
collect the target data and transmit it to the cloud for mobility
analysis. The cloud server may conduct reasonable tracking
scheduling of UAVs for traffic safety.

Despite the superiority of flexibility for UAVs, some chal-
lenges still hinder tracking efficiency. First of all, UAVs cannot
always sense mobile targets accurately since many inevitable
physical obstacles like tunnels and buildings may block out
the views of UAVs. These obstacles also reduce the efficiency
of the information exchange for the cooperation among UAVs.
Moreover, the challenges from surrounding environments such
as wind shear directly affect the flight postures of UAVs [6].
Consequently, UAVs may not accurately observe the moving
status of neighbors which further results in physical collisions.
On the other hand, a long transmission distance from UAVs to
the cloud server leads to a significantly high latency on data
transmission. In this case, the cloud cannot provide accurate
trajectory prediction based on traditional inertial prediction al-
gorithms [7].

Fortunately, as a potential digital transformation technology,
Digital Twin (DT) can assist UAVs with the design of a closed-
loop interaction pattern between the physical space and the
virtual space. The DT is a set of virtual information that fully
describes a potential or actual physical production from the
micro level. It is also an integrated system that can simulate,
monitor, calculate, regulate, and control the system status and
process from the macro level [8]. In the tracking scenario, the DT
can imitate the behaviors of mobile targets to acquire continuous
moving trajectories based in mobility imitation in the virtual
space. It can also adjust the number of imitation iterations to
output different imitation results where the best result is selected
for the accurate model derivation [9]. The derivation can opti-
mize the flight paths of UAVs to avoid physical collisions in the
physical space. In addition, the DT is promising to imitate and
derive the changes of the wind speeds [10]. With the imitation
and derivation, the DT can predict subsequent changes of winds
to rapidly adjust the flight postures of UAVs for accurate target
sensing and tracking.

However, the traditional cloud-based DTs are not feasible for
highly-dynamic mobile scenarios. Such DTs could be unreliable
since server breakdown can lead to direct imitation failures. A
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local and distributed DT system can ensure a reliable imitation
while with a high management complexity [11]. The Mobile
Edge Computing (MEC) approaches are capable of supporting
mobile DT systems. However, the MEC cannot ensure reliable
communications among all the UAVs in the large-scale mobile
scenario. Thus, the edge server cannot obtain real-time target
information to achieve a reliable DT, although Artificial Intel-
ligence (AI) algorithms can run on the edge server to digest
large amounts of physical data [12]. Nevertheless, both AI and
DT conducted in the MEC servers will consume significant
resources. A new DT system is expected to achieve highly
reliable, accurate, and real-time mobile imitation performance.

In this paper, we design a flexible federated DT framework
for the use case of mobile tracking of multiple highly-dynamic
targets. We deploy a UAV hosting a lightweight mobile base
station as an edge server flying in feasible airspace. It can con-
duct other UAVs to cooperatively collect target data in order to
train accurate DT models. The model accuracy can be improved
through a model aggregation operation on the edge server. When
the edge UAV cannot provide reliable communications among
the local UAVs, the UAVs can autonomously decompose into
multiple groups where group leaders are elected to aggregate
the DT models for the accurate imitation. We then propose a
federated DT imitation algorithm in the framework to improve
the efficiency of the DT system. The main contributions are
summarized as follows.
� We propose a flexible federated DT framework to perform

accurate and real-time imitations for UAV-based multi-
target tracking. The framework provides a possibility of
DT derivation and aggregation for mobile scenario imita-
tions. Explicitly, the DT can assist UAVs in mapping the
trajectories and velocities of moving targets and neighbors
of UAVs to digital spaces based on local observations. With
DT models acquired from the digital spaces, the frame-
work can perform a lightweight DT aggregation using an
attention mechanism in the edge server. It can accurately
imitate subsequent motions of targets and neighbors to
optimize the tracking paths for collision avoidance and
energy-saving in the physical scenario. In addition, it can
select feasible DT models from historical experiences to
derive the future motions of targets and neighbors with
low-latency overheads.

� A new federated imitation algorithm is proposed to ensure
the smooth operation of the DT system either with or
without the support of an edge server. In the case of an
available edge server, the server can dynamically adjust
the positions and postures of UAVs to perform coopera-
tive target sensing and imitation using our algorithm. The
bidirectional cooperation can reduce the system imitation
latency with non-redundant target data. When the edge
server cannot meet reliable communications, UAVs can au-
tonomously decompose into multiple groups to implement
cooperative imitation by exchanging lightweight model
parameters with low energy consumption in communica-
tions. Furthermore, when additional targets are involved,
our algorithm can enable a model re-aggregation operation
in real time to evaluate the trajectories and velocities of the

Fig. 1. Illustration of general digital twin procedure.

targets involved by transferring similar DT models. The
model transfer achieves a highly flexible imitation with
respect to various numbers of targets.

� We also propose a multimodal-based DT inspection algo-
rithm to ensure the reliable imitation. The algorithm can
adaptively update the model parameters to cope with the
interference of wind based on joint consideration of histori-
cal imitation experiences, velocities and postures of UAVs,
and wind speeds measured by sensors. Unlike the existing
linear quadratic optimization method with a high explo-
ration latency, ours uses a state prediction method that can
correct the postures of UAVs in real time at different levels
of wind speeds. We use Gazebo, a system simulation soft-
ware, to set up a mobile imitation simulation system. The
evaluation results demonstrate that our solution reduces
the imitation latency by 68.4% on average when compared
to the traditional centralized and distributed schemes. Our
solution can also achieve a successful tracking ratio up to
95.0%.

The rest of this paper is organized as follows. The related work
is given in Section II. Section III introduces the federated DT
framework. The mobile DT optimization model is formulated in
Section IV. The corresponding algorithms supporting the mobile
DT framework are presented in Section V. Section VI provides
the system evaluation results. Finally, Section VII concludes this
paper.

II. RELATED WORK

Many works have focused on DTs with particular merits, such
as accurate estimation and real-time decision-making. With the
system implementation procedure shown in Fig. 1, we present
and summarize state-of-the-art studies from three parts: Data
collection and transmission, Data processing, and Imitation
implementation. In addition, we give latest work of DT-assisted
UAV scenarios with the mentioned three parts in this section.

Data collection and transmission: The physical information
can be collected and transmitted based on deployed sensors.
To ensure data collection completeness, the authors in [13] pro-
posed a sustainable data collection and management approach to
construct digital twins for physical assets. It could optimize the
metrics of data fidelity while ensuring sustainable information
in a distributed pattern. An efficient data collection goal is
achieved by relying on reliable transmission modes. In this
case, the authors in [14] developed an application-driven digital
twin networking middleware. It simplified the data interaction
process based on an internet protocol. Moreover, the network
transmission resource could be dynamically scheduled using
a software-defined networking technology. These studies seem
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to be theoretically feasible for some specific applications with
static physical entities.

To ensure the security of data during the data interaction in
intrusion detection-based UAV networks, the authors in [15]
proposed a federated continuous learning framework with a
stacked broad learning system based on DT Networks. It can
allow UAVs as edge servers to learn and train system models
on new data quickly and continuously. Besides, the authors
in [16] represented a dynamic DT-assisted resource scheduling
and allocation approach to improve the utilization of sensing
resources for effective data collection. The existing work of the
DT-based UAV scenario mainly focuses on the learning accuracy
and frequency of data updates while ignoring the consideration
of UAV mobility. In this case, the authors in [17] proposed a
Mobile Edge Computing (MEC) network with multiple UAVs
and a DT-empowered ground Base Station (BS) to improve the
MEC service. It can enable the BS to process data effectively
based on optimal computing resource scheduling. Nonetheless,
these state-of-the-art studies pay attention to the heterogeneity
of data while neglecting the impact of the high dynamic of UAVs
on data processing.

Data processing: To process data efficiently, the processor
selection is the basis to cope with massive collected data. The
authors in [18] proposed a DT-assisted task offloading scheme.
It could deliver data of different physical entities to feasible
edge servers using a channel state information detection method.
After that, the processors need to estimate the data quality
for accurate decision-making. To achieve the goal, the authors
in [19] developed a data pre-processing and XGBoost-based
learning method to perform data quality prediction in real time. It
provided a new highly-precise quality prediction approach under
a single-shot refinement neural network. With the high-quality
data, the authors in [20] designed a hybrid deep neural network
model to realize an efficient multi-type object detection for
intelligent manufacturing applications based on feature fusion.

Imitation implementation: Imitation accuracy is important
for feasible decision-making. The authors in [21] introduced
a new concept to develop a robot DT for future robotized
cyber-physical applications. It could capture robot information
to facilitate insight and deliver capabilities based on a value-
driven method. The method achieved a low average imitation
error with 1.52 Newton meters under 70 s imitation time. To
make decisions in real time, the authors in [22] proposed a
robot-centered smart DT framework to facilitate the deployment
of robots in complicated environments. The framework could
update robot actions and send them back to the robot with a
feedback loop.

In the DT-assisted UAV network, the authors in [23] repre-
sented a novel DT-based intelligent cooperation framework. It
can enable such large-scale UAV swarm imitation to perform
deep swarm cooperation with the guidance of DT. The authors
verified the prominent superiority of DT imitation with a trajec-
tory planning case. To optimize to reduce the imitation latency
in UAV networks, the authors in [24] represented a DT-enabled
deep reinforcement learning training framework that can allow
UAVs to acquire training models quickly with the help of DT.

Fig. 2. Flexible federated DT framework.

The aforementioned DT researches are feasible to improve
service effectiveness in some specific UAV scenarios. UAVs
have the advantages of flexible sensing and miniaturization.
However, the natural characteristics also lead to several disad-
vantages for existing studies. Firstly, few articles consider the
impact of UAV mobility on the accuracy and reliability of DT
imitation. Moreover, many researchers ignore the optimization
of DT while paying close attention to the use of DT for particular
applications. Furthermore, the impact of the physical environ-
ment on the DT capability must be considered for a reliable DT
framework that supports UAV scenarios. In this case, enabling
a flexible cooperative DT manner may be a feasible solution to
ensure accurate and real-time imitation.

III. SYSTEM MODEL

In this section, we propose a flexible federated DT frame-
work. We leverage the multi-target tracking as the use case to
explain the federated DT framework. It can perform real-time
and accurate imitations in tracking multiple targets.

The proposed federated DT framework is shown in Fig. 2.
UAVs can cooperatively observe mobile targets such as hit-and-
run vehicles and collect their mobile information by exchanging
lightweight position and velocity information. The set of UAVs
is defined asM = {1, 2, . . . ,M} and the set of mobile targets is
denoted asK = {1, 2, . . . ,K}. UAVs can train local observation
information to acquire customized DT models. An edge UAV
can fly in feasible airspace for cooperative mobile imitation. The
edge UAV can decompose UAVs into multiple groups managed
by elected group leaders. It can implement a model aggregation
operation to construct a global virtual mobile scenario to accu-
rately analyze and derive target mobility. The aggregated DT
models are distributed to the corresponding UAVs to improve
model accuracy of the local DT. However, the moving paths of
UAVs are various that depend on the dynamic trajectories of
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targets. Edge servers cannot always acquire the position infor-
mation of UAVs to implement the swarm decomposition oper-
ation under unreliable communication conditions. In this case,
UAVs can autonomously decompose into multiple groups using
the proposed swarm decomposition algorithm. In the group,
UAVs can communicate with corresponding group leaders to
implement cooperative DT imitation. In addition, group leaders
can obtain DT models received from the local UAV members.
These local DT models are aggregated and exchanged among
neighboring group leaders. Based on this, UAVs can obtain DT
models of neighboring groups to improve imitation accuracy
instead of UAVs acquiring all DT models from all the group
leaders. The cross-layered iteration manner also accelerates the
consistency of imitation convergence for real-time DT imitation.

The edge UAV can run a DT inspection algorithm to cor-
rect and optimize the UAV tracking performance influenced by
physical interference such as winds. However, the edge UAV
cannot always support the mobile DT system due to dynamic of
local UAVs. When the edge UAV is unavailable, UAVs can au-
tonomously decompose into multiple groups based on collected
target information. In each group, UAVs implement cooperative
imitation to obtain local DT models and elect a feasible UAV for
model aggregation and DT inspection. The aggregated models
and inspection results are shared among different UAV groups to
acquire a global mobile DT model for high imitation accuracy.
In this context, we specifically describe the framework that is
decoupled into three parts from the perspective of functions:

1) UAV local imitation and data exchange.
2) DT model aggregation.
3) DT inspection.
UAV local imitation and data exchange: We need to ensure a

comprehensive and accurate target collection operation for the
authenticity of data. The targets may be incorrectly sensed due
to the change of posture of UAVs. We can analyze the sensing
performance by formulating a probability model by defining the
probability of incorrect sensing for UAV i sensing target k as
p̄i,k. We assume that ck UAVs are allocated to sense target k
simultaneously. The assumption is reasonable because dynamic
of UAVs allows multiple UAVs to sense target k at the same time
slot t with ck ≥ 1 [25]. The successful sensing probability pk is

pk =

ck∏
i=1

(1− p̄i,k) > pk,min, (1)

where pk,min is the minimal acceptable successful sensing prob-
ability. It mainly depends on sensing directions and angles
of onboard sensors and physical distances among UAVs and
targets directly [26]. On the one hand, UAVs can cooperatively
adjust sensing directions and angles of onboard sensors to ensure
effective data collection using the proposed cooperative sensing
algorithm in Section V. The algorithm can also improve the sens-
ing cooperation performance of UAVs by dynamically changing
physical distances among UAVs and targets for accurate target
sensing.

Based on the constraint, UAVs train self-sensing information
to construct virtual mobile scenarios using 3D reconstruction
method [27]. The features of the virtual scenario, such as target

positions, postures, and velocities, are extracted to represent
DT models. The DT models can assist UAVs in dynamically
adjusting sensing postures for accurate information collection
in return. The model exchange occurs between the UAVs and
the edge server or happens among UAVs. Both two cases use
Wi-Fi 6E technology [28]. The transmission rate ri,j between
UAV i and UAV j is

ri,j =
∑
l

Bi,j(l) log2

(
1 +

Pi(l)gi(l)

σ2

)
, (2)

whereL is the number of sub-carriers,Bi,j(l) is the transmission
bandwidth of sub-carrier l,Pi(l) and gi(l) are the corresponding
transmission power and power gain, gi(l) ∼ f(x|v, δ) is a stan-
dard rice distribution with v = 0 and δ = 0.5, and σ ∼ N(0, δ2)
is the zero mean Gaussian variable with a standard deviation δ.
The transmission rate model between the UAV i and the edge is
similar only with the differentBi,e allocated by the edge server.
In this case, each edge UAV can obtain all the DT models of
group members by dynamically electing the group leader with
reliable communications. However, the change in the physical
environment may make partial UAVs isolated. On the one hand,
isolated UAVs can use local DT models to autonomously plan
suitable tracking paths through the trajectory prediction of tar-
gets. Meanwhile, the UAVs implement information broadcast
operations to join the nearest group for reliable UAV connections
during the tracking imitation. On the other hand, edge UAVs
can implement DT model derivation operations based on the
model aggregation result. It can assist edge UAVs with adjusting
association decisions among UAVs and targets for accurate
mobile imitation.

DT model aggregation: UAVs can transmit their local model
parameters to the edge server. The parameters mainly include
features of UAVs, sensed targets, and corresponding neighbors.
It is represented as DTi(hi,Hi,hi,k), where hi is the features
of UAV i, including flight position, posture, velocity, height,
physical distances with neighbors and targets, as well as terrain
information. The hi is a vector that can index the neighbor
feature Hi = {hi, hi+1, · · · } and target feature hi,k to consti-
tute DTi(hi,Hi,hi,k). The detailed expressions are given in
Section V. When the edge server is available, it can analyze the
relations among different parameters through a global view. The
aggregation process is implemented by a cross-layered iteration
between the UAVs and the edge server. The edge server uses an
attention-based mechanism to accelerate the model aggregation
process. The aggregated models are distributed to the local UAVs
for further imitations.

Edge servers cannot always acquire the position information
of UAVs to implement the swarm decomposition operation
under unreliable communication conditions. In this case, UAVs
need to perform an autonomous decomposition behavior. Specif-
ically, Specifically, UAV i can acquire physical distances with
the targets moving in their sensing ranges using onboard sensors.
The distance information is represented as a vector di, where
di = [di,1, di,2, . . . , di,k] and di,k =∞ if UAV i cannot sense
targetk. UAV i can associate the nearest targetkwith the shortest
physical distance di,k based on a K-means methodology [29].
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The association result is exchanged with neighbors. Those UAVs
associating with the same target can form a group for accurate
tracking imitation. When the decomposition result cannot make
UAVs associate all the targets, UAVs can select the multiple
closest targets based on the vector di until sensing all the targets.
In addition, this network can provide desired communication
bandwidth for UAV groups to perform reliable information
exchange among UAVs for accurate mobile imitation based
on Wi-Fi 6E technology. The group leader receives the model
parameters of UAVs to implement the model aggregation opera-
tion. The aggregation models are exchanged among different
group leaders for acquiring global information. In addition,
the group leaders use the attention-based mechanism to further
aggregate DT models and distribute them to the group members.

DT inspection: The inspection operation is run on the edge
server based on historical imitation experience, environmental
information, and the aggregated models. On one hand, the
inspection can optimize imitation performance for cooperative
tracking among UAVs with feasible mobile paths. The envi-
ronmental information is considered as a reference metric to
ensure inspection accuracy. The inspection results are used to
further optimize the DT models on the edge server. On the
other hand, the inspection operation can make the imitation
process more reliable with the consideration of different speeds
of winds in physical scenarios. It is thought to have a noticeable
impact on the UAV tracking [6]. The inspection can assist UAVs
in adjusting flight postures for accurate data collection and
physical collision avoidance during the tracking process under
the influence of wind.

When the edge server is not available, the elected group lead-
ers can implement the inspection operation using a multimodal-
based learning algorithm. The lightweight inspection results
are exchanged among groups to obtain consensus decisions for
accurate mobile imitation. The decisions are also distributed to
the local UAVs for tracking targets. The operation reduces the
imitation error and optimizes the system energy consumption
which is reflected in the physical tracking performance. The
inspection results are cached in UAVs as historical imitation
experiences for further imitations.

IV. PROBLEM FORMULATION

In this section, we formulate a federated DT optimization
model to ensure real-time and accurate mobile imitations.

A. Sensing and Transmission Analysis

We discuss two different cases to analyze the performance
of sensing and transmission. When there are no sensed mobile
targets in the monitoring area, UAVs imitate themselves and
one-hop neighbors to perform a cooperative mission imple-
mentation. The other case is to add the imitation of targets.
In the first case, the sensing latency is mainly considered for
collecting the information of neighbors. It is noted that the
self-sensing latency can be neglected in a wired manner. In the
second case, the sensing latency incorporates neighbor sensing
and target sensing. It is assumed that A onboard sensors can be
simultaneously enabled to collect the relevant information. The

latency overhead ti,s is given by:

ti,s = max

{
q1i
b1
,
q2i
b2
, . . . ,

qai
ba
, . . . ,

qAi
bA

}
, (3)

where ba is the sensing frequency of sensor a; qai is the acquired
data (bits) from the sensor a. The sensing rate ba is mainly
constrained by sampling rate, the number of sensing channels,
Analog-to-Digital Converter (ADC) resolution [30]. We explore
the feasible sample rates to meet accurate and real-time data
collection requirements through power controls of onboard sen-
sors [31]. The sensing frequency can be dynamically adjusted
to meet effective information collection for accurate mobile
imitation [32].

With the sensing information, UAVs can implement a local
imitation to construct a virtual space to acquire a local DT model.
In this case, there exist two data transmission directors for UAVs.
The first one is that UAV i transmits its model parameters to the
edge server for the model aggregation (details are represented
in Section V). The size of model parameters is small which
can be defined as a constant value ui. The second one is that
UAV i exchanges its partial model parameters and high-priority
information, such as flight positions, with neighbors to avoid
physical collisions. We formulate the communication latency
ti,c for both two cases:

ti,c = max

{∑A
a=1 q

a
i

ri,1
,

∑A
a=1 q

a
i

ri,2
, . . . ,

∑A
a=1 q

a
i

ri,j

}
+

ui
ri,e

.

(4)
We expect to reduce latencies of sensing and communication
under a given threshold tsc,max for the real-time imitation. The
corresponding constraint is formulated as

ti,s + ti,c < tsc,max. (5)

B. Mobile Imitation Analysis

1) Mobile Imitation Latency: UAVs can implement DT im-
itation based on the collected information. The collected en-
vironment information is used to build digital space using 3D
modeling technology [27]. Meanwhile, information of UAVs
and targets is used to construct digital twins for acquiring
corresponding DT models using data fusion technology [33].
These technologies acquire the support of computing resources
of UAVs. From (4), we can know that UAV i can collect

∑A
a=1 q

a
i

bits of data. The number of Central Process Unit (CPU) cycles
for computing one-bit data for UAV i is denoted as ci. The

imitation latency ξi of UAV i is represented as ξi =
∑A

a=1 qai ci
bi

,
where bi denotes the number of CPU cycles in a unit of time for
UAV i. We can draw that imitation latency is dependent on the
CPU frequency, data size, and computing capability of UAVs.
The edge servers then receive local DT models to implement data
aggregation operations. Similarly, the edge imitation latency

ξe =
∑M

i=1 Dice
be

, where Di is the received data sizes from UAV
i; ce and be are the number of CPU cycles for one-bit data and the
number of CPU cycles in a unit of time for edge server e. The
imitation decisions are distributed to local UAVs for tracking
implementation. The small-sized data size from edge server e to
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UAV i is represented as Ue,i. The feedback latency ξi,d is Ue,i

re,i
,

where re,i is transmission rate based on (4). We assume that all
the imitation results reach convergence after p iterations. With
the maximal acceptable imitation latency tξ,max, the imitation
latency is constrained as∑

p

[
max{ξ1, ξ2, . . . , ξi}+ ξe

+max{ξ1,d, ξ2,d, . . . , ξi,d}
]
< tξ,max. (6)

2) Mobile Imitation Accuracy: We give a highly-accurate
imitation solution using a local model aggregation algorithm
which is specifically described in Section V. The aggregated
model for UAV i is formulated as DTi,Φ, where Φ is a set
of model parameters obtained according to features of UAV
i and neighbors Hi = {hi, hi+1, · · · }. The DTi,Φ is used to
predict the mobile trajectories. The aggregated model can be
further optimized by a proposed DT inspection algorithm. This
algorithm can inspect the current imitation performance. The
inspection results are applied to correct moving paths of UAVs in
advance through trajectory prediction of targets. A closed-loop
prediction is formulated as

ψ′k =

⎡
⎢⎢⎣
xk(1), xk(2), · · · , x(t)
xk(2), xk(3), · · · , xk(t+ 1)

...
...

. . . ,
...

⎤
⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

χ1

χ2

...

χi

...

χm

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (7)

where χm is the estimation coefficient; xk(t) is the position
coordination of target k at time t [34]. In this case, we can
constrain the imitation error under an acceptable ψi,min with
real trajectories (ground truth) collected in advance:

‖ψk − ψ′k‖ < ψk,min. (8)

The constraint is optimized by our DT inspection algorithm.

C. Objective Formulation

The imitation energy consumption in the unit time for UAV i
is biξi. Based on dynamic voltage and frequency scaling technol-
ogy [35], UAV i can adjust the CPU working frequency fi,u for
each cycle u to control the energy consumption, where fi,u ∈
(0, fi,max); fi,max is the maximal CPU frequency. From [36],
we know that power consumption is proportional to the cubic
frequency:

E(ξi) =

biξi∑
u=1

κif
3
i,u, (9)

where κi is the efficient capacitance coefficient that depends on
the clip characteristic. It is noted that computing consumption is
neglected for computing-intensive edge servers. The imitation

consumption is constrained by the maximal energy budgetBmax:∑
i

(E(ξi)) < Bmax. (10)

To accelerate the imitation process with a highly-accurate per-
formance, we invoke the Lyapunov methodology to formulate
the optimization model:

P1 : min

{
lim
T→∞

1

T

T∑
t=0

[
M∑
i=1

K∑
k=1

(β1Δξi + β2Δψk)

]}
,

s.t.

{
C1 : (5), (10), ∀k ∈ K
C2 : ri ≥ rmin, ∀i ∈M

(11)

where β1 and β2 are weight coefficients used to tradeoff real-
time and accurate tracking metrics; Δξi = L1,i − L2,i, where
L1,i and L2,i denote the actual imitation time and expected
imitation time, respectively. We aim to reduce the actual imi-
tation time L1,i to make it close to the expected imitation time
L2,i with a drift plus penalty method for real-time mobile imita-
tion [37]. Similarly, Δψk ensures accurate mobile imitation. In
terms of constraints, (5) ensures low-latency target sensing and
information exchange among UAVs. Equation (10) makes UAVs
perform a low-energy DT imitation. C2 is the constraint of the
transmission rate, ensuring low-latency information exchange
operations among UAVs for effective tracking cooperation.

V. FEDERATED MOBILE DIGITAL TWINS

In this section, we present our federated DT solution. We
decouple the complex mobile imitation problem into three sub-
problems for clear analysis: cooperative sensing, DT model
aggregation, and DT inspection.

A. Cooperative Sensing

The Value Decomposition Network (VDN) algorithm can
decompose the complex UAV sensing problem into multiple
sub-problems for accurately learning cooperative sensing de-
cisions [38]. It is implemented by fully decomposing action-
value functions of all the UAVs. It can significantly improve
the computing energy consumption of the UAV system with
high computing complexity. The QMIX is an attractive learning
algorithm to ensure consistency of UAV sensing without fully
action-value decomposition operation [39]. Nonetheless, it can-
not effectively learn to dynamically adjust the sensing positions
of UAVs due to the undetermined numbers of UAVs and targets
involved. To ensure cooperative sensing in the proposed feder-
ated DT framework, we propose a Deep Deterministic Policy
Gradient (DDPG)-based cooperative sensing algorithm. It can
ensure comprehensive data collection in the continuous sensing
process by dynamically scheduling sensing resources of UAVs.
The high-efficiency sensing resource utilization can also assist
UAVs in acquiring states of targets and one-hop neighbors for
non-redundant sensing data. As shown in Fig. 3, the information
of UAV i and its neighbors are used to construct the state space
Si of UAV i under the DDPG architecture. The architecture can
assist UAV i in obtaining feasible sensing actions. The actions
can be optimized and updated through information exchange
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Fig. 3. Illustration of cooperative sensing.

with neighbors. The action spaceAi is built to provide available
actions for UAV i. The selected sensing actions from Ai can be
estimated using a critic network with an estimation function. The
estimation criterion is given by formulating a reward function
Ri which can assist UAVs in reaching a cooperative sensing
consensus. We can quantify the process as a stochastic game
problem with a tuple {Si, Ai, T , Ri}, where T is a transfer
function to give the next stateSi(t+ 1)← Si(t)×Ai. The state
space Si is composed of three parts:

1) States of UAV i: hi.
2) States of one-hop neighbors: Hi.
3) States of mobile targets: hi,k.
The action space Ai = {Ui, {Vi}}, where Ui is the current

sensing action; {Vi} is the set of selected neighbors for infor-
mation exchange. Based on this, we formulate a loss function
L(θQ) with which UAVs can obtain sensing consensus results
based on the Bellman equation:

L(θQ) = ES,A,R

[∑
i

(
Qθµ

(Si, Ai)− Y
)2]

, (12)

where θQ and θμ are hyper-parameters of the action network;
Y = �i + γQθµ

(Si, Ai)|A′i=μ′i(Si); γ is the discount factor. The

hyper-parameter θμ can be updated as θμ
′

during the training
process. The action Ai will be updated as A′i. To obtain a
consensual sensing decision, we formulate a policy gradient
function J(θμ)which can explore the optimal gradient direction
of the θμ:

�θµJ(θμ)=ERm

[∑
i

�θµμ(Ai|Si)�Ai
Qμ(Si, Ai)|Ai=μ(Si)

]
.

(13)
The output action is then estimated under the reward func-

tion Ri which considers completeness and redundancy of data
simultaneously. The Ri is given by

Ri(Si, Ai) = fi(hi,k)− ti,s − ‖Di,k −Dj,k‖2, (14)

where fi(hi,k) is a function representing the efficient data col-
lected by UAV i; ‖Di,k −Dj,k‖ denotes overlapped sensing
areas between UAV i and j. The intersections of sensing areas
among UAVs are expected to reduce for non-redundancy and
comprehension of data.

However, the current reward function may make a UAV
immoderately consume sensing resources. Thus, we invoke a

resource equilibrium mechanism to optimize Ri as �i:

�i(Si, Ai) = Ri(Si, Ai)

+
αi

card(Vi)
max (Rj(Sj , Aj)−Ri(Si, Ai), 0)

+
βi

card(Vi)
max (Ri(Si, Ai)−Rj(Sj , Aj), 0) ,

(15)

where card(Vi) is the number of one-hop neighbors of UAV
i; αi and βi are usually set as 5 and 0.05, respectively [40].
The current state-action pair is cached to the Rm. The action is
estimated in the critic network using the chain rule [41]:

�θCJ(θC) = ES,A�Rm

[∑
i

wi(θ
C)�Ci

μ(Ai|Ci)

× �Ai
Qμ(Si, Ai)|Ai=μ(Si)

]
, (16)

where wi(θ
C) is a function to adjust connections between two

neural network layers; θC is the hyper-parameter of the critic
network to optimize the current action based on the reward
function. The optimization process is given using a loss function
L(θC) in the critic network:

L(θC) = −ΔQ̂i log
(
p(θC |θμ)

)
− (1− Q̂i) log

(
1− p(θC |θμ)

)
. (17)

The cooperative sensing is implemented by Algorithm 1.
Based on Algorithm 1, UAVs can acquire comprehensive data

for accurate mobile imitation. However, there may exist some
redundant data due to multiple sensors collecting data simultane-
ously. we invoke a data prune method to obtain lightweight local
DT models with effective and non-redundant data [42]. UAV i
collectsDi bits of data based on the proposed cooperative sens-
ing algorithm, whereDi = {Di,1, . . . , Di,a, . . . , Di,A}. We ex-
pect to reduce the data redundancy with ε-redundant mechanism:

‖ΔDi,a‖2 ≤ ε, (18)

where ΔDi,a is the difference between any two kinds of data
from different sensors; ε is a constant value. The specific imple-
mentation steps are given as follows.

S1. Set Di = {Di,1, Di,2, . . . , Di,a, . . . , Di,A}.
S2. Build neural network using ϑ and loss function L.
S3. Give the expected ε.
S4. Let ϑ̂ = argminϑ

1
A

∑
Di,a

L(Di,a, ϑ).

S5. Compute ϑ̂.
S6. Initialize S = ∅.
S7. Construct Hessian and positive definite matrix: Hϑ̂ =

1
n

∑
Di,a

�2
ϑL(Di,a, ϑ̂).

S8. Set a discrete variable W ∈ {0, 1}n.
S9. Maximize

∑A
a=1Wa under ‖WTS‖2 ≤ ε and Step 7.

S10. Compute Dε,max = {Di,a|∀Di,a,Wa = 1}.
S11. Remove redundant data: D ←− D\Dε,max.
The method can assist UAVs in acquiring lightweight DT

models through reducing data redundancy. With such a model,

Authorized licensed use limited to: TU Delft Library. Downloaded on May 23,2024 at 07:49:04 UTC from IEEE Xplore.  Restrictions apply. 



7384 IEEE TRANSACTIONS ON MOBILE COMPUTING, VOL. 23, NO. 6, JUNE 2024

Algorithm 1: Cooperative Sensing.

UAVs can exchange lightweight model parameters for an accu-
rate and real-time mobile imitation.

B. DT Model Aggregation

With the cooperative sensing results, UAV i can collect effi-
cient information to train a local DT model DTi(hi,Hi,hi,k).
The model can replicate mobile targets to the virtual space
through real-time information collection and updates. The im-
itation results are transmitted to the edge server for model
optimization. We provide a macro-viewed DT imitation on the
edge side with a model aggregation operation. It can assist UAVs
in improving imitation accuracy. In addition, UAVs can au-
tonomously decompose themselves into multiple groups based
on an effective decomposition method [43]. A feasible UAV is
elected as group leader in each group using the betweenness
centrality method:

max
v

⎧⎨
⎩g(v) =

∑
i
=v 
=j

ζij(v)

ζij

⎫⎬
⎭ , (19)

where g(v) is the betweenness centrality of UAV v; ζij is the
total number of shortest paths from UAV i to j; ζi,j(v) is the
number of paths passing through v.

We propose an attention-based model aggregation algorithm
shown in Fig. 4. Considering the high processing time for the
amounts of data, we use a key-value association rule where we
can process a lightweight ωi with necessary features instead of
the large-sized data Hi [44]. Explicitly, we formulate a compar-
ison function Θ(DTi,Φ;DTi(hi,Hi,hi,k), ωi) to estimate the
performance of local model DTi(hi,Hi,hi,k), where DTi,Φ

is an ideal optimization result. The function shows that if the
Θ value is smaller, the model performance is better. With the

Fig. 4. Illustration of model aggregation.

comparison function, we expect to acquire the optimal ω∗i :

ω∗i = arg min
ωi

1

card(Vi)

card(Vi)∑
i=1

× E [Θ (DTi,Φ;DTi(hi,Hi,hi,k), ωi)] . (20)

It is feasible to optimize the function Θ by continuous itera-
tions between the edge server and UAVs. However, the iteration
latency may be unacceptable for high-speed moving targets. We
invoke an attention mechanism to accelerate the aggregation
process in each round of iteration. In detail, the parameter ωj

is optimized by a multiple layers perception network shown in
Fig. 4. An encoder-decoder architecture is designed according to
the deep learning ideology [45]. For the encoder operation, the
feature parameters of UAV i are input into the neural network.
The original state space is mapped to a new feature space
with a lightweight conversion operation ωi,j = f(hi,j ,W

k
i,j),

where W k
i,j is a weight value that can be adjusted based on the

similarity between UAV i and j with the same sensed target k.
The decoder operation is implemented by the activation function
ði = ωt

iW
q
i,j , whereW q

i,j is a hyper-parameter. We can use tanh
function to obtain the aggregation probability between UAV i
and j:

ei,j = tanh (ðiωi,j), (21)

where ei,j is a probability vector; wi is updated as wj when
ei,j > 0.5; wi replaces wj when ei,j < −0.5.

The algorithm can dynamically updating the lightweightW k
i,j

instead of re-training for different tracking scenarios with dif-
ferent numbers and speeds of targets. The value represents the
mobile feature of targets which can reflect the change frequency
in the mobile velocity and the posture. When the change of
velocity of a target is high-frequent, the corresponding weight
is adjusted to highlight the mobile feature. In this case, when
other targets are involved, we only add their lightweight feature
information to the input queue. The historical learning parame-
ters similar to the feature information are transferred to the new
round of model aggregation for real-time imitation. The model
aggregation is implemented by Algorithm 2.
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Algorithm 2: Model Aggregation.

C. DT Inspection

Many state-of-the-art investigations have tried to design syn-
chronous algorithms between the physical space and the virtual
space for the high imitation accuracy [46]. However, it is difficult
to give a real-time synchronization method due to various influ-
ences including the different capabilities of sensors, dynamic
communication environments, and inevitable imitation latency.
In this case, we give an inspection method instead of eliminating
the system latency for imitation synchronization in the federated
DT to ensure the imitation accuracy by adding a feedback loop.

Explicitly, UAVs transmit historical imitation data and self-
feature information to edge servers for the DT inspection op-
eration. It avoids potential physical collisions among UAVs,
and reduces system energy consumption by analyzing mobile
trajectories. Based on this, we propose a DT inspection al-
gorithm that can jointly consider the historical imitation data
and the current states of UAVs. Fig. 5 shows our algorithm
from two perspectives: states of UAVs and historical data. The
inspection process may be time-consuming due to the amounts
of state information. With the aid of the model aggregation
algorithm, we can select representative features based on ωi to
input to multimodal learning architecture where we invoke the
actor-network of the DDPG architecture to support the learning

Fig. 5. Illustration of DT inspection.

stage. We can construct an input matrix in which rows are filled
by UAV features. It is noted that the matrix is sparse due to
only filling the representative features. In this case, we expect to
narrow the gap between the prediction value ψ′k in (7) and the
ground truth ψk collected in the practical scenario:

min

M∑
i

K∑
k

‖ψk − ψ′k‖. (22)

With the learning result, we formulate an action-value func-
tion V (Si) which is derived by the Hamilton Jacobi-Bellman
equation [47]:

1

τ
V (Si) = max

Ai

[
1

‖ψi,k − ψ′i,k‖
+
∂V (Si)

Si
f(Si, Ai)

]
, (23)

where τ is a given discount factor. Based on the equation, we
can explore feasible training direction to acquire the optimized
mobile action A∗i using a greedy policy:

A∗i = D

(
∂f(Si, Ai)

∂Ai

∂V (Si)

∂Si

)
, (24)

where D(x) is a Sigmoid function; f(x) is a mapping func-
tion [48]. It is a fact that we cannot always obtain the optimal
results. Therefore, the historical imitation data is used to im-
plement the prediction of the optimal states of UAVs. We can
adjust the weights of features based on theA∗i . With the updated
features, the current state of UAVs are updated as

Ṡi = f(Si, Ai) + vi, (25)

where vi is a random noise. An estimation λi is given by

λi =
P (Ṡi|i)∑M
j P (Ṡj |j)

, (26)

where P (Ṡi|i) is a likelihood probability under the Ṡi.
We can aggregate A∗i and λi for the optimal DT inspection

result. It can control UAVs to avoid potential physical collisions
and can optimize the behaviors of UAVs to perform accurate
target sensing and imitation. The inspection results are transmit-
ted to the local UAVs for high imitation accuracy. The iteration
numbers between the UAVs and the edge server are also reduced
for the real-time imitation. The DT inspection is implemented
by Algorithm 3.
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Algorithm 3: DT Inspection

D. Algorithm Complexity Analysis

The computational complexity is analyzed in three parts.
Firstly, the complexity of the actor-network is focused on the
matrix inversion operation with O(k(θ)), where k(θ) is a func-
tion whose input θ is the number of hidden layers. Therefore, the
time complexity for cooperative sensing is O(K · |E| · k(θ)).
Then, the time complexity of model aggregation is n · d2, where
n is the dimension of the parameter vector; d is the number of
parameters for different UAVs. Finally, the complexity of in-
spection operation ismax{O(K · |E| · k(θ)), n(ψmin)k(ψmin)},
where n(ψmin)k(ψmin) is the complexity of prediction net-
work with n(ψmin) neurons and k(ψmin) iterations. There-
fore, the system time complexity is max{O(K · |E| · k(θ) · n ·
d2),max{O(K · |E| · k(θ)), n(ψmin)k(ψmin)}}. The complex-
ity is lower than traditional deep reinforcement learning by
decoupling the functions of the DT framework with the federated
imitation.

VI. PERFORMANCE EVALUATION

In this section, we present the implementation of our federated
DT framework and evaluate its performance.

A. System Evaluation Metrics

UAVs can collect the target information cooperatively. The
local models are aggregated in a computing-intensive UAV as

Fig. 6. Snapshot of tracking imitation in Gazebo.

Fig. 7. Implementation Procedure in Gazebo with ROS.

TABLE I
SIMULATION PARAMETERS

an edge server that performs a macro DT imitation. As shown
in Fig. 6, we use the Gazebo, a stand-alone simulation applica-
tion [49], to imitate the tracking scenario. The states of UAVs, in-
cluding velocity, position, and posture, are limited in reasonable
ranges. The UAV paths are planned based on a Robot Operation
System (ROS) [50] shown in Fig. 7. In addition, the sensing
performance of the data collection comprehension is obtained
during the tracking process based on Network Simulation (NS-3)
software. The main simulation parameters are summarized in
Table I. We use four metrics to evaluate the performance of our
proposed federated DT:

1) System latency overhead: This metric reflects the DT
system latency.

2) Successful tracking ratio: It reflects the imitation accuracy
by recording the number of sensed mobile targets. It can be
also used to estimate the target sensing performance of the
cooperative sensing algorithm. The ratio η is formulated
with Pk under (1):

η = lim
T→∞

1

T

T∑
t=1

∑M
i=1

∑K
k=1 Pk

MK
. (27)
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Fig. 8. Obtained reward with different numbers of targets.

3) Collision frequency among UAVs: We use the metric to
evaluate the imitation robustness by analyzing the colli-
sion frequency.

4) System energy consumption: The metric can reflect the
performance of our DT inspection algorithm which assists
UAVs in planning optimal tracking paths.

We use four typical benchmarks for comparison:
1) Centralized DT imitation method [51]: It leverages a deep

reinforcement learning method running on the edge server
to implement a centralized imitation based on environ-
mental information.

2) Distributed DT imitation method: UAVs exchange their
local DT models with neighbors for imitation consensus
under a multi-agent learning architecture [52].

3) Matched Deep Q-network (DQN) [53]: It leverages a
deep learning framework where agents interact with the
physical scenario without the support of DT.

4) Evolution theory-based target tracking [54]: It provides
an adaptive differential evolution by continued iterations
to acquire positions of targets for accurate tracking.

B. Evaluation for Cooperative Sensing

Fig. 8 provides the training performance for cooperative sens-
ing algorithm based on DDPG architecture. We find that all the
rewards can obtain convergences with the different numbers of
targets under 20 UAVs. In other word, our cooperative sensing
algorithm has the ability to acquire comprehensive target data.
Based on this, Fig. 9 gives the transient state of cooperative
sensing performance under 20 deployed UAVs to evaluate the
cooperative sensing performance. The green circle represents
UAVs marked as “U”, and the red triangle denotes mobile targets
marked as “T” implemented in NS-3. Meanwhile, the targets
that are not sensed are encircled using black circles. Based on
the sensing parameter requirement in Table I, we find that our
federated DT can realize full-scale sensing during the tracking
process shown in Fig. 9(a). We can ensure a highly accurate
sensing performance with 20 UAVs tracking 30 targets.

Fig. 9(b) depicts the cooperative sensing performance under
50 targets with an average speed of 56 km/h. UAVs track the
targets with an average speed of 32 km/h. We draw that our

solution sense more than 90% of targets successfully. It implies
that our method is efficient for accurate DT imitation. UAVs
seem to overlap with targets in the 2-dimension simulation figure
with the same horizontal and vertical coordinates but different
height values. When the number of targets increases to 70, our
method can still realize a robust sensing performance. As shown
in Fig. 9(c), except for a few targets such as T47 and T2 cannot
be sensed, our federated DT can realize up to 87.5% of targets
to ensure a comprehensive data collection operation.

C. Evaluation for Real-Time Performance of DT

We estimate the real-time of our federated DT under multi-
dimensional imitations based on different numbers of targets and
UAVs with different velocity values. Fig. 10(a) gives the com-
parison by imitating different numbers of targets under 20 UAVs
with an average velocity value of 32 km/h. We find that all the
latency overheads increase with the increase in the number of
targets. However, our federated DT algorithm always meets the
imitation requirement with the given maximal latency of 1.5 s.
The distributed imitation algorithm performs worse than the
centralized algorithm. It is because UAVs exchange information
in the virtual space frequently which causes a high latency over-
head. The performance of the matched-DQN algorithm is satis-
fied when the number of targets is less than 40. When the number
of targets increases, the latency overhead increases significantly
due to frequent interactions with the physical environment. Our
federated DT system can enable UAVs to exchange lightweight
DT model parameters for low-latency sensing cooperation and
tracking imitation. It can reduce the imitation pressures of edge
servers from the centralized imitation method. On the other hand,
it can also reduce the frequency of information exchange for
real-time mobile imitation. Quantitatively, our algorithm can
reduce 25.0% imitation latency compared to the best benchmark.

Fig. 10(b) depicts the comparison of the real-time metric
in imitating 50 targets with different moving velocity values
and the same number of UAVs as Fig. 10(a). We draw the
conclusion that the imitation latency overhead still keeps under
the given 2 s using our federated DT scheme. The centralized
imitation manner performs well when the average velocity of
targets is less than 48 km/h. It is because the high-moving
targets incur huge pressure on the centralized manner. Simi-
larly, the frequent information exchange that occurs in the dis-
tributed manner performs a high-latency system performance.
The performance of the matched DQN algorithm is worse than
that of the distributed imitation manner. It is because the high
dynamic of the targets causes huge computing pressure on the
matched DQN algorithm implemented in resource-restrained
edge servers. Furthermore, the algorithm may cause physical
collisions among UAVs with unreasonable tracking decisions.
The case can further increase computing latency for feasible
tracking decisions. The evolution-based algorithm also causes
a high-latency system response with frequent iterations. Our
federated DT solution enables edge servers to perform rapid
model aggregation for high-speed moving targets. Besides, our
solution can further reduce imitation latency with the aid of the
trajectory prediction method. In this case, our algorithm reduces
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Fig. 9. Transient state of cooperative sensing performance under 20 UAVs.

Fig. 10. Real time of imitation reflected by latency overhead under different metrics.

Fig. 11. Real time of imitation reflected by latency overhead under different velocities of UAVs. Imitation accuracy reflected by successful tracking ratio under
different velocities and numbers of targets.

the imitation latency overhead of 28.6% compared to the best
benchmark approximately.

In addition, Fig. 10(c) gives the comparison based on dif-
ferent numbers of UAVs with different velocity values. With
30 targets, we discover that the increased slope of our latency
overhead is the lowest than other benchmarks. In our federated
DT, the latency is mainly consumed in the stage of the model
aggregation with additional UAVs. The mild increase in slope
demonstrates that the model aggregation algorithm can meet
the real-time imitation requirement. It reduces 68.0% imitation
latency compared to the centralized manner. Quantitatively, the

imitation latency will tend to be stable when the number of UAVs
is more than 31 with a constant number of mobile targets. The
tendency also demonstrates that our algorithm is robust in the
highly-dynamic mobile tracking scenario.

Fig. 11(a) tells us that the imitation latency overhead is
significantly reduced when we change the velocity values of
UAVs. Given the same numbers of targets as that in Fig. 10(c)
with an average speed of 56 km/h and 20 UAVs, we find
that our federated DT alleviates the imitation latency overhead
compared to other benchmarks. It is because ours can imple-
ment an efficient imitation to explore optimal flight paths, with
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Fig. 12. Imitation inspection for collision-avoidance, system energy consumption optimization and energy consumption in communications.

which UAVs can perform low-latency tracking. It saves more
time to imitate what the targets will do next. In this case, our
algorithm decreases the imitation latency overhead of 68.4%
compared to the centralized manner. Quantitatively, when we
set the sensing frequency of sensor b, bi ∈ [4 MB/s, 5 MB/s],
and the number of sensors A = 8, UAVs perform the low-
est latency overhead of 600 ms with an average speed of
72 km/h.

D. Evaluation for DT Accuracy

We evaluate the DT accuracy based on the successful tracking
ratio metric given by (27) under different numbers of targets
with different velocity values. Fig. 11(b) provides a comparison
under different numbers of targets with an average speed of
56 km/h. In the case of 25 UAVs with an average of 32 km/h
moving speed, our federated DT achieves a successful tracking
ratio of up to 90% even the number of targets increases to 50.
For the centralized scheme, our solution reduces the pressure
of imitation on the center side by aggregating received model
parameters. Our framework also achieves a higher imitation
accuracy with a high successful tracking ratio compared to
the distributed scheme. It is because the frequent information
exchange in distributed imitation is eliminated in our framework.
Our solution improves 10.4% and 22.4% successful tracking
ratios contrasting to the centralized and distributed schemes,
respectively.

Furthermore, Fig. 11(c) gives the comparison in the imita-
tion accuracy with different velocity values of the targets. The
number of UAVs is 20, with an average speed of 32 km/h; the
number of targets is 40. We draw that the successful tracking
ratios of all the algorithms reduce with the increase of veloci-
ties of targets. However, ours maintains the highest successful
tracking ratio with up to 95.0%. It implies that our framework
realizes a highly robust imitation in dynamic scenarios. Our
framework’s advantages are obvious considering two aspects: 1)
The imitation accuracy can be improved by selecting feasible DT
model parameters on the edge server. 2) We provide an efficient
DT inspection solution to dynamically correct imitation results.
It also provides the imitation experience for local UAVs. The
results can conduct UAVs to perform accurate tracking with
a highly successful tracking ratio. Our federate DT improves

13.0% and 14.3% successful tracking ratios compared to the
centralized manner and the distributed scheme, respectively.

E. Evaluation for DT Inspection

The DT inspection is mainly divided into three parts: 1)
Collision avoidance. 2) Tracking path optimization. 3) Energy
consumption in communication.

Our federated DT can conduct cooperative tracking imitation
based on aggregated DT models. The edge UAV inspects the
mobile positions of UAVs to predict the potential collisions
among UAVs during the tracking process. Fig. 12(a) gives the
inspection performance for collision avoidance. We draw that
our federated DT can imitate to predict the potential collisions
among UAVs. Based on the cross-layered cooperation manner,
UAVs can efficiently avoid physical collisions when reaching 80
iterations. The centralized manner can not eliminate the collision
risk due to the obvious time-consuming imitation manner. The
Matched DQN algorithm can implement the collision inspection
operation that UAVs sense the state of neighbors frequently.
In this case, the time of collision avoidance is significantly
unacceptable.

The federated DT can also inspect the moving paths of UAVs
to explore the optimal cooperative tracking solution with ac-
ceptable energy consumption. Fig. 12(b) depicts the comparison
of system energy consumption under the different benchmarks.
With the same parameters as that of Fig. 11(b), we see that
energy consumption increases with the increase in the number of
targets. However, our federated DT realizes the lowest increase
slope compared to other benchmarks. It is because the model
aggregation method assists UAVs in dynamically associating
feasible targets with the energy budget constraint. Compared
to the distributed imitation scheme, the centralized DT gives
a better UAV allocation solution thanks to a global view. Our
federated DT reduces 28.3% and 50.0% energy consumption
compared to the centralized and distributed scheme, respec-
tively.

Fig. 12(c) shows the comparison of energy consumption in
communication. The energy consumption in communications
using our solution is the lowest compared to the benchmarks. It
implies that our federated DT framework can efficiently reduce
data transmission frequency with lightweight DT parameters.
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Fig. 13. Imitation of UAV postures at the different wind speeds and posture correction.

The centralized framework incurs more energy consumption
in communication by transmitting a mass of data among edge
servers and UAVs. On the other hand, the distributed framework
gets into the worst condition with the highest energy consump-
tion in communication. It is because UAVs need frequently
exchange data with neighbors for accurate imitation decisions.
Our solution can reduce 33.3% and 77.8% energy consumption
in communications compared to the centralized and distributed
frameworks, respectively.

We also evaluate the interference of wind speeds which has
the main impact on UAV tracking performance [6]. We use
the Gazebo to record the UAV postures in the condition of no
wind. As shown in Fig. 13(a), UAVs can adjust roll angles to
cooperative sense target information for comprehensive data
collection and accurate imitation with a flight speed of 5 m/s.
When targets move toward a fixed direction, the yaw and pitch
angles of UAVs are approximately constant. The UAV postures
are shown in Fig. 13(b) under 15 m/s and 25 m/s wind speeds
respectively. We find that the wind can cause UAVs to deflect
significantly to influence the data collection performance. In
this case, our federated DT can efficiently inspect the status
of UAVs and correct their postures for comprehensive sensing
and accurate imitation. Fig. 13(c) shows that our algorithm can
rapidly correct the postures of UAVs in a unit of time.

To test our solution in a real scenario, we provide a test case
to evaluate the proposed federated DT solution where two DJI
UAVs managed by an edge UAV track a target. As shown in
Fig. 14, UAVs can implement a cooperative DT imitation opera-
tion with the Manifold 2 computer, a powerful onboard computer
with NVIDIA Jetson TX2 GPU model [55]. We implement our
federated DT through code portability from the Gazebo system
to the Manifold computer [56]. Before that, we use DJI APP to
plan target trajectories randomly shown in Fig. 15. The target
moves with an average speed of 3.4 m/s. UAVs use onboard
sensors to collect environment information shown in Fig. 16.
The UWB and ultrasonic sensors are used to acquire physical
distances between UAVs and targets and the velocities of targets.
The camera captures images of targets. The gyroscope sensor
enables to acquire postures of UAVs.

We use socket communication technology to implement the
information transmission with IP address and port number where
all the UAVs can communicate in a Local Area Network (LAN).

Fig. 14. Implementation of tracking imitation.

Fig. 15. Target trajectory planning.

Fig. 16. UAV with sensors.

It is bound to a port number so that the Transmission Control
Protocol (TCP) layer can identify the application to which data is
destined to be sent. With an average 10 MByte/s of sensing rate
and 5 m/s moving speed, UAVs can adjust sensing directions to
collect target information cooperatively for tracking imitation.
The system energy consumption is compared based on the same
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physical scenario with 2 m/s of natural wind speed and the
same target trajectory. We can calculate the energy consumption
metric through changes in voltage charges of UAVs with TB60
batteries [57]:

0.4 V× 5935 mHA× 3.6 = 8.5464 kJ. (28)

Compared to the centralized and distributed imitation manner,
our federated DT solution can save 0.03 V voltages (472.21 J)
and 0.05 V voltage (640.98 J), respectively. Sensing and commu-
nication ranges are circular areas with 30 m radii, respectively.
With the same system parameters, the system latency is defined
as the time from the time the target escapes from the sensing
ranges of UAVs to the time UAVs sense the target again. In this
context, our system latency overhead is about 1.2 s using the
time stamping method while the centralized and distributed DT
are approximately 2 s and 2.5 s, respectively. Our federated DT
solution can effectively reduce the DT imitation latency with the
lightweight data exchange manner.

F. Performance Discussion

We consider a specific application area of hit-and-run pur-
suit where the UAV swarm performs our proposed federated
Digital Twin (DT) imitation for cooperative target tracking on
the plain terrain. The system performance is affected by the
changes of environment changes, including weather influence
(temperature and humidity, illumination intensity, and wind
speed), as well as the number, density and velocity of UAVs and
targets, etc. We implement offline training to acquire several
typical network models based on different environments. To
improve the diversity of network models, we invoke a Gener-
ative Adversarial Network (GAN) algorithm to generate new
data through a generator network based on the information
of different environments [58]. The GAN algorithm can then
evaluate the generative data through a discriminative network to
output high-quality training samples. The samples are imported
into the training database to enrich the diversity of network
models based on offline learning. The diverse models can assist
UAVs in optimizing their tracking paths, velocities, and postures
for different environments. When edge servers are available,
we can enable the computing-intensive edge servers to assist
UAVs in implementing online training with DT derivations.
It can provide highly accurate optimization decisions to cope
with unprecedented environmental patterns. In this work, we
specifically analyze three important system metrics to evaluate
the impacts of the number and the density for mobile targets,
including imitation response time, system imitation capability,
and imitation error ratio.

As a significant system metric, the imitation response time,
including sensing time, imitation latency, data transmission
latency, and DT inspection time, can reflect the imitation ef-
ficiency. In Fig. 10(a) and (b), we find that the response time
of our solution is always less than 1.5 s for all the cases with
different numbers and densities of targets. The response time is
still acceptable when the number of targets is more than that
of UAVs. In other words, our framework can rapidly output
imitation decisions even in overloaded conditions.

The system imitation capability can closely reflect the coop-
erative imitation performance. It can analyze the cooperative
effectiveness when the number of targets is overloaded. In this
context, we mainly focus on the software process capability
based on the cross-layered cooperation between the UAVs and
the edge server. Based on the simulation results, our federated
DT can imitate 20 UAVs cooperatively tracking 75 targets at
most with a deployment density of 8.3 targets per km2 under
response latency of 2 s. This implies that our federated DT can
perform an overloaded imitation.

The imitation error ratio can be estimated by the timeout
ratio. The timeout ratio reflects the imitation effectiveness that
is equivalent to the successful tracking ratio metric. In Fig. 11(b),
the highly successful tracking performance with over 90% can
be still obtained when the number of targets is more than twice
as many as that of UAVs. When the number of targets is twice
as many as that of UAVs from Fig. 11(c), we observe that UAVs
with an average speed of 32 km/h can still track targets with an
average speed of 72 km/h with up to 95% successful tracking
ratio. It implies that the imitation error is low.

VII. CONCLUSION

We have designed a flexible federated DT framework to ensure
real-time and accurate imitation with high reliability in mobile
tracking scenarios. To acquire comprehensive information on
mobile targets, we present a cooperative sensing algorithm to
reduce data redundancy while accelerating the data collection
process. Then, we propose a model aggregation algorithm in the
federated DT framework to ensure an accurate mobile imitation.
Based on this, we give multiple representative metrics to esti-
mate our solution. The results demonstrate that our federated DT
can realize a real-time tracking imitation. The mobile imitation
decisions also ensure a highly successful tracking ratio. This
work provides a foundation for the application of DT imitation
in general mobile scenarios. There still exist several technical
challenges. In the future, we will explore a more universal DT
solution to serve different types of mobile scenarios.
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[42] P. Zyblewski and M. Woźniak, “Novel clustering-based pruning algo-
rithms,” Pattern Anal. Appl., vol. 23, no. 3, pp. 1049–1058, 2020.

[43] S. Scardapane, I. Spinelli, and P. D. Lorenzo, “Distributed training of graph
convolutional networks,” IEEE Trans. Signal Inf. Process. Netw., vol. 7,
pp. 87–100, 2021.

[44] E. League, “Key-value pairs explained,” 2021. [Online]. Avail-
able: https://experienceleague.adobe.com/docs/audience-manager/user-
guide/reference/key-value-pairs-explained.html?lang=en

[45] X. Zhang, Y. Yang, Z. Li, X. Ning, Y. Qin, and W. Cai, “An improved
encoder-decoder network based on strip pool method applied to seg-
mentation of farmland vacancy field,” Entropy, vol. 23, no. 4, 2021,
Art. no. 435.

[46] S. Mihai et al., “Digital twins: A survey on enabling technologies, chal-
lenges, trends and future prospects,” IEEE Commun. Surv. Tuts., vol. 24,
no. 4, pp. 2255–2291, Fourthquarter 2022.

[47] C. Rieger, R. Boring, B. Johnson, and T. McJunkin, Resilient Control
Architectures and Power Systems. Hoboken, NJ, USA: Wiley, 2022.

[48] B. Liu, “Robust sequential online prediction with dynamic ensemble of
multiple models: A review,” Neurocomputing, Jul. 2023, Art. no. 126553.

[49] N. Koenig and A. Howard, “Design and use paradigms for Gazebo, an
open-source multi-robot simulator,” in Proc. IEEE/RSJ Int. Conf. Intell.
Robots Syst., 2004, pp. 2149–2154.

[50] S. Macenski et al., “Robot operating system 2: Design, architecture, and
uses in the wild,” Sci. Robot., vol. 7, 2022, Art. no. eabm6074.

[51] Y. Lu, S. Maharjan, and Y. Zhang, “Adaptive edge association for wireless
digital twin networks in 6G,” IEEE Internet Things J., vol. 8, no. 22,
pp. 16219–16230, Nov. 2021.

[52] W. Chen et al., “MADDPG algorithm for coordinated welding of multiple
robots,” in Proc. IEEE 6th Int. Conf. Autom. Control Robot. Eng., 2021,
pp. 1–5.

[53] Y. S. Nasir and D. Guo, “Multi-agent deep reinforcement learning for
dynamic power allocation in wireless networks,” IEEE J. Sel. Areas
Commun., vol. 37, no. 10, pp. 2239–2250, Oct. 2019.

[54] Y. Yu et al., “Distributed multi-agent target tracking: A nash-combined
adaptive differential evolution method for UAV systems,” IEEE Trans.
Veh. Technol., vol. 70, no. 8, pp. 8122–8133, Aug. 2021.

[55] X. Hui, J. Bian, Y. Yu, X. Zhao, and M. Tan, “A novel autonomous
navigation approach for UAV power line inspection,” in Proc. IEEE Int.
Conf. Robot. Biomimetics, 2017, pp. 634–639.

[56] A. Staranowicz and G. L. Mariottini, “A survey and comparison of com-
mercial and open-source robotic simulator software,” in Proc. 4th Int. Conf.
PErvasive Technol. Related Assistive Environ., 2011, pp. 1–8.

Authorized licensed use limited to: TU Delft Library. Downloaded on May 23,2024 at 07:49:04 UTC from IEEE Xplore.  Restrictions apply. 

https://www.sciencedirect.com/science/article/pii/0021892862900102
https://www.sciencedirect.com/science/article/pii/0021892862900102
https://experienceleague.adobe.com/docs/audience-manager/user-guide/reference/key-value-pairs-explained.html{?}lang=en
https://experienceleague.adobe.com/docs/audience-manager/user-guide/reference/key-value-pairs-explained.html{?}lang=en


ZHOU et al.: FEDERATED DIGITAL TWIN FRAMEWORK FOR UAVs-BASED MOBILE SCENARIOS 7393

[57] T. Kersten, J. Wolf, and M. Lindstaedt, “Investigations into the accu-
racy of the UAV system DJI matrice 300 RTK with the sensors Zen-
muse p1 and l1 in the Hamburg test field,” in XXIV ISPRS Congress
“Imaging Today, Foreseeing Tomorrow”. Nice, France:Copernicus, 2022,
pp. 339–346.

[58] E. Brophy, Z. Wang, Q. She, and T. Ward, “Generative adversarial networks
in time series: A systematic literature review,” ACM Comput. Surv., vol. 55,
no. 10, pp. 1–31, 2023.

Longyu Zhou (Student Member, IEEE) is currently
working toward the PhD degree with the School of
Information and Communication Engineering, Uni-
versity of Electronic Science and Technology of
China (UESTC). He is also a visiting student with
Embedded Systems (ES) Group, Delft University of
Technology, The Netherlands. His research interests
include Internet of Things, edge intelligence, resource
scheduling, and wireless sensor networks. He was the
recipient of the best paper award in 20th IEEE Confer-
ence on Communications and Technology. He is/was

a PC member of the IEEE Global Communications Conference (Globecom)
and the IEEE International Conference on Communications (ICC). He is also a
reviewer of IEEE Transactions on Vehicular Technology and IEEE Internet of
Things Journal.

Supeng Leng (Member, IEEE) received the PhD de-
gree from Nanyang Technological University (NTU),
Singapore. He is currently a full professor and the vice
dean with the School of Information and Communi-
cation Engineering, University of Electronic Science
and Technology of China (UESTC). He is also the
Director of the Sichuan International Joint Research
Center for Ubiquitous Wireless Networks. His re-
search interests include spectrum, energy, routing
and networking in the Internet of Things, vehicular
networks, broadband wireless access networks, and

the next generation intelligent mobile networks. He published over 200 research
papers and 4 books/book chapters in recent years. He got the Best Paper Awards
at 4 IEEE international conferences. He serves as an organizing committee chair
and a TPC member for many international conferences. He is the editorial
member of 4 international journals and a reviewer for over 20 well-known
academic international journals.

Qing Wang (Senior Member, IEEE) received the PhD
degree from UC3M and IMDEA Networks Institute,
Spain, in 2016. He is currently an assistant professor
of the Embedded and Networked Systems Group,
Delft University of Technology, The Netherlands. He
is the co-founder of OpenVLC, an open-source and
low-cost platform for VLC research. His research
interests include visible light communication and
sensing systems, and the Internet of Things. His re-
search outcomes on active/passive visible light com-
munication and sensing systems have been published

at IEEE/ACM conferences and journals such as ACM MobiCom, CoNEXT,
SenSys, IEEE INFOCOM, IEEE/ACM Transactions on Networking, and IEEE
Journal on Selected Areas in Communications. He has received several paper
awards, including the Best Paper Awards from ICC’23, EWSN’23, SenSys’22,
Morse’22, COMSNETS’19, and Best Paper Runner-Ups from EWSN’22, Mo-
biCom’20 (Honourable Mention), and CoNEXT’16.

Authorized licensed use limited to: TU Delft Library. Downloaded on May 23,2024 at 07:49:04 UTC from IEEE Xplore.  Restrictions apply. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


