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C h a p t e r

1
Introduction

1.1 Introduction

Nowadays, telecommunication is of profound importance to modern society. This is due to
the increasing demand for fast and reliable data streams. Cellular communication has evolved
over several generations of wireless standards. These have ranged from second-generation cellular,
based on the global system for mobile communications (GSM) and enhanced data rates for GSM
evolution (EDGE), to third-generation (3G) cellular systems, based on wideband code division
access (WCDMA), to fourth-generation (4G) cellular, using 3GPP long-term evolution (LTE), to
today’s fifth-generation (5G), based on the 3GPP 5G new radio (5G-NR) (Fig. 1.1). Besides cellular
communication, various other applications such as localization or near-field communication (NFC)
are also reliant on wireless channels. This has resulted in additional standards such as: wireless
local area networks (WLANs, IEEE 802.11), bluetooth (BT)/bluetooth low energy (BLE), and
ultra-wideband (UWB), which have all been developed to fulfill the very different demands of these
wireless links. All these wireless links need to co-exist and be co-integrated into portable devices
such as tablets and smartphones.

Along with the ongoing iterations in wireless standards, another evolution never seems to stop,
namely “Moore’s Law". The past decade has witnessed this law, which has dictated industries
oriented from complementary-metal-oxide-semiconductor (CMOS) processes, downscale the gate
length from 28 nm to 5 nm. For every reduction in size by a factor of two, the transistor density
in a CMOS process doubles, while the transistors can operate at a lower supply voltage with
reduced parasitics. Consequently, transistors have become faster and more friendly in digital signal
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2 Introduction

Figure 1.1: Evolution of cellular mobile communication standards. [1]

processing (DSP) applications. Moreover, their cut-off frequency has improved, enabling their use
in RF analog/mixed-signal applications as well.

The improvements in CMOS technology offer a growing potential for expansion into (new) appli-
cations in (wireless) market segments which have been traditional strongholds of III-V technology,
e.g. GaAs, GaN, or bipolar-based technologies such as SiGe. These more traditional RF technologies,
until now, still offer the best performance in terms of linearity, output power, and efficiency when
considering purely analog-oriented RF circuits. On the other hand, these analog implementations
suffer from low integration, poor design logistics, high costs, while their analog nature yields drift
and circuit inaccuracies that can degrade spectral purity. Since CMOS is already the technology of
choice for the baseband and signal processing parts of wireless systems, the following question arises:
“What if we change the nature of the RF front-end, such that we can start truly benefiting from the power
of CMOS in “digital" (switching) operations?"
It is this research question that provides the foundation of this thesis. To answer this research
question sufficiently, we will focus on the transmitter (TX) (and its modulator/pre-drivers) of a
wireless system. It is this key building block that proves to be the most power-hungry and offers the
biggest challenges in electrical performance in terms of: bandwidth, output power, linearity/spectral
purity, and efficiency. Consequently, this dissertation will explore novel TX architectures that enable
high-performance sub-6 GHz TX systems with simultaneously high spectral purity and efficiency.
The concepts proposed in this thesis open up a new realm for revolutionary digital-intensive TX
(DTX) line-ups that can offer higher functionality, higher performance, and increased integration at
reduced costs. These properties are essential to the successful implementation of massive multiple-
input-multiple-output (mMIMO) wireless systems, which require between 4, 16, 32, 64, 128, or even
256 more TX line-ups, compared to conventional wireless systems.
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Figure 1.2: Roadmap of Moore’s law. [2]

1.2 CMOS TXs: Challenges and Opportunities

1.2.1 Challenges

As mentioned above, the high cut-off frequencies of today’s CMOS technologies have paved the
way for high performance CMOS-based analog circuits. However, their low output power is still
one of the biggest obstacles in developing fully integrated TXs for wireless applications. As can be
seen in Fig. 1.3, the achievable Psat of a CMOS power device is much lower than that of devices
fabricated in other technologies [3]. One of the reasons for this is the thin gate oxide layer in these
modern CMOS processes. The need for such a thin oxide can be understood by considering the
side view of the MOS transistor in Fig. 1.4 [4]. To suppress field-effect-transistor (FET) operation
degradation, the doping of the drain must be very high. Consequently, to boost transistor gain in
analog operation and to keep the gate voltage swings low for digital operation, a very thin gate
oxide is required. In the most advanced CMOS processes, the gate oxide is now less than 2 nm.
Such a thin oxide layer is not immune to breakdown when a high voltage is applied between the
gate and source. Therefore, in most cases, the output power of a CMOS device is restricted by this
breakdown voltage and is significantly lower than that of III-V technologies.

Another reason for inferior TX performance is the lossy CMOS substrate and its metal stack.
These tend to degrade the performance of on-chip passive devices, such as inductors, transformers,
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Figure 1.3: Saturated output power of different semiconductor device technologies vs. frequency. [3]

and capacitors, which are commonly used in RF circuits. Due to the short distance between the
metal layers used for routing and the low ohmic substrate, as well as the absence of thick copper
and aluminum layers in a CMOS process, these insertion losses are typically higher than in those of
other III-V processes. Therefore, the output power and energy efficiency of CMOS TX chipsets
tend to be worse than those in other semiconductor technologies.

Consequently, to meet the high demands of today’s smartphones, monolithic microwave integrated
circuit (MMIC)-based power amplifiers (PAs) are used as the RF front-end while CMOS chipsets are
only used to drive them. Figure. 1.5 presents the front and rear of an Iphone-12 Pro motherboard.
The central processing unit (CPU), intermediate frequency (IF) modules, UWB modules, and RF
modules are all CMOS technology-based, while the MMIC front-ends are based on III-V technology.
In summary, the CMOS chipsets are mainly focused on signal generation and signal decomposition,
while III-V front-ends are applied to handle the RF signals going from/to the antennas. Therefore,
all the chipsets implemented in III-V technologies are placed close to the antennas. One exception,
in Fig. 1.5, is the UWB chipsets. Due to its low RF output power, the related UWB CMOS chipset
can directly drive the antenna.

These disadvantages in CMOS process will deteriorate with CMOS process-scaling: the supply
voltage decreases with each process evolution along with the related transistor breakdown voltage.
Unfortunately, the targeted RF output power does not scale down as CMOS technology evolves.
Therefore, it is increasingly more difficult to generate sufficient RF power with the most advanced
CMOS technologies.

1.2.2 Opportunities

Despite the aforementioned challenges in TX design, employing advanced CMOS technologies
also brings some key advantages. First of all, the speed of CMOS circuitry is significantly improved
as the technology evolves, providing an excellent platform for DSP. For example, in a 40 nm LP
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Cox

Figure 1.4: Side view of typical CMOS devices. [4]

CMOS process, the minimum delay of a single inverter can drop below 20 ps, which is less than half of
the delay in a 0.18 µm process. As such, it can provide faster signal processing at an even lower level
of power consumption. This enables the use of digital calibration and correction for analog circuits.
Furthermore, the FETs in a modern CMOS process exhibit excellent switching characteristics.
Switching PAs, such as class-D, class-E, and class-F PAs, can be relatively easily employed with
CMOS circuits to achieve better efficiency performance than with analog linear PAs. These rapid
improvements have opened the door for so-called DTXs which have narrowed the performance gap
between CMOS-based TX implementations and their more conventional counterparts. As a result,
recently, DTX has become a popular topic in the RFIC research domain.

1.3 Thesis Objective

From the discussion above, one can conclude that the power efficiency and linearity of (traditional)
CMOS-based TXs suffer from many compromises made in process and circuit design. To realize
high-efficiency, high-linearity sub-6G DTXs in a modern CMOS process, novelties at both the system
and circuit level must be introduced. The objective of this thesis is to develop these techniques and
illustrate their effectiveness in proof-of-concept demonstrators.

In the first half of this dissertation, the polar TX architecture is chosen as the starting point due
to its high efficiency performance. Next, modifications to the polar TX architecture are proposed to
extend its modulation bandwidth, while still achieving an output spectrum with high purity. For
this purpose, a dedicated ultra-wideband phase modulator has been developed with high phase
accuracy. To facilitate the handling of complex modulated signals with a large peak-to-average
power ratio (PAPR), a Doherty efficiency enhancement technique has been adopted to further
enhance the polar TX-lineup efficiency in power back-off (PBO) region. To improve the overall polar
TX line-up efficiency, the entire digital baseband circuitry has been co-integrated on-chip, including
coordinate rotation digital computing (CORDIC) and digital pre-distortion (DPD), yielding the
first fully functional system-on-chip (SoC) polar Doherty DTX demonstrator.

Although this polar demonstrator demonstrates state-of-the-art linearity performance, it still
needs some DPD to meet the spectral mask requirements. In practical low-to-medium power
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Figure 1.5: Front and rear mainboard of an iPhone-12 (Courtesy of Apple Inc.).

applications, such a DPD unit, including an error-correction loop could result in the consumption
of too much supply power and therefore might lower the achievable overall TX line-up efficiency.
This is especially a concern when targeting very large modulation bandwidths (e.g., > 100 MHz).
Therefore, in the second part of this thesis, an alternative approach to the DTX design problem is
explored. A very linear, wideband Cartesian DTX architecture is selected as the starting point, after
which we aim to improve its power efficiency. Given this strategy, two direct digital RF-modulators
(DDRMs) are proposed that provide superior spectral purity and excellent wideband performance,
with improved efficiency over conventional Cartesian DTX architectures.

1.4 Thesis Outline

This thesis is organized as follows.

• Chapter 2 gives an overview of the fundamentals used in conventional analog TX line-ups and
PAs, and the evolution from analog-intensive TX line-ups towards DTX line-ups. In addition,
this chapter gives a brief overview of efficiency enhancement techniques to improve the average
efficiency of a wireless system when dealing with complex signals such as quadrature amplitude
modulation (QAM) or an orthogonal frequency division multiplexing (OFDM) signal.

After the introduction in Chapters 1 and 2, the thesis splits into two parts. The first part is
focused on the design and implementation of a fully-integrated digital-intensive polar Doherty
TX, which to the best of the author’s knowledge, is the first-ever reported fully integrated SoC
polar Doherty DTX. The second part of the thesis covers the design of very linear wideband
DDRMs. Details of these two different concepts are explained in the following part.
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• Chapter 3 provides the system-level discussion of the segmented class-E digital Doherty TX.
A comprehensive analysis of the segmented switched-mode class-E output stages with their
amplitude-control-word (ACW)-AM and ACW-PM distortion is given and extended here to
also cover the behavior of the proposed Doherty configuration. The design and implementation
details of the complete DTX chain are provided in this chapter, except for the wideband phase
modulator which is discussed in Chapter 4. The realized Doherty digital PA (DPA) achieves a
measured drain efficiency of respectively 49.4 % at peak power and 33.7 % drain efficiency at
its 6 dB PBO point. Using the on-chip DPD functionality, it can support 40 MHz 64-QAM
signals at an operating frequency of 2.4 GHz, while achieving an average drain efficiency of
25 %.

• Chapter 4 concentrates on the design of an ultra-wideband phase modulator. The severe
bandwidth expansion in polar TXs can exceed 3× to 5× the original modulation bandwidth,
which yields severe design challenges for the phase modulator in these systems. Any bandwidth
constraint in such a phase modulator results in limitations on the spectral purity of the
output signal. In these phase modulators, a common source of phase distortion is the presence
of third-order counter-intermodulation C-IMD3) products, which result from the folding
back of intermodulation (IM) products around the higher harmonics. In the proposed ultra-
wideband phase modulator, harmonic rejection (HR) techniques are deployed to suppress
these undesired mixing products, and thus, enhancing its phase linearity. To enlarge its video
bandwidth, the proposed phase modulator uses an RFDAC-based Cartesian architecture that
employs a current-steering topology. Measurement results show that this phase modulator
can successfully support 80 MHz of modulation bandwidth with an error-vector-magnitude
(EVM) of better than -27 dB, making it an excellent candidate for realizing (future) wideband
polar TXs.

Chapters 5 and 6 cover the second part of this thesis and are mainly focused on the DDRM
architecture to achieve high linearity performance combined with very large modulation bandwidths.
In addition, several dedicated efficiency enhancement techniques are proposed for this architecture.

• Chapter 5 provides first a comprehensive comparison between DPA based Cartesian DTXs
and DDRMs. This shows the advantages and disadvantages of these two increasingly popular
architectures. Following that, we propose an advanced IQ-mapping technique for unsigned
DDRM operation, which offers both an efficiency and linearity advantage over conventional
DDRM implementations. These improved properties are also supported by an analysis. The
proposed DDRM architecture is demonstrated to support a video bandwidth up to 320 MHz
without DPD.

Although unsigned DDRMs can provide superior linearity performance, the PAs they are driving
is the bottleneck in the linearity of the entire line-up. Conventionally, these PAs are configured as
a common source (CS)/common emitter (CE) topology, which yields the highest gain but suffers
from non-linear I-V relations. In a traditional analog design, these non-linear I-V curves are utilized
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to clip the waveforms in the output stage, and as such, boost the efficiency. However, at the same
time, it is this non-linear behavior that yields distortion in the TX output signal.

• Chapter 6, addresses this problem by introducing a new TX line-up based on a signed DDRM
that drives a common-gate (CG)/common-base (CB) output stage in pure current-mode
operation. In this approach, the waveform clipping, needed for improving the efficiency in
the CG/CB PA, is implemented by introducing a novel auxiliary current division path in
the DDRM unit cells which allows engineering of the current waveform. Furthermore, signed
IQ-mapping, dynamic biasing, and class-B-like HR techniques are also applied to the proposed
driver to boost the efficiency and linearity of the line-up. To adapt to the proposed CMOS
driver, several special considerations are included in the design and layout of the CG/CB PA.
Based on the experimental results, the proposed driver operates over a 1-3 GHz frequency
range while generating 19.6 dBm peak RF power with 505 mW DC power consumption at
2.4 GHz. For a 160 MHz 256-QAM signal, the measured adjacent channel leakage ratio
(ACLR) is better than -40.5 dBc. When connected to a CB SiGe PA, the peak output power
is about 27 dBm with a system efficiency of 20 %. When transmitting an 80 MHz 64-QAM
signal at 2.2 GHz, the measured ACLR is -32 and -37.7 dBc, without and with static bleeding
current, respectively, with an EVM of -27 and -30 dB, respectively.

• Chapter 7, concludes the thesis with some recommendations for the direction of future work.
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C h a p t e r

2
Wireless TX line-ups Review

This chapter gives an overview of the most popular wireless TX line-ups and PA architectures
of today. As such, Section 2.1 is focused on the PA output stage itself and compares the efficiency
performance of several conventional analog linear PAs. Sections 2.2 and 2.3 review traditional
analog Cartesian and polar (up-converting) TX architectures, respectively. With this foundation in
place, the digital-intensive counterparts of these popular architectures are introduced in Section 2.4.
To address the needs of modern high-order modulation schemes, various efficiency enhancement
techniques are discussed in Section 2.5. Finally, Section 2.6 concludes this chapter.

2.1 Efficiency of Class-A, Class-B, and Class-AB PAs in Power
Back-Off Region

Linear PAs are often categorized according to their conduction angle, which is determined by
the bias condition used in the final stage. When the resulting conduction angle is 2π or π, the PAs
are categorized as class-A or class-B. Class-AB PA operation occurs when the conduction angle
is between π and 2π. The use of lower conduction angles is mainly motivated by the ambition to
improve PA efficiency. Different efficiency definitions are used in the literature. However, in our
discussion, we will use the drain efficiency ηdrain. This term is defined as the RF output power
delivered to the load normalized by the DC power consumption which drawn from the supply source

9
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connected to the drain of a linear PA:

ηdrain = PRF
PDC

= VRF
V DD

· IRF
IDC

(2.1)

where PRF is the RF output power delivered to the load, PDC is the total DC power consumption
from the supply, IRF is the root-mean-square (R.M.S) output current, VRF is the R.M.S output
voltage, VDD is the supply voltage connected to the train, and IDC is the DC current drawn from
the supply. As shown in (2.1), the drain efficiency can be split into two parts: the ratio between the
RF voltage and DC voltage and the ratio between the RF current and DC current. In an ideal case,
when the PA is at peak power, the maximum instantaneous voltage Vmax equals VDD. In a class-A
PA, when Vmax equals VDD, then the R.M.S value of the sinusoidal output voltage is:

VRF = VDD√
2

(2.2)

In a proper class-A design, the drain current at the peak power has an amplitude equal to the
class-A quiescent current:

IRF = IDC√
2

(2.3)

Therefore, after substituting (2.2) and (2.3) with (2.1), the peak drain efficiency of a class-A PA,
occurring at peak power, is:

ηpeak,class−A = VRF
VDD ·

IRF
IDC

= 50 % (2.4)

Consequently, when the output amplitude is only half of the peak amplitude, both output
voltage and current are half of its peak counterpart. Therefore, the drain efficiency in the 6 dB
PBO region (25 % of the peak power) for a class-A PA is:

η6dB,class−A = 12.5 % = 1
4ηpeak,class−A (2.5)

In class-B PAs, the drain current is a half-wave rectified sine-wave. Since the conductance angle
equals π, the R.M.S value of output current is:

IOUT = 2
√

2
π

IDC (2.6)

while the maximum VOUT is the same as VDD, which is:

VRF = VDD√
2

(2.7)

Consequently, the maximum drain efficiency for a class-B PA is:

ηpeak,class−B = VRF
VDD ·

IRF
IDC

= π

4 = 78.5 % (2.8)
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Figure 2.1: Drain efficiency of an ideal class-A and class-B power amplifier versus PBO level, relative
to the peak power condition at 0 dB.

In the 6 dB PBO region, the DC current is proportionally reduced with respect to the output
current while VDD remains the same, thus:

η6dB,class−B = 39.2 % = 1
2ηpeak,class−B (2.9)

Therefore, the class-B PA can achieve higher drain efficiency performance both at peak power
(78.5 % vs. 50 %), and in the 6 dB PBO region (39.2 % vs. 12.5 %), as shown in Fig. 2.1. However,
linearity is typically degraded in a class-B PA compared to a class-A PA due to the non-linear
I-V relationship with the amplifying transistor. In practice, to balance the efficiency and linearity,
the linear PA is usually biased between class-A and class-B mode (class-AB), which requires the
conductance angle to be between π and 2π. The efficiency and linearity properties of a class-AB PA
are also between those of a class-A PA and a class-B PA.

In analog mixed-signal or digital-intensive designs, the definition of class-A and class-B is
ultimately more general. Class-A circuits are typically defined as cases where the DC current does
not scale down with the amplitude of the output signal, while class-B circuits are related to the
situations where the DC current does scale down linearly with the output signal. Comparable to
the linear PA discussions, digital-intensive class-AB-like circuits are referred to as in-between types
of class-A and class-B operation.
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Figure 2.2: Block diagram of an analog intensive Cartesian TX.

2.2 Analog Cartesian Line-Ups

Typically, an RF TX line-up should perform signal modulation, up-conversion, and amplification.
A typical block diagram of the conventional analog Cartesian line-up is shown into Fig. 2.2. Usually,
it consists of a digital baseband, digital-to-analog converters (DACs), low-pass filters (LPFs), mixers,
and a PA. In modern wireless TXs, the data provided to be transmitted is mostly in the form of
quadrature signals, i.e., IQ data. Such IQ signals are pre-processed in a digital baseband block. A
typical processing step is the use of pulse shaping into transform the rectangular data waveform to
a much smoother pulse shape, and as such, suppress inter-symbol interference (ISI). Although such
pulse shaping can also be done in the analog domain, such a filter would be bulky, especially for
a lower signal bandwidth. What is more, different wireless standards usually need different pulse
shaping. For example, in Gauss frequency shift keying (GFSK), the pulse shape is Gaussian, but in
QAM, it is to use a square-root raised cosine (SRRC) filter. Therefore, to make the TX unit more
compact and compatible with various wireless standards, this pulse shaping is almost exclusively
done in the digital domain. After the digital baseband, the digital data with a sampling rate of Fs is
transferred to the analog domain by the baseband DAC, which implicitly acts as a zero-order hold
(ZOH) interpolation filter. Consequently, since there will be sampling spectral replicas at Fs and
its harmonics, here a LPF is used to filter out the sampling spectral replicas. Next, a quadrature
mixer configuration is used to up-convert the IQ baseband signals to the RF domain, where the
resulting complex modulated signal will further be amplified by the drivers and final PA stage before
transmission by the antenna.

In these analog-intensive direct-conversion TXs, the design challenges are mostly centered around
the PA design, which needs to provide the targeted output power to the antenna with adequate
linearity and good efficiency. These PAs typically employ large transistors. Therefore, often there
will be a pre-driver needed between the mixers and PA. Note that in a TX line-up, since the signal
amplitude is high, the noise of the mixers is considered to be less critical than in the receiver chain.
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2.3 Polar TXs

Another popular TX architecture is the polar architecture, which is sometimes also known as
the envelope elimination and restoration (EER) configuration. A typical polar TX line-up is shown
in Fig. 2.3. Here the IQ signal decomposes into a digital amplitude modulation (AM) and phase
modulation (PM) by applying a CORDIC algorithm during the digital baseband signal processing.

AM =
√
I2 +Q2

PM = tan−1Q

I

(2.10)

The PM data is used to modulate the LO signal in a phase modulator. The resulting analog
phase-modulated output signal, with a constant envelope, is amplified by an efficient PA, while
the AM information is restored through the PA supply modulation. Because the AM information
is conveyed by the AM modulation, a non-linear switching PA (e.g., class-D, class-E, or class-F)
can be employed to amplify the PM signal. This allows a much higher efficiency to be achieved
compared to the use of linear PAs (e.g., class-A and class-AB PAs). By using an ideal switching PA
and DC-to-DC supply converter, this architecture can achieve 100 % efficiency in theory.

Although the use of a switching PA will boost the efficiency in polar TXs, it comes at the
expense of bandwidth extension. Figure 2.4(a) shows the spectrum for the original signal, and the
related AM and PM signal in a polar TX. The bandwidth of the original signal in Figure 2.4(a) is
only 20 MHz, but due to the non-linear decomposition in (2.10), the bandwidths of the AM and
PM signal are extended. In particular, the PM signal will have a bandwidth that is 3-5 times higher
than that of the original signal. As a consequence, the phase modulator must be able to handle
a signal with a much larger bandwidth than the original signal, which significantly increases the
design burden. What is worse, any mismatch between the group delay in the AM and PM path is
also a source of distortion. Such mismatch will result in phase errors which can severely corrupt
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(a) (b)

Figure 2.4: (a) Spectrum of IQ signal, AM and PM signal in a polar TX; (b) degradation of ACLR
and EVM vs. AM/PM delay mismatch in a polar TX with 10 MHz 64-QAM signal.

ACLR and EVM performance. This is illustrated in Fig. 2.4(b). When considering a 10 MHz
64-QAM signal and a delay mismatch of 800 ps, the EVM and ACLR are degraded to -45 dB and
-54 dBc, respectively. Note that this delay alignment requirement becomes gradually stringent with
increasing video bandwidth.

2.3.1 Supply Modulators

Supply modulators shown in Fig. 2.4(a) need to handle at least three times the bandwidth of
original bandwidth. Therefore, it usually appears as the efficiency and linearity bottleneck in a
polar TX.

The simplest implementation of a supply modulator is using a linear voltage regulator (shown
in Fig. 2.5(a)). This approach provides a reasonable bandwidth, a good power supply rejection ratio
(PSRR), and potentially excellent spectral purity ([1]). However, in the PBO region, its efficiency
would still follow the class-B-like roll-off. This can be understood by considering that the switching
PA in Fig. 2.5(a) would draw the same current from its regulated supply as the linear regulator does
from the supply voltage. Another way of looking at it would be that the voltage drop-over of the
linear regulator is wasted and, as such, degrades the overall TX efficiency. In these configurations,
the feedback loop will, in the end, limit the bandwidth of the supply modulator.

A switching regulator dynamic DC-to-DC converter (Fig. 2.5(b)) has been proposed to boost
the efficiency in the literature ([2]). However, these configurations can only support small video
bandwidths that comprise only a small fraction of the switching frequency. Ignoring this constraint
would result in voltage ripples on their outputs, yielding extra spurious components. To support
higher bandwidths while still meeting the stringent spectral requirements from modern communi-
cation systems, a sufficiently high switching frequency in the DC-DC converter is required, thus
yielding a degradation of the efficiency.
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Figure 2.5: Supply modulator: (a) linear regulator; (b) switching regulator.

2.3.2 Envelope Tracking System

The key bottleneck to overcome for the supply modulator in a polar system in achieving high
bandwidth lies in the bandwidth limitation of the feedback loop. Other bottlenecks are the phase
modulator bandwidth and the precise AM-PM alignment requirement in terms of group delay.
Envelope Tracking (ET) systems have been proposed to avoid the problem of the feedback loop
bandwidth and AM-PM path alignment ([3] and [4]). A conceptual block diagram of this type
of system is shown in Fig. 2.6. In an ET system, the AM information of the TX signal is used
to control a supply modulator, such that it tracks the desired output signal envelope with some
margin (voltage headroom). In contrast to an EER system, the signal entering the PA will contain
both AM and PM information, as such avoiding the alignment problem. Consequently, a linear
PA is needed for the RF signal amplification. It is now the PA itself that determines the signal
quality rather than the AM path with a supply modulator, as in EER. This approach makes this
ET architecture much more relaxed in terms of implementation, and therefore higher bandwidths
can be achieved compared to the EER system. The achievable efficiency of an ET system can be
very good ([4]), but it is not as high as that of an EER system due to the use of a linear amplifier
and the remaining voltage headroom in the supply voltage tracking. Also, the ET supply modulator
can be relaxed more in terms of bandwidth (low bandwidth path Fig. 2.6) since it no longer needs
to precisely track/define the output signal envelope. By using appropriate data processing to reduce
the bandwidth, it can be made even relatively slow. By using these ET approaches, bandwidths up
to 40 MHz ([4]) can be achieved.

2.4 Digital-Intensive TX Line-Ups

Recently, DTXs have gained attention due to their excellent hardware scalability with nanoscale
CMOS and the great potential to incorporate extensive digital correction circuitries such as DPD.
These properties are essential in achieving high system integration, linearity, and efficiency at a
low cost. This section will give a short review of existing DTX architectures. It mainly categorizes
DTXs into two categories: polar DTXs and Cartesian DTXs. For the Cartesian DTXs, we will
discuss the DPA-based Cartesian DTXs and DDRMs.
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Figure 2.6: (a) Block diagram of envelope tracking system; (b) time domain waveform of AM signal
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Figure 2.7: Equivalent model of a DPA in polar DTXs.

2.4.1 DPAs and Digital-Intensive Polar TXs

One of the underlying reasons for an ET system that it can support higher video bandwidth
than an EER system is the fact that the up-converter is an open-loop system, which can provide
larger bandwidths than a close-loop system. Similarly, direct-digital amplitude modulation is also
an open-loop approach that can be applied in polar DTXs. As such, the digital-intensive approach
opens up new possibilities to optimize for both TX efficiency and linearity ([5] and [6]).

In a direct-digital amplitude modulator, AM modulation is achieved by turning on and off a
discrete number of PA unit elements. A conceptual block diagram of this approach is shown in
Fig. 2.8. Since direct amplitude modulation is realized with the RFDAC operation, there is no
longer a need for a baseband DAC and frequency up-converter, which allows for a decrease in the
power consumption of the overall system.

An equivalent model of the DPA is shown in Fig. 2.7, where GACT and GDIS stand for the
admittance of each PA unit cell in the on and off state, respectively. To achieve a high efficiency,
GACT should be much larger than GDIS. The fact that this configuration functions as a (non-linear)
resistive divider implies that will corrupt the linearity. Therefore, in practical implementations,
there will be a trade-off between the linearity and efficiency performance with straightforward
linear activation of the PA elements. This will be analyzed in more detail in Chapter 3. When
benchmarking the direct-digital amplitude modulation technique for its efficiency versus PBO
behaviors, as shown in Fig. 2.9, again, we find a similar class-B-like efficiency roll-off, since the
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Figure 2.8: Block diagram of a polar DTX with direct AM modulation.

Figure 2.9: Efficiency versus. PBO in a typical polar TX.

output current scales with the signal amplitude. Note that the achievable (theoretical) peak efficiency
will depend on the applied (harmonic) impedance matching of the PA stage and duty-cycle ([7] and
[8]).

In terms of spectral purity, DPAs are often inferior to their linear counterparts for two reasons.
First, their sample and hold nature, which combined with the fact no LPF is taking place (as in the
analog TX line-up), yields spectral replicas at the sampling frequency and its harmonics. Second,
the effective number of bits (ENOB) is usually limited to 3-6 bits, which limits the out-of-band
(OOB) noise floor. In some cases, the DPA needs RF filtering at its output to lower the OOB noise
floor. This can severely limit its application in high-power wireless infrastructure systems, where
stringent spectral performance is required.

As in the analog polar approach, the digital-intensive polar TX architecture also requires a
wideband phase modulator. A phase modulator for this purpose using a digital-intensive approach
will be discussed in Chapter 4. Consequently, by using digital-intensive AM and PM modulators,
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Figure 2.10: (a) Block diagram of a DPA-based Cartesian DTX and (b) its constellation diagram.
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polar TXs can be made truly “digital”. This also provides an excellent starting point to incorporate
the digital-extensive digital signal correction circuitry such as DPD on the same transceiver IC.
Note that in a polar system, this is done quite easily due to its relatively independent amplitude-
control-word (ACW)-AM and ACW-PM behavior, allowing a two times 1D correction approach
([5]).

2.4.2 DPA-Based Cartesian DTXs

A conceptual diagram of a Cartesian-based DTX is shown in Fig. 2.10(a), which is firstly
introduced in [9]. The key difference with the polar approach is that in the Cartesian DTX, there
are two DPA branches (instead of one). Each of the DPAs has a fixed phase input signal, which are
all 90◦ apart (this instead of a single input with a varying phase, as found in the polar DTX). At
the output of a Cartesian DTX, vector summing is applied. As a result, the entire constellation
diagram can be constructed (Fig. 2.10(b)). An advantage of this architecture over polar DTXs is the
absence of a wideband phase modulator, which is often the bottleneck to achieving high linearity
for large modulation bandwidth. Compared to the conventional analog Cartesian TX in Section 2.2,
these Cartesian DTXs can achieve higher system efficiency due to the absence of baseband DACs
and quadrature mixers, which typically all operate in class-A conditions.

Unfortunately, the linearity of these Cartesian DTXs is typically not as good as that of a
conventional analog Cartesian line-up. This is mainly due to the I-branch/Q-branch interaction in
the Cartesian DTX. This interaction worsens when using 50 % duty-cycle summing [11] or when
aiming for a high efficiency implementation of the I- and Q-DPA branches [10], which do not rely
on the use of unit cell current sources. IQ-interaction cannot be modeled as AM-AM and AM-PM
distortion as it requires, in contrast to polar systems (two-times 1D), a full 2-dimensional (2D)
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Figure 2.12: Typical schematic of a (a) baseband DAC and (b) active up-mixer.

signal correction in the DPD approach. An analysis of this IQ interaction will be given in Chapter 5.

2.4.3 Direct-Digital RF Modulator

DPA-based Cartesian DTXs are typically centered around a PA-stage design and then extended
to other building blocks, including the mixer. This places emphasis on the efficiency at the cost of
linearity. The design can be centered more towards the modulator, with the focus on obtaining
superior linearity with a less emphasis on efficiency. There is common ground between DPA-based
Cartesian DTXs and DDRMs since both of them employ a "digitized" version of the conventional
Cartesian architecture. In view of this, Fig. 2.12 shows typical designs of a baseband DAC and a
active up-converter for a single channel (I or Q). The baseband DAC usually employs a current-
steering topology, which is well-known for its superior linearity. The up-converter topology in
Fig. 2.12(b) is essentially a Gilbert cell to improve linearity and noise performance. Usually, in an
analog up-converter line-up, there is an LPF between the DAC and mixer to filter out the sampling
spectral replicas.

To implement the RF modulator in a more straightforward and digital-intensive way, the
baseband DAC and up-converter can be merged together. Such "direct" circuits are called DDRMs,
which were first introduced in [12] (Fig. 2.13). Note that the DDRM presented in [12] includes
both the I- and Q-branch. The DDRM essentially is a current-steering RFDAC with a 1-bit digital
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Figure 2.13: DDRM proposed in [12].

mixer inside each unit cell. By using a high sampling frequency with related data interpolation, the
sampling spectral replicas can be pushed far away, and the LPFs can be avoided.

Due to the use of the current-steering topology, the system efficiency of a DDRM is not optimized.
For example, in [12], the DDRM generates a WCDMA signal with an average power of -10 dBm
which consumes 73 mW of DC power, yielding an overall efficiency of 0.14 %. A more extensive
theoretical comparison between the DPA-based Cartesian DTXs and DDRMs will be presented in
Chapter 5.

2.5 Efficiency Enhancement Techniques

In modern communication systems, due to the use of high-order modulation schemes, the output
power of a modulated TX signal when equals to its peak power is only a small fraction of the time.
Consequently, it is more effective to consider the average efficiency instead of the peak efficiency.
This average efficiency depends both on the amplitude distribution of the modulated TX signal,
as well as the TX efficiency in PBO. The amplitude distribution of a modulated signal can be
represented by its probability distribution function (PDF). To put this a bit more in perspective,
the PDFs of an LTE and a WLAN signal are shown in Fig. 2.14 ([13]), together with the ideal
class-AB PA efficiency curve as a function of the PBO level. As can be observed, the average output
power of PAs for WLAN and LTE signals is, respectively, about 6 dB and 13 dB less than the peak
output power. However, to remain linear, the PA is not allowed to clip the signal. Therefore, as
can be concluded from Fig. 2.14, the average drain efficiency of the class-AB PA for these signals is
close to only 37 % and 24 % of the peak drain efficiency, respectively.

To mitigate this waste of supply energy, different efficiency enhancement techniques have been
proposed over time. The most popular efficiency enhancement techniques can be categorized into two
main groups: supply modulation and load modulation. In Section 2.3, the analog supply modulation
techniques such as EER and ET have already been briefly discussed. In this section, we introduce
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Figure 2.14: Efficiency of a class-AB PA and the PDFs of a LTE signal and a WLAN signal vs.
PBO level. [13]

an open-loop supply switching technique, namely: class-G PA operation (also called the dual supply
modulator). Next, two popular load modulation techniques are discussed, namely the Doherty and
outphasing techniques.

2.5.1 Supply Switching: Class-G Operation

As discussed above, the supply modulator often fails to track the amplitude of large bandwidth
signals, so a more straightforward, simpler approach is to use a few discrete power supplies (often
two supplies) and switch the levels using switches (class-G), which was first introduced in [14]. A
conceptual diagram is shown in Fig. 2.15(a). There are two supplies in the system. When the signal
is below the 6 dB PBO region; the supply voltage is set to VDD/2, and when the signal is beyond
6 dB PBO, the supply voltage is set to VDD. The efficiency versus the normalized output voltage is
shown in Fig. 2.15(b) ([14]). As can be noted, the efficiency below the 6 dB PBO region is enhanced
and along with the average efficiency.

In a practical PA design, however, there is usually an RF choke in the supply feed. Therefore,
when the supply is switched, there will be a glitch, both in current and in the supply voltage
provided. As a result, most class-G implementations use supply voltage switching for average power
tracking (APT). Recently, several researchers ([15] and [16]) have employed this concept in supply
modulation by dynamically switching the power supply and tracking the envelope of the signal,
thus achieving efficiency enhancement similar to that with ET in modulated signals. However, the
increased distortion due to the glitch prevents it from achieving a large bandwidth with good signal
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Figure 2.16: (a) Basic Doherty PA; (b) equivalent schematic of the Doherty PA.

quality.

2.5.2 Doherty Power Amplifiers

The Doherty PA topology achieves enhanced PBO efficiency by using active load modulation
([17]). Since it can potentially support a large modulation bandwidth without extra computations
for the input signals, it has been widely employed in base stations. With the Doherty PA, only
low-complexity hardware is needed to support a large modulation bandwidth. Its simplicity and
good performance make it a popular choice for base station applications. The basic Doherty PA
topology is shown in Fig. 2.16(a), and its equivalent circuit topology is shown in Fig. 2.16(b). It
is composed of two branches, namely a main and peak branch, and a λ/4 transmission-line-based
impedance inverter that acts as a Doherty output power combiner. The Doherty operation itself
relies on the predefined interaction between the two PA paths. To obtain this desired interaction for
analog implementations, the main PA is biased in class-AB operation, while the peak PA is biased
in class-C operation.

When the output signal is below 6 dB PBO (Vout is smaller than Vout,peak/2), only the main PA
is active (Fig. 2.17), while the peak PA remains off. In this mode, the impedance seen from the
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(b)(a) (c)

Figure 2.17: Load impedance (a) and voltage swing (b) of the main PA and peak PA of a Doherty
PA; and (c) efficiency curve vs. PBO level.

main PA is constant and is given by the impedance inverter action on RL yielding:

Zmain = Z2
o

ZL
(2.11)

When the signal is between the -6 dB and 0 dB PBO regions (Vout is between Vout,peak/2 and
Vout,peak), the peak PA is activated, and the load impedance seen by the main PA becomes:

Zmain = Z2
o

Imain+Ipeak
Imain

ZL
(2.12)

where Zo is the characteristic impedance of the transmission line, Imain and Ipeak are the currents of
the main and peak branches, respectively, and ZL is load impedance. Note that due to the peak PA
activation at 6 dB PBO and the impedance inversion, the impedance for the main is lowered with
an increasing Ipeak. This frees the main amplifier from the signal clipping, while its output voltage
swing is kept close to the supply voltage (Fig. 2.17(a)). As a result, the maximum drain efficiency is
achieved for the main PA. The peak PA will only reach its maximum output voltage swing and
efficiency at full output power. Figure 2.17(c) provides the resulting efficiency of the overall Doherty
PA versus PBO level, and as such, shows the well-known Doherty efficiency enhancement in PBO
region. Doherty operation can also be achieved using energy-efficient RFDACs for the main and
peak PA implementation, offering new opportunities to achieve higher TX system integration and
performance. We will discuss such an implementation in Chapter 3.

2.5.3 Outphasing Power Amplifiers

Implementing an outphasing TX is another well-known technique to obtain efficiency enhance-
ment in the PBO region. In such a TX, to create the output signal, two (saturated) branch PAs
are used which produce two equal constant envelope signals that are vector-summed in an output
power combiner. The output amplitude of this combiner depends on the relative phase difference
between the signals in the two branches. The use of saturated or switch-mode branch amplifiers
enhances the TX peak efficiency, which can theoretically reach 100 %. The efficiency in PBO
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operation, however, is highly dependent on the type of output power-combiner used. For example,
if an isolating power combiner is used, e.g., a Wilkinson power combiner, the effective loading of the
branch PAs remains constant and equal to its Ropt for maximum output power. Consequently, no
PBO efficiency enhancement takes place, and all excess RF power generated by the branch PAs will
be absorbed by the isolation resistor in the Wilkinson combiner. When using a non-isolating power
combiner, e.g., a Chireix combiner, loading of the branch amplifiers become dynamically modulated
with the outphasing angle, allowing the PBO efficiency enhancement to be achieved. However, this
Chireix combiner is inherently narrowband as it relies on “matched” positive and negative reactance
compensation for the PA branches. This limits its use in narrowband applications. Outphasing
TXs can be implemented for both analog and digital-intensive implementation. Digital-intensive
implementation will have a better performance potential than that of analog counterparts. However,
the computational overhead can be considerable. Specifically, the number of adders required for
outphasing signal decomposition is always much larger than required for a conventional CORDIC in a
polar line-up. Especially when targeting low or moderate TX output power, the high computational
power can dramatically degrade the overall TX line-up efficiency.

2.6 Conclusion

This chapter gives the efficiency and bandwidth considerations of wireless TX architectures.
First, linear class-A and class-(A)B operation with related efficiency versus PBO are discussed. Next,
conventional analog TX line-up architectures are explained, namely polar and analog Cartesian
approaches, and are evaluated in terms of modulation bandwidth. With this established, the next
step is taken toward designing their (new) digital-intensive polar and Cartesian counterparts. These
new concepts provide a promising path to higher integration while opening up new opportunities
to dramatically improve the performance of wireless systems. Two classes of DTXs are identified.
The first is the DPA topology, which is mostly focused on achieving high-efficiency through switch-
mode PA. The second is the DDRM approach, which favors the use of current-steering-oriented
architectures to achieve superior linearity. In conclusion, this chapter explains the need to boost the
efficiency in PBO, and for this purpose describes briefly the most popular efficiency enhancement
techniques to do so. Building on this foundation of wireless systems, we are ready to enter the field
of advanced DTXs.
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C h a p t e r

3
Fully Integrated Digital-Intensive Polar Doherty
Transmitter

This chapter presents the design, realization, and verification of the world’s first fully-integrated
bits-in-RF-out digital polar Doherty TX. It has been implemented in a 40 nm bulk CMOS technology
and operates from 2.3-2.8 GHz. The proposed architecture comprises CORDIC, digital delay aligners,
DPD correction circuitry, and frequency-agile wideband phase modulators. The latter drives the
polar main and peak PA switching banks that operate in quasi-load insensitive (QLI) class-E PAs
[1]. The output powers are combined by an on-chip transformer-based Doherty power combiner.
At 2.5 GHz, its maximum output power reaches +21.4 dBm, while its drain efficiency is 49.4 % at
peak power and 33.7 % in the 6-dB PBO region. After applying DPD for a 40 MHz 64-QAM signal,
the measured EVM is better than −31 dB, with an ACLR better than −40 dBc at an average drain
efficiency of 25 %.

This chapter is organized as follows. Section 3.1 introduces the concept of the polar DTX with
its benefits and challenges, and it also presents the research targets of this work. Section 3.2 deduces
the segmented QLI class-E PA model and presents the analysis for estimating the ACW-AM and
ACW-PM curve of the Doherty DPA. Following that, the overall system architecture is discussed in
Section 3.3. Section 3.4 provides the Doherty DPA circuit implementation, while Section 3.5 and
Section 3.6 discuss the baseband and LO generation, respectively. Section 3.7 briefly discusses the
DPD algorithm used in the measurements. Experimental results are shown in Section 3.8, while
Section 3.9 concludes the chapter.

27
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Figure 3.1: Conceptual block diagram of a polar DTX.

3.1 Introduction

Recently, DTXs ([2]-[14]) have drawn attention due to their excellent hardware scalability in
nanoscale CMOS processes and the great potential they offer to incorporate digital correction such
as DPD. These properties are essential in achieving high system integration, linearity, and efficiency
at a low cost. Figure 3.1 presents a typical block diagram of a polar DTX, including an AM path,
a PM path, and a digital baseband. In such a configuration, the IQ data will first decompose
into a digital AM and PM signals in the baseband. Next, this AM/PM data is used to drive the
digital-intensive AM/PM modulators and PA switch banks. The output signal is constructed in the
switch banks, which combine the phase and amplitude information. The DPD circuitry is typically
included in the digital baseband. In this chapter, some of the DTX challenges that have been
discussed in Chapter 2, like the realization of efficiency enhancement in PBO region and low-power
DPD, will be addressed. Note that the discussion of wideband phase modulators will be addressed
in Chapter 4.

The aim of this work is to achieve high overall system efficiency, spectral purity, and video
bandwidth. To do so, a polar Doherty DTX is proposed and realized in 40 nm bulk CMOS ([15]).
To the authors’ knowledge, this work represents the first “bits-in RF-out" single-chip polar DTX
employing the Doherty topology.

3.2 Digital-Controlled Output Stage

3.2.1 Doherty DPA

The Doherty DPA is derived from an analog Doherty PA, which is shown in Fig. 3.2(a) ([16]
and [17]). In such an analog Doherty PA, the branch amplifier activation is set by amplifying the
input signal and bias conditions of the main (class-AB) amplifier and peak (class-C) amplifier,
respectively. Unlike the analog Doherty PA, in the digital polar Doherty PA of Fig. 3.2(b) [18]-[27],
both the main and peak amplifier branches are replaced by RFDACs that are driven by two coherent
phase-modulated signals. This improved control method provides significant benefits in terms of
the PBO efficiency compared to its analog counterparts. As a result, the overall drain efficiency of
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Figure 3.3: (a) Behavioral model of a Doherty DPA when assuming QLI class-E PA operation; (b)
related simulated efficiency.

Doherty DTX can be boosted to theoretically 100 % at the peak and 6 dB PBO point by employing
QLI class-E switch-mode operation for the branch amplifiers. Figure 3.3 shows the Doherty DPA’s
conceptual schematic based on the switch-mode operation of the DPA branches, and its related
simulated curve drain efficiency versus the output power. As can be observed, the simulated drain
efficiency is higher than that of an analog class-B/class-C Doherty PA, which is limited to 78.5 %
theoretical peak efficiency. Also, in Fig. 3.2(b), the main and peak branches share the same PM
signal with a 90◦ phase lag in the peaking path. This feature allows the elimination of the bulky and
lossy power splitter in the input of the analog Doherty PA. Finally, the digital control also provides
both perfect activation and very accurate switch bank drive profiles, by avoiding slow activation of
the peak branch as well as activation inaccuracies, which are both well-known problems in analog
Doherty PAs. Consequently, in contrast to analog Doherty PAs, pronounced Doherty efficiency
peaking will occur at the PBO high-efficiency point.
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Figure 3.4: (a) Principle schematic of a single-ended QLI class-E DTX; (b) drain voltage for different
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Figure 3.5: (a) Schematic of push-pull class-E DPA; (b) single-ended LTI model.

3.2.2 ACW-AM and ACW-PM Curves

In Fig. 3.4(a), the concept of a segmented QLI class-E PA is shown, using the output matching
network of [1]. By selecting the number of activated transistor unit cells, the amount of output
current can be controlled, and thus, the output amplitude can be set. This configuration can be
modeled as a current source with finite impedance. We first consider the case where all the transistor
cells are disabled. In this case, the related admittance is:

YDISACT = YOFF (3.1)

When the cell is activated, the admittance becomes:

YACT = YOFF + (YON − YOFF)u(t) (3.2)

Furthermore, u(t) represents a normalized LO square wave. Figure 3.4(b) shows the drain voltage
for different activation levels.

In practice, a push-pull configuration, as shown in Fig. 3.5(a), is usually employed to reach
higher output power and suppress even-order harmonics. The transformer in the output matching
network can also act as a DC feed inductor and balun. As a result, when analyzing the output power,
higher even harmonics can be neglected. Thus, an equivalent single-ended linear time-invariant
(LTI) model is used in Fig. 3.5(b), where N is the total number of unit cells and n is the number
of activated cells. In this simplified LTI model, Z1 stands for the impedance seen from the DPA
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switch bank, and each current source has the same current waveform independent of the control
word n. Consequently, the total current is:

Itotal = nIunit(t) (3.3)

where Iunit is the current pulse related to a single unit cell. Thus, the source admittance is:

Ysource = nYACT + (N − n)YDISACT (3.4)

where YON and YOFF are the reciprocal of ZON and ZOFF, respectively. As a result, the output
current that enters the matching network can be written as:

IDrain = n
Y1

nYACT + (N − n)YDISACT + Y1
Iunit(t)

= n
Y1

n(YON − YOFF)u(t) +NYOFF + Y1
Iunit(t)

(3.5)

where Y1 is the reciprocal of Z1. Note that to minimize the switch’s loss when activated, YON should
be large, and YOFF should be minimized. As can be noted from (3.5), IDrain is not a linear function
of n. Therefore, there is an inherent conflict between the efficiency and linearity in this QLI class-E
DPA design when using uniformly sized unit cells. Furthermore, the phase distortion results from
the imaginary part of YON. With (3.5), the ACW-AM and ACW-PM curves can be calculated. In
Fig. 3.6, the simulated and calculated output power versus control word is presented, where N is set
to 512. The schematic used for simulation is given in Fig. 3.5(a) and its result is plotted in Fig. 3.6,
together with the analytical result of (3.5). The YON and YOFF of the transistor used in Fig. 3.5 are
extracted from the DC simulation. This deviation is mainly caused by the more gradual transition
between the “on” and “off” state when using a more realistic transistor model. The deviation in the
ACW-PM curve is mainly due to the non-linear drain capacitance of the switch bank.

It is worth mentioning that the linearity of QLI-class-E (Doherty) operation has been extensively
discussed in [28] and [29]. Both concluded that uniformly partitioned SQLI class-E operation is
inherently non-linear in both its ACW-AM and ACW-PM profiles. The analysis made here is
different from earlier works based on the static YON. In [28], a circuit design method utilizing non-
linear segmentation and multi-phase clocking techniques was also introduced that fully compensates
these non-linearities directly in the design, yielding a linear ACW-AM and ACW-PM transfer.
Although very useful, these techniques tend to make the design significantly more complex, while the
linearity in practical implementations can only be improved up to a certain extent. Consequently,
in this work, the non-linearity shown in Fig. 3.5 will be pre-distorted using a relatively simple LUT
approach, which allows greater flexibility.

When going from a single TX line-up to a Doherty topology, the ACW-AM and ACW-PM
behavior becomes more complicated. It is therefore convenient to split the (symmetrical) Doherty
behavior into two parts, namely, in the PBO region below 6 dB and that beyond 6 dB. When the
DPA is operating below the 6 dB PBO region, all peak branch elements are inactive. When the
DPA operates between -6 dB and 0 dB PBO, all elements in the main path are activated, together
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Figure 3.6: Simulated and calculated (a) ACW-AM curve and (b) ACW-PM curve for a standalone
DPA, where the parameters in the calculation are extracted from DC simulations.
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Figure 3.7: Doherty DPA model (a) below 6 dB PBO region and (b) beyond 6 dB PBO region.

with an (increasing) number of elements in the peaking path.

In the PBO region below 6 dB, the Doherty DPA operates similar to a standalone DPA. However,
the impedance inverter transfers the external load before being offered to the output stage. In this
case, the output current can be given as:

IDrain = n
YINV

n(YON − YOFF)u(t) +NYOFF + YINV
Iunit(t) (3.6)

where:
YINV = 1

Z2
0 (YLoad)

(3.7)

Note that the YOFF in the peak branch is neglected here.

In the -6 dB to 0 dB PBO region, the peak and main branch modulate each other’s load
condition. Assume in the peak branch that n cells are activated. For the N unit cells activated in
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Figure 3.8: Simulated and calculated (a) ACW-AM curve and (b) ACW-PM curve for a Doherty
DPA, where the parameters in the calculation are extracted from DC simulations.

the main branch, the output current they contribute is given by:

IDrain,main = N
YINV,main

NYACT + YINV,main
× YLoad
YLoad + nYACT

Iunit (3.8)

where:
YINV,main = 1

Z2
0 (YLoad + nYACT)

(3.9)

For n unit cells activated in the peak branch, the output current they contribute is:

IDrain,peak = n
YLoad

nYACT + Y 2
INV,peak/YLoad

Iunit (3.10)

where:
YINV,peak = 1

Z2
0 (NYACT)

(3.11)

The final output current is:
IDrain = IDrain,main + IDrain,peak (3.12)

In Fig. 3.8, the simulated and analytically calculated output power versus control word is
presented. Here the total number of unit cells N has been set to 1024 and is equally distributed
over the main and peak branches. The transistor’s YON and YOFF are also extracted from the DC
simulation. The calculated and simulated curves almost overlap each other. When only the main
branch is activated, the ACW-AM and ACW-PM curves are very similar to those of the standalone
DPA. Note that for the results of Fig. 3.8, the λ/4 impedance inverter is assumed to be lossless. In
practice, the ACW-AM and ACW-PM curves will be affected by the loss from matching network.



34 Fully Integrated Digital-Intensive Polar Doherty Transmitter

Thermometer 

Encoder

LO Generator

Norm
DPA

DPA
50Ω Norm

AM_MAIN

PM_MAIN

PM_PEAK

Digital 

Baseband

4k-

SRAM

AM_MAIN
PM_MAIN

AM_PEAK
PM_PEAK

BUF

SPI

INPUT BALUN

Impedance 

Inverter

I

QDATA

4xLO

HR Phase 

Modulator
τ2 

τ1 

HR Phase 

Modulator
τ3 

Thermometer 

Encoder
AM_PEAK τ4 

Main Branch

Peak Branch

Fs=fLO/4

LO 0°  LO315 °  

LO 90°  LO 45°  
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3.3 System Architecture

The overall block diagram of the proposed Doherty DTX is depicted in Fig. 3.9. This configuration
consists of a digital baseband processing unit, clock divider, wideband phase modulators, and two
DPAs in Doherty configuration.

The 4 × fLO single-ended off-chip clock, where fLO is the carrier frequency, is applied to an
on-chip balun to convert the single-ended clock into a differential signal. This differential clock is
then applied to a divide-by-4 circuit to generate the desired multi-phase clock signals at fLO. These
clock signals are then fed to the main and peak phase modulators of the Doherty branches, with
the clock signals of the peak branch lagging 90◦ those of the main branch, to match the delay of the
λ/4 transmission line in a conventional Doherty power combiner topology.

Employing an on-chip CORDIC, the IQ baseband signals are converted into AM and PM signals.
The baseband AM signal is first pre-distorted and split into an AM-main and AM-peak value fed
to the main and peak branches, respectively. Note that, preceding the switch banks, the envelope
signals are first converted from a binary bit-stream into a thermometer code and then applied to the
(digital) up-converted mixers to prevent a non-monotonous transfer curve. Meanwhile, the baseband
phase signal is first applied to a normalizer unit which decomposes the phase information into a
constant envelope I/Q signals. The resultant I/Q signals drive two IQ RFDAC-based wideband
phase modulators that generate the desired up-converting clock signals for the main and peak PA
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Figure 3.10: Top-level schematic of the output stage.

branches. The two branch signals are finally combined using an on-chip Doherty matching network.

3.4 Implementation of the Output Stage

This section explains the implementation of the output stage, including unit cell, floorplan,
digital logic, and matching network. Figure 3.10 presents the top-level schematic of the output stage,
together with the output matching network. In this design, a differential/push-pull symmetrical
Doherty configuration is employed, and thus, the main and peak branches are identical.
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3.4.1 Unit Cell Implementation

There are 511 MSB cells and 3 LSB cells for each bank, and the MSB cells form a 2D matrix.
The floorplan for each bank will be discussed below. As can be seen from Fig. 3.10, the thermometer
signal for each bank includes the Row and Col activation, along with extra control bits for the Row
to guarantee that all DPA unit cells of the previous rows are activated. The unit cell comprises
digital logic and a switch. The logic part consists of a decoder (AND-OR gate) and a mixer (AND
gate). The AND-OR decoder determines whether the unit cell should be activated or not. Then,
the decoded control signal will be mixed with the PM signal by a CMOS AND gate. All transistors
of both the decoder and mixing circuit are implemented with a minimum-sized CMOS device ratio
in 40 nm technology, namely, W/L = 0.12 µm/40 nm to minimize area and power consumption.

The core of the MSB unit cell is a single-transistor switch working in class-E PA operation.
Unlike other DPA work, e.g., [12] and [32], the cascode topology is not deployed here to minimize
the Ron to obtain a high drain efficiency. Since the highest R.M.S voltage that a single transistor can
handle is 1.4 V, the supply voltage is set to 0.7 V because that the peak drain voltage of class-E PA
can reach more than two times the supply voltage. In low-frequency operation, the transistor’s Ron

is the reciprocal of its W/L, while at the higher operating frequency, the parasitic gate resistance
will become dominant. After a few design iterations, a ratio of W/L=5 µm/40 nm for the MSB cell
was chosen, with the width split over two fingers to lower the parasitic gate resistance.

As depicted in Fig. 3.10, between the mixing AND gate and out switching stage, there are also
two extra buffers to restrict its rising/falling time within 25 ps at final stage. Note that for the LSB
cells, except for the decoder, which features minimum sizing, the switching transistors are scaled at
a quarter of their counterpart in the MSB cells. For every row of unit cells, the delays in the PM
signal path are aligned.

3.4.2 DPA Bank Floorplan

The floorplan of a push-pull DPA bank is shown in Fig. 3.11. The bank in the symmetrical
Doherty features 9-bit MSB and 2-bit LSB cells, yielding high complexity for the layout of the
DPA due to challenges in matching the delays between the AM and PM paths, as well as in power
combiner. Therefore, the MSB cells are placed in a 2D pattern, and the LSB unit comprises four
small unit cells which occupy only one row (1×4) at the corner of the DPA bank. Moreover, dummy
unit cells are placed to surround the DPA bank to improve the overall matching of the DPA unit
cells. The additional drain capacitors for optimum class-E matching are placed at the top of the
bank, which is very close to the output matching network. The activation signal is locally decoded
from both the column and the row selection bits inside each cell by applying a simple AND-OR
gate. By doing so, the number of traces required for each bank is drastically reduced. As can be
seen from Fig. 3.11, the horizontal data contains the five LSBs, and the vertical data contains the
four MSBs. The column and row data signals are first encoded as a thermometer code and then
vertically and horizontally routed and connected to each unit cell. Moreover, the unit cells are
controlled in a serpentine style ([12]) to minimize the DNL effect on “snake” traverse switching.
The push-pull DPA banks are mirrored, and the differential PM signal is fed to the bank from the
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Figure 3.11: Floorplan of DPA array in one branch.

middle point. The row and column buses are retimed at the output of the thermometer encoder,
and thus, the skew issue among the unit cells is relieved, which in simulation is within 27 and 40 ps
after RC parasitic extraction, respectively.

3.4.3 Thermometer Encoder and DFF

Based on the floorplan and data decoder strategy, 4-to-15 and 5-to-31 binary-to-thermometer
encoders are employed for the MSB cells and placed as shown in Fig. 3.11. The basic 2-to-3 encoders
are implemented based on a regenerative approach depicted in Fig. 3.12, which is adopted from
[12]. The LSB (BB0) and MSB (BB2) are encoded by CMOS OR and AND gates in this approach.
Moreover, BB1 is equal to the input A1. The 3-to-7 shown in the encoder in Fig. 3.12(b), however,
is implemented based on the 2-to-3 encoder with two increments. First, the intermediate 3-bit
thermometer codes of Fig. 3.12(b) are encoded. B0 to B6 of the final thermometer code is generated
by CMOS OR and AND gates with an input of BB0, BB1, BB2, and A2. The 4-to-15 (Fig. 3.12(c))
and 5-to-31 (Fig. 3.12(d)) are generated in the same approach with more increments. The CMOS
gates are customized to have an optimized rising and falling time to decrease the timing skew in the
output.

At the thermometer encoder’s input and output, there are DFFs to synchronize the output
signal, which is the last synchronizing stage before the output DPA cell. Since the clock of such
DFFs can be as high as fLO, these DFFs employ the transmission-gate-based topology in contrast
to the DFFs in the standard cell library, as shown in Fig. 3.13(a). The CMOS DFFs consist of two
cascaded latches with the inverted clock signal. A schematic of the latch is shown in Fig. 3.13(b). A
back-to-back inverter-based latch buffers the transmission-gate-based latch’s output to sharpen the
rising/falling time.
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3.4.4 Output Matching Network

The physical implementation of the matching network is shown in Fig. 3.14. The two DPA
banks are connected through a C-L-C π-network as the λ/4 impedance inverter, and their output
parasitic capacitors are lumped together with a drain capacitor (CE) and tuned to satisfy the QLI
class-E PA parameters proposed in [1]. The inductance of the transformer’s primary loop can also
act as the DC feed in the class-E matching network. Since the drain voltage of the switch is fixed in
view of the reliability, a large turn ratio for the transformer is used to offer a low impedance level to
maintain sufficient output power. For this purpose, in this design, a turn ratio of three is chosen.
The load seen from the peak branch and λ/4 impedance inverter is set to:

RLoad = R/32 = 5.56Ω (3.13)

after taking the single-ended-to-differential conversion and power combining into account. The
layout of the whole output matching network, together with its metal stack, is also shown in
Fig. 3.14.

In the primary loop of the transformer, three loops are “in parallel", which provides the low
inductance needed for the primary loop, whereas in the secondary loop, the three loops are “in
series". Additionally, the DC ohmic loss is also reduced in the bias path, and due to inter-finger
shielding patterns, loss caused by the effect of proximity to the substrate is decreased. Note that all
the traces are routed using ultra-thick-metal (UTM) traces to minimize the ohmic loss. In [30], the
efficiency of a transformer is expressed as:

η = RLoad/N
2

ωLP /QS+RLoad/N2

ωkLP

ωLP
QP

+ ωLP
QS

+RLoad/N2
(3.14)
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respectively; simulated (c) coupling factor and (d) insertion loss, respectively.
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Figure 3.16: Simulation results of (a) passive efficiency using an EM-simulator for the power
combiner network; (b) drain efficiency of the complete Doherty DPA.



3.4 Implementation of the Output Stage 41

where RLoad is the load impedance of the transformer, N is the turn ratio, k is the coupling factor,
LP is the inductance of the transformer’s primary loop, and QP and QS are the inductance of
the transformer’s primary and secondary loop, respectively. As (3.14) indicates, k should be large
to reduce the insertion loss. However, in practical implementations, k cannot be as high as 1.
Consequently, an extra capacitor in the primary loop should be added to resonate out the leakage
inductance. Figure 3.15 shares the EM simulation results of the previously described transformer
structure. According to Fig. 3.15(a),the Q factor of the primary loop and secondary loop is better
than 10 and 8 within the frequency range of 1.5 to 2.9 GHz, respectively. The effective inductance
is about 0.51 and 4.2 nH for the primary and secondary loop at 2.5 GHz, respectively, leading to an
effective turn ratio better than 2.8. This number is somewhat lower than the ideal, expected turn
ratio of 3 due to geometry mismatch between the loops and the non-ideal coupling factor. However,
it still provides a sufficiently low impedance level for the DPA to reach more than 22 dBm output
power in the simulation. Also, the realized k of the transformer up to 4 GHz is 0.82 (Fig. 3.15(c)).
Furthermore, the insertion loss is proved to be better than -1 dB in the frequency range of 1.7 to
4 GHz (Fig. 3.15(d)).

The C-L-C λ/4 impedance inverter is located on the secondary side, allowing for a single-ended
version, without the need to enforce symmetry (Fig. 3.14). According to the EM simulator, L should
be around 6.2 nH. On one side, the explicit capacitor deployed is a MOM capacitor. On the other
side, parasitic capacitance among the pads and ground mimics MOM capacitors. Based on the
EM simulations, the loss of the whole impedance inverter is less than 1 dB at 2-3 GHz. Note that
underneath the transformers and inductors, shielding structures are placed until M4 (UTM is M7 in
this technology). Doing so not only suppresses Eddy currents, but also relieves mechanic stress,
yielding improved reliability.

The passive efficiency of the whole power combiner network versus the output power POUT is
plotted in Fig. 3.16(a), presenting a passive efficiency of 72 % and 58 % at peak power and the 6 dB
PBO region, respectively. The passive efficiency depends on the output power for two reasons. First,
the main branch output experiences more loss than the peak branch due to the λ/4 impedance
inverter. Second, the passive efficiency varies with the load modulation. Figure 3.16(b) presents
the simulated efficiency versus POUT for the complete Doherty DPA. The peak power is about
22 dBm, while the drain efficiency is 56 % and 44 % in the peak power region and 6 dB PBO region,
respectively.

To test the Doherty DPA performance when antenna impedance variation is present, load-pull
simulations at peak power and 6 dB PBO were carried out, respectively. The results are shown in
Fig. 3.17. For the output power and drain efficiency contour, the difference between each adjacent
contour is 0.3 dBm and 3 %, respectively. Although the Ropt for output power and drain efficiency
do not overlap, they are relatively closely located in the Smith chart and near the 50 Ω point.
This simulation result demonstrates that the digital Doherty DPA can achieve good efficiency with
non-extreme load variations.

At first glance, with an inductor and two transformers in the matching network, the Doherty
DPA seems to occupy more area than [19] and [22], which contains fewer transformers. However,
since the inductor in this work can be placed in the corner between the two transformers, the overall
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Figure 3.17: Load-pull simulation results of the Doherty DPA at (a) peak power condition
(ACW=4095) and (b) 6 dB PBO operation (ACW=2048).

area needed for the PA banks and matching network is less than half of the reported area in [19].
Furthermore, its IC-area consumption is comparable in size to [22], where only one transformer is
employed. In contrast, the drain efficiency at peak power and in the 6 dB PBO region in this work
is higher than [19] and [22].

3.5 Implementation of Digital Baseband

A block diagram of the digital baseband is depicted in Fig. 3.18, comprising a CORDIC, a
fractional delay line, DPD LUTs, and normalizers. Their sampling frequency is fLO/4 at most due to
the speed limitation imposed by the SRAMs. The realized demonstrator can also use lower sampling
speeds by selecting fLO/8, fLO/16, and fLO/32, yielding lower power consumption when targeting
lower data rates. As stated above, by using a CORDIC, the AM and PM signals are derived from a
2× 10 bit input I/Q signal. A fractional delay line compensates for the delay mismatch between the
AM and PM paths. Its accuracy is better than 250 ps; its basic structure is adopted from [28].

Two on-chip ACW-AM and ACW-PM correction LUT SRAMs are integrated into the DPA,
through which the AM signal is first pre-distorted by the ACW-AM LUT and is then fed to the
Doherty decoder, which activates the main and peak switch bank devices. Likewise, the ACW-PM
LUT pre-distorts the PM and maps it back to the Cartesian domain using a normalizer implemented
as an on-chip SRAM. This approach enforces a constant amplitude IQ phase vector (shown in
Fig. 3.18) to drive the phase modulator. Furthermore, the normalizer can also perform the IQ image
and LO leakage calibration for the phase modulator.
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Figure 3.18: Conceptual block diagram of the digital baseband block.

3.6 Implementation of LO Generation Circuits

A conceptual block diagram of the LO generation circuitry is shown in Fig. 3.19. The single-
ended external LO at 4× fLO is firstly transferred to its differential representatives, 4× fLO,0 and
4× fLO,180 on-chip. The geometry of the 1:1 transformer is 170 µm×170 µm, and the windings are
routed with UTM. The width of the trace is 8 µm, and the spacing is 2 µm. The operation frequency
range of the balun is from 2 GHz to 20 GHz according to the EM simulations. The center-tap of
the balun is biased at VDD/2, which sets the DC voltage of the differential output. This voltage
can be adjusted if the duty-cycle of the differential signal is not exactly 50 %. This duty-cycle
mismatch can result from non-identical inter-connecting parasitics between the differential outputs.
Consequently, the two signals could arrive at the following divider misaligned and impact the phase
accuracy. Therefore, scaled back-to-back CMOS inverters are employed as phase aligners.

Next, the 4 × fLO,0 and 4 × fLO,180 are divided by 2, generating the four phases: CLK2IP,
CLK2IN, CLK2QP, and CLK2QN. To generate the subsequent eight phases required, quadrature
dividers are employed. Given this, Fig. 3.20 from [31] compares commonly used divider topologies:
CML dividers, C2MOS dividers, and regular CMOS dividers. Note that the exact numbers in
Fig. 3.20 highly depend on the applied CMOS technology node and implementation. C2MOS logic
was chosen to implement this divider after taking power consumption and operation frequency into
account. The schematic of the C2MOS divider in the first and second stage is shown in Fig. 3.21(a).
Note that the CLK and D input shown in Fig. 3.21(a) are swapped, in contrast to conventional
C2MOS devices, to decrease the delay from D to Q ([12]). This swapping substantially expands the
divider’s operating frequency range. The back-to-back inverters in Fig. 3.21(a) prevent illegal states
and re-align the differential quadrature phases.
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In the second stage, CLK2IP and CLK2IN are divided by two again. The output signals are
CLK1P and CLK1N, which are retimed by CLK2IP, CLK2IN, CLK2QP, and CLK2QN to generate
the eight phases required in the correct order. The C2MOS DFF is quite similar to the divider
mentioned above, except for breaking the feedback path from Q to D. Figure 3.21(b) shows its
schematic. Note that there is a dummy divider in the second stage to match the load between
CLK2IP, CLK2IN, CLK2QP, and CLK2QN. Although this circuitry is different from the ring divider
commonly employed in the literature ([31]), simulation results show this divider can operate up to
12 GHz despite PVT variations. At the 12 GHz typical-typical corner, the simulated phase noise is
better than -150 dBc/Hz at an offset frequency of 10 MHz. The DFF can also support up to 8 GHz
with PVT variations.

The sampling clock signal for the baseband circuit is also generated from the signal CLK1P
and CLK1N in Fig. 3.19. Since the sampling frequency is relatively low, CMOS DFF dividers are
designed using cells from the standard library. There are four options for sampling frequency: fLO/4,
fLO/8, fLO/16, and fLO/32, while SPI will control the selection.

3.7 Digital Pre-Distortion

For the inherently non-linear DPA behavior discussed in this chapter, DPD is necessary to
achieve an acceptable linearity performance. As indicated in Section 3.5, an ACW-AM and an
ACW-PM LUT are used to pre-distort the polar Doherty DPA. First, memoryless LUT DPD is
applied because of its simplicity. Although the analysis in Section 3.2 can model the distortion
reasonably accurately, the unavoidable difference in the EM structure between simulations and
measurements will undermine DPD approaches using such a model. Therefore, the content of LUTs
is based upon the inversions of the measured ACW–AM and ACW–PM curves resulting from a CW
test.

Additionally, to obtain better performance for higher-order signals, such as QAM and OFDM
with a large modulation bandwidth, the PA’s memory effects have to be considered. In general, these
memory effects can be caused by dynamic thermal behavior and semiconductor trapping effects
(e.g., in a GaN device) but are mostly determined by the bias network. A memory polynomial (MP)
DPD based on the Volterra series can be implemented to correct these phenomena by adopting an
indirect learning architecture. The basic MP model can be expressed as in [6]:

P (n) =
L∑
i=0

M∑
j=0

aijm|Q(n− i)|(m−j)+N(n) (3.15)

where Q(n) is the received RF output, P (n) is the pre-distorted signal, aijm are the DPD coefficients,
L is the memory length, M is the non-linearity order, and N(n) is the Gaussian distributed noise
with a mean value of zero. A few iterations are typically needed for the MP to converge to achieve
an optimized pre-distorted signal.

However, as discussed in Section 3.2, for the digital Doherty PA, the transition point, where the
peak branch is activated, appears as a singularity in the ACW-AM and ACW-PM curves. Therefore,
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Figure 3.22: Chip micrograph of fabricated polar Doherty DTX.

main and peak branches should be pre-distorted separately in the ACW-AM and ACW-PM LUT to
improve the DPD algorithm convergence, respectively. In the measurement of this demonstrator,
data streaming is not possible, and the correction occurs offline. The ACW-AM curve and ACW-PM
curve are calculated offline on a PC and then loaded onto the LUT by the SPI. The speed of the
SPI interface limits the LUT update speed, causing it to take about 2 s to fill the ACW-AM and
ACW-PM LUTs. Future work can be targeted at integrating a complete down-conversion path and
on-chip DPD engine to facilitate real-time data streaming with the linearized output signal.

3.8 Measurement Results

This section addresses the measurement results of the proposed Doherty TX demonstrator in
this chapter. The proposed DTX is fabricated in a 40 nm CMOS bulk process; its chip micrograph
is shown in Fig. 3.22. This DTX occupies 8.2 mm2; its core area is about 5 mm2, including digital
baseband circuitry, which occupies 1.1 × 0.65 mm2. The Doherty DPA and matching network
occupies less than 0.9 mm2. The remaining chip area is occupied by decoupling capacitors and I/O
pads. All I/O, including the single-ended RF input clock and RF output, are wire-bonded directly
to the measurement board. As shown in Fig. 3.22, a staggered bond pad pattern is employed in the
I/O ring except for the RF output. All pads in the outer loop of the IO ring are down-bonded to
the ground on the PCB to reduce parasitic inductance in the ground connection. Meanwhile, to
decrease the parasitic inductance of the bonding wire in the supply and bias path, chip capacitors
are placed as close as possible to the die for decoupling purposes.
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Figure 3.23: Diagram of the measurement setup used for the polar Doherty DTX characterization.

3.8.1 Measurement Setup

The measurement setup is shown in Fig. 3.23. The DC supply and bias are generated on the
LDO board, employing low-noise standalone LDOs from Analog Devices Inc., which share a common
supply voltage of 5 V from the DC supply source. A signal generator generates the singled-end
sinusoid LO signal at a frequency of 4× fLO. The output signal is split into two paths. One flows
directly to a spectrum analyzer to measure the spectral purity, while the other goes to a power
meter. When measuring the EVM, a high speed sampling oscilloscope is used to measure the
output signal, and the related EVM is computed on a PC. SPI control is facilitated by using an
SPI interface board between the DUT and PC. Note that a level shifter is needed to transfer the
signal-swing from the standard 3.3 V SPI interface to the 1.1 V to be provided to the CMOS die.
For the measurements, IQ data is uploaded to two on-chip SRAMs.

3.8.2 CW Measurement Results

The DTX demonstrator is firstly characterized for CW Doherty DPA operation. The carrier
frequency is swept from 2.3 to 2.8 GHz in steps of 100 MHz for these measurements. For frequencies
lower than 2.3 GHz, the performance is limited by the Doherty matching network, which makes the
efficiency enhancement effect less effective. When fLO is higher than 2.8 GHz, the LO generation
circuitry becomes the bottleneck. Figure 3.24(a) shows the peak RF output power (Pout), peak drain
efficiency (ηPEAK), and drain efficiency in 6 dB PBO operation (η6dB) versus LO frequency (fLO)
from 2.3 GHz to 2.8 GHz. In this frequency range, the peak Pout is 21.4 dBm, with a fluctuation of
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Figure 3.24: Measured (a) drain efficiency and RF output power vs.fLO; (b) drain efficiency vs. RF
output power at fLO=2.5 GHz.

less than 1 dBm, and the ηPEAK is between 52 % and 46 %. The fractional operational bandwidth
proves to be higher than 20 %. Also, the AM control word is swept to measure the efficiency
versus output power curve. Figure. 3.24(b) shows the resulting drain efficiency ηdrain versus Pout

at 2.5 GHz, indicating that the ηPEAK is 49.4 % and η6dB is 33.7 %, respectively. Compared to
the class-B scenario, the drain efficiency is enhanced by about 9 % efficiency points, and becomes
1.4 times higher than the normalized class-B roll-off in the 6 dB PBO region.

The phase noise of a single branch in static operation is measured for various carrier frequencies.
The noise floor is better than -138 dBc/Hz. The goal of measuring only one branch is to explore
the noise performance of a single TX chain. Figure 3.25(a) shows the single branch phase noise at
2.4 GHz, and its integrated R.M.S jitter is less than 98 fs. The integrated jitter at the LO input is
found to be 14 fs at 9.6 GHz, which is shown in Fig. 3.25(b). Note that the extra jitter results are
not only from the dividers but also from the whole TX chain, including phase modulator, phase
buffer, and DPA.

3.8.3 Single-Tone and Two-Tone Measurement Results

Following the CW measurements, single-tone and two-tone tests are carried out. In a single-tone
test, first, LO leakage and IQ image suppression are examined to test the phase modulator. In
this experiment, the LO frequency is set to 2.5 GHz, and the baseband frequency of signals is
approximately 150 kHz. Figure 3.26 demonstrates that, even without applying any I/Q calibration,
the LO leakage and image levels are -56 dBc and -50 dBc, respectively. After IQ calibration, the
LO leakage and IQ image reduce to −58 dBc and −72 dBc, respectively. More phase modulator
testing results will be presented in Chapter 4.
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(a) (b)

Figure 3.25: Measured phase noise and integrated jitter at (a) fLO=2.4 GHz at the output of the
single branch; (b) input LO signal at 9.6 GHz.
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Figure 3.26: Measured IQ image and LO leakage of phase modulator (a) before and (b) after
calibration.
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(a) (b)

Figure 3.27: Measured (a) ACW-AM and (b) ACW-PM characteristic

Also, a two-tone signal is applied to the TX to examine the "dynamic" ACW-AM/ACW-
PM behaviors. In Fig. 3.27, the measured ACW-AM and ACW-PM curves with and without
incorporating on-chip DPD are shown. At 2.5 GHz, before applying DPD, the IM3 is worse than
-20 dBc, and it improves to better than -45 dBc after applying the on-chip DPD. As can be seen
from Fig. 3.27, there is a singular point in the 6 dB PBO region resulting from the applied Doherty
architecture.

3.8.4 Broadband Measurement Results

Finally, the DTX is also characterized using a broadband modulated signal. Figure 3.28(a) shows
the measured close-in spectrum of a 20 MHz bandwidth 64-QAM single-carrier signal at 2.5 GHz.
The spectrum emission is better than -40 dBc with an EVM better than -30 dB. Figure 3.28(b)
shows the measured close-in spectrum and constellation diagram with 40 MHz bandwidth 64-QAM
signal at 2.4 GHz. The average drain efficiency is 25 %, with an average output power of 14.2 dBm.
Note that this measurement is done using only the on-chip LUTs, and its results could be further
improved when applying a more advanced DPD algorithm. Meanwhile, with only one branch, this
polar TX can still achieve an emission better than -40 dBc and an EVM better than -27 dB with an
80 MHz 64-QAM signal at 2.4 GHz, as will be shown in Chapter 4.

3.8.5 Performance Summary and Comparison with the State-of-the-Art

Table 3.1 summarizes the performance of the proposed Doherty DPA with state-of-the-art DPAs
featuring various efficiency enhancement techniques. Our proposed Doherty DPA achieves the
highest peak drain efficiency with comparable drain efficiency at the 6 dB PBO region point. What
is more, the overall area of the proposed Doherty DPA is small compared to other Doherty DPAs
using a lower number of transformers/inductors. In [19] and [21], class-G topologies are employed
to switch the supply voltage when the DPA is in the deep PBO region. Although this technique
can enhance the efficiency in the deep PBO region, switching the DPA’s supply voltage will result
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f0 = 2.5 GHz

BW = 20 MHz

PAPR = 7.5dB

EVM = -30 dB

(a)

(b)
Figure 3.28: Measured spectrum and constellation diagram of 20 MHz (a) and 40 MHz (b) 64-QAM
signals.
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Table 3.1: Performance summary and comparison with state-of-the-art DPAs with various efficiency
enhancement techniques.

Ref 
Hu’ 

JSSC15 
Hu’ 

JSSC16 
Hu’ 

RFIC16 
Vorapipat’ 

JSSC17 
Vorapipat’ 

JSSC17 
Yin’ 

JSSC18 
Jung’ 

JSSC20 
Qian 

JSSC21 
This Work 

Process (nm) 65 65 40 65 45 SOI 55 45 SOI 40 40 

Architecture Doherty 
Doherty 
+Class G 

Outphasing Doherty 
Doherty 
+Class G 

Dual-Band 
Doherty 

Doherty Doherty Doherty 

Frequency 
(GHz) 

3.1-3.98 3-4.32 5.8-6.1 0.85-1.1 3-4.3 0.85/1.7 2.1-2.5 2.3-3.5 2.3-2.8 

Peak Pout 27.3 26.7 22.2 24 25.3 27 22.4 23.6 21.4 

Peak ηdrain (%) 32.5 40.2 49.2 45 30.4 25.4 38.5 38.5 49.6 

ηdrain (%) 
@PBO (dB) 

23.5 
@ (6 dB) 

37 
@ (6 dB) 

20 
@ (8 dB) 

34 
@ (6 dB) 

25.3 
@ (6 dB) 

16.8 
@ (6 dB) 

18.7 
@ (9 dB) 

29.5 
@ (6 dB) 

33.7 
@ (6 dB) 

Area (mm2) 2.1 3.2 0.8 0.43,4 1.24. 0.74 24 0.83 0.85 

Modulation 
Type 

16 QAM 16 QAM 64 QAM 256 QAM 256 QAM 256 QAM 64 QAM 64 QAM 64 QAM 

Bandwidth 
(MHz) 

0.5 1 20 40 40 20 40 20 40 

EVM (dB) -27 -30 -30 -34.5 -35.8 -30.5 -32 -30 -31 

Emission/ACL
R (dBc) 

<-351 -26.5 <-40 <-45 <-401 N.A. -30.6 -34 <-40 

PAPR (dB) 5.4 5.4 5.8 9 10 6.2 7.1 6.2 7.1 

Average ηdrain 

(%) 
22.1 26.5 23.3 22 19.2 22.7 24.7 24.6 25 

Matching 
Network 

On-Chip On-Chip On-Chip Off-Chip On-Chip On-hip On-Chip On-Chip On-Chip 

DPD  Off-Chip Off-Chip Off-Chip Off-Chip Off-Chip Off-Chip Off-Chip Off-Chip On-Chip 

Whole TX 
Chaim (Y/N) 

No No No No No No No No Yes 

 1 Estimated from measured spectrum; 2 2dB bandwidth estimated from measured results 3 Without matching network; 4 Estimated from the micrograph 

 

in high interference in the output and a degradation of the linearity. The proposed Doherty PA’s
linearity by using on-chip LUT is sufficient to achieve a 40 MHz signal bandwidth with -31 dB
EVM. Although the linearity is somewhat less than [21], higher efficiency is achieved in this work.

In Table 3.2, the complete TX chain is compared with the state-of-the-art polar DTXs. Our
proposed TX includes full integration of the whole TX chain on a single chip, and in that sense, it
is the first reported "Bits-In, RF-Out" polar Doherty DTX. Furthermore, it can support a 40 MHz
64-QAM signal using a full Doherty DPA. Using only one branch, the TX supports an 80 MHz
64-QAM signal, which is the largest reported video bandwidth in the literature for polar DTXs.

3.9 Conclusion

This chapter describes the world’s first highly efficient, fully integrated polar Doherty DTX
in CMOS technology. This Doherty DPA achieves 49.4 % drain efficiency at a peak power of
+21.4 dBm and 33.7 % drain efficiency at 6 dB PBO by employing a class-E topology. By utilizing
a novel wideband on-chip phase modulator and LUT-based DPD, the proposed DTX demonstrates
linearity better than -40 dBc for a 40 MHz 64-QAM signal at 2.4 GHz while its average drain
efficiency and EVM are better than 25 % and -31 dB, respectively. With only one branch, the
bandwidth can be extended to 80 MHz. The proposed DTX architecture is scalable with advanced
CMOS processes.
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Table 3.2: Performance summary and comparison with state-of-the-art polar DTXs.
Reference 

Ye’ 
JSSC13 

Markulic’ 
JSSC19 

Li’ 
RFIC19 

Zhu’ 
JSSC17 

Xu’ 
JSSC 19 

Zheng’ 
JSSC13 

Winoto’ 
ISSCC16 

This Work 

Process (nm) 65 28 40 55 16 65 28 40 

Frequency 
(GHz) 

2-2.5 4.95-6.05 1.2-2.5 1.6-2.4 0.8-1 1.8-2.4 2.4/5 2.3-2.8 

DPA 
Architecture 

Impedance 
Switching 

Class B Class B Class B Class-B Class B Class B Doherty Class B 

Peak Pout 23.3 15 20.1 21.9 11.5 24 27.3 21.4 15 

Modulation 
Type 

64 QAM 256 QAM 64 QAM 64 QAM 64 QAM 64 QAM 64QAM 64 QAM 64 QAM 

Bandwidth 
(MHz) 

20 2.5 10 20 2 40 40 40 80 

EVM (dB) -28 -37 -30 -32 -28 -28 -30 -31 -27 

Emission/AC
LR (dBc) 

<-40 -35 -31 <-40 <-55 <-401 <-451 <-40 <-40 

Matching 
Network 

On-Chip On-Chip On-Chip On-Chip On-Chip On-Chip N.A. On-Chip On-Chip 

LO 
Generation 

Off Chip On-Chip Off Chip On-Chip On-Chip On-Chip On-Chip Off Chip Off Chip 

DPD (Y/N) 
Yes 

(Off-Chip) 
Yes 

(On-Chip) 
No 

Yes 
(Off-Chip) 

N.A. 
Yes 

(Off-Chip) 
Yes 

(On-Chip) 
Yes 

(On-Chip) 
Yes 

(On-Chip) 

TX Chain 
No Baseband 

& DPD 
No Baseband Whole Chain N.A. No Baseband 

No Baseband 
& DPD 

Whole Chain Whole Chain Whole Chain 

1 Estimated from the spectrum. 
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C h a p t e r

4
RFDAC-Based Wideband Phase Modulator

In this chapter, a fully integrated Cartesian RFDAC-based wideband phase modulator for a
polar DTX is implemented in a 40 nm bulk CMOS process [1]. A harmonic rejection (HR) RFDAC
architecture which suppresses the third and fifth harmonics is proposed to boost in-band linearity
and the frequency range of operation. The achieved frequency agility of the phase modulator is
verified over a 0.6-2.5 GHz range yielding an EVM of -34.5 dB and -36 dB for 18 Mb/s and 75 Mb/s
GMSK signals, respectively. It can also support an 80 MHz 64-QAM signal in combination with an
on-chip AM modulator. The power consumption of the proposed phase modulator is only 33 mW at
2.4 GHz

This chapter is organized as follows: Section 4.1 presents a brief overview of the current state-of-
the-art phase modulators. Section 4.2 analyzes the source of phase error in Cartesian-based phase
modulators and proposes a novel architecture to widen the operation frequency range. Following
that, Section 4.3 and Section 4.4 focus on the circuit implementation of the RFDAC and subsequent
limiter, respectively. Experimental results will be shown in Section 4.5, and Section 4.6 concludes
this chapter.

4.1 Overview of Phase Modulators

Various DTX concepts have been proposed which exploit highly efficient switch-mode PA opera-
tion, e.g., standalone polar, as well as, more recently, digital Doherty and outphasing concepts. In all
of these DTX concepts, the phase modulator is ultimately the key building block that significantly
impacts the achievable overall linearity of the targeted TX line-up. The most straightforward

59
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Figure 4.1: (a)Top-level conceptual diagram of a typical CP-PLL (type 2); (b) small-signal model
of the CP-PLL in the phase domain.

way to achieve phase modulation is to apply the modulation data directly to a voltage control
oscillator (VCO). Although this approach has the advantage of a wide modulation bandwidth, it
also suffers from various disadvantages such as the VCO phase transfer non-linearity, high close-in
phase noise, and relatively large frequency deviations due to PVT variations. In the literature,
several alternative phase modulator concepts have been introduced to overcome those shortcomings.
They can be categorized into three main types: the PLL-based phase modulator, delay line-based
phase modulator, and Cartesian-based phase modulator.

4.1.1 PLL-Based Phase Modulators

To alleviate the aforementioned VCO non-linearity, the most widely used approach to implement
a phase modulator is to incorporate this function within a PLL. A block diagram of a conventional
charge pump (CP)-PLL is shown in Fig. 4.1(a), including the phase-frequency detector (PFD), CP,
LPF, VCO, and multi-mode divider (MMD). The principle of a PLL is similar to that of a negative
feedback loop in the phase domain as it locks the phase of VCO to a reference. The divider reduces
the VCO frequency first to the frequency of the reference signal. Then, the PFD measures the
phase (and frequency) error of the divided signal with respect to this reference. This phase error
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Figure 4.2: Conceptual diagram of (a) the direct modulation; (b) the two-point modulation.

is fed to the CP and is transferred to a voltage. This voltage is filtered by an LPF to suppress
the reference spur. The digital ∆Σ block illustrated in Fig. 4.1(a) is used when there is no integer
relation between the output frequency of the PLL and the reference signal. The small-signal model
for the phase domain is shown in Fig. 4.1(b). Note that since the VCO output is expressed as a
frequency signal instead of phase. Thus, in the phase domain, the VCO should be modeled as an
integrator. From Fig. 4.1(b), it can be deduced that the output of the overall loop ΦOUT shows a
low-pass frequency response to ΦIN and a high-pass frequency response to ΦVCO.

To add phase modulation functionality to the PLL, perhaps the most straightforward way is by
adding the phase data to the input of ∆Σ modulator, as shown in Fig. 4.2(a) ([2]). This approach
yields the lowest amount of additional circuitry and helps to decrease power consumption and
circuit complexity. What is more, thanks to the high Q of the resonator in the VCO, the harmonic
level in the output is low, eliminating the need for an additional filter. However, the bandwidth
of the modulation signal cannot be wide due to the limited bandwidth of the PLL loop. Another
path going directly to the VCO can be added to widen the video bandwidth. The resulting output
presents high-pass behavior to the signal fed directly to the VCO. The low-pass behavior from
the input and high-pass behavior for the extra signal path to the VCO can be effectively summed
together, resulting in an all-pass behavior that extends the modulation bandwidth. This approach is
called “two-point" modulation and is widely used for PLL-based phase modulators. Its conceptual
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Figure 4.3: Open-loop phase modulator with a coarse tapped delay line with (a) a fine digitally-
controlled delay and (b) a digital ∆Σ modulator.

diagram is shown in Fig. 4.2(b). However, in practical situations, the modulation bandwidth is still
limited since the total transfer function is not flat. What is worse, the loop parameters such as
KVCO also vary due to PVT variations, yielding phase errors. Therefore, background calibration
([3] and [4]) is typically required for two-point modulation, which increases the complexity of the
whole system.

4.1.2 Delay Line-Based Phase Modulators

The aforementioned PLL-based phase modulators still have limitations preventing them from
supporting large video bandwidths. Delay line-based phase modulators have been proposed to
overcome this issue. One example of such an approach can be found in [5] and [6], which is focused
on application in an outphasing TX. These modulators typically use inverter-based delay elements
to delay the LO signal by the desired phase angle. As shown in Fig. 4.3(a), the inverter-based delay
line delays the LO signal by the desired phase angle combined with a multiplexer (MUX). This
delay can statically or dynamically change the phase selection with a MUX. Unlike PLL-based
phase modulators, these modulators need an external PLL/oscillator to generate a static LO signal.
Phase modulation can also be done through the controlled delay of the elements by modulating their
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supply voltage. To generate a delay/phase with more accuracy, a delay lock loop (DLL) can also be
employed. The DLL controls each element’s delay in order to align the edges of the input and the
output of the last delay element. The drawback is that although the DLL regulates the delay of the
whole line, the delay of the individual elements can still suffer from mismatch among elements, and
as such, will also degrade the phase accuracy. In addition, the intrinsic delay of an inverter in a
typical 40 nm CMOS technology is about 20 ps. To cover the whole period of a 2.4 GHz center
frequency, at least 20 inverters are needed, which will take considerable design effort to match the
delay accuracy. What is worse, 20 delay elements with a MUX can only provide a resolution of 4
bits, which is far less than the requirement of high-order modulation schemes such as 256-QAM.
Consequently, auxiliary circuits are needed to generate a digital control delay line (DCDL) with
finer steps (Fig. 4.3(a)). The concept shown in Fig. 4.3(a) is similar to a two-step ADC, whereas the
fine DCDL is more challenging to design. Despite these drawbacks, this type of phase modulator
supports WLAN signals with both 20 MHz and 40 MHz channel bandwidths using DPD.

To avoid the design burden of finer steps in the DCDL, a ∆Σ modulator can also be used to
achieve a more accurate phase resolution (e.g., see Fig. 4.3(b) in [7]). By having a high oversampling
ratio (OSR) for the ∆Σ modulator, the phase accuracy will be improved at the expense of higher
out-of-band noise. On the other hand in [7], measurements show that for 20 Mb/s, the shaped
quantization noise in the ∆Σ modulator does not corrupt the noise floor. In this approach, the
phase-modulated signal will not reach a high bandwidth, since a high OSR for the ∆Σ modulator
must be kept to guarantee sufficient phase accuracy. Therefore, a large bandwidth (>80 MHz)
signal cannot be supported due to the bandwidth extension.

4.1.3 Cartesian-Based Phase Modulators

In [8], a Cartesian-based phase modulator is used in a digital polar TX line-up, and its conceptual
diagram is shown in Fig. 4.4(a). This concept is based on a conventional Cartesian TX configuration.
In such an architecture, if phase modulation data is converted into a constant-envelope I/Q signal
by a normalizer, the Cartesian-based TX can serve as a phase modulator in a polar TX architecture.
In such a line-up, if a switching PA bank is employed for AM modulation, a limiter will be required
at the output of the phase modulator to convert the phase-modulated signal into a square wave,
which in turn, is used to drive the switch banks. This architecture is able to meet the requirements
for 20 MHz WLAN signals ([8]). A current steering RFDAC can provide the desired combination of
a baseband DAC and mixer operation, where the baseband data is mixed with a square-wave signal
with a frequency fLO to drive the output stage switch banks. Compared to other phase modulators,
these phase modulators suffers from higher power consumption, due to the relatively power-hungry
operation of RFDACs. Some power will also be consumed by the normalizers. Furthermore, the
Cartesian-based phase modulator requires a passive BPF at the input of the limiter to suppress the
harmonics, which typically includes an LC resonator. Implementation of such a filter will limit the
operating frequency range while requiring a large area. The theoretical background of harmonics
corrupting phase accuracy will be given in the following section. Last but not least, like delay
line-based concepts, Cartesian-based phase modulators also require an external LO source.
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Figure 4.4: (a) Replacing BPF with RC-LPF in a conventional Cartesian-based phase modulator;
(b) principle of C-IMD explained using single-sideband modulation.



4.2 Towards Wideband Cartesian-Based Phase Modulator 65

4.2 Towards Wideband Cartesian-Based Phase Modulator

In the previous section, three types of phase modulators were reviewed. Although the PLL-based
phase modulator can generate the LO signal locally while consuming less power, its low-loop
bandwidth limits its broadband applications. The delay line-based phase modulator can support
a very large modulation bandwidth, but since PVT variations will corrupt its phase accuracy,
background calibration is needed. Finally, a Cartesian-based phase modulator can support a very
large video bandwidth and is free from bandwidth extensions. However, its output BPF limits
its operation bandwidth while occupying a relatively large area. This section will propose a novel
Cartesian-based phase modulator with an extended operation bandwidth and reduced area based
on the HR technique.

4.2.1 Phase Error Source Analysis

In Fig. 4.4(a), the operation frequency range is limited by the BPF, usually an LC resonator.
Although the LC BPF can be designed to be reconfigurable when employing switched capacitor
banks, its Q factor will be corrupted due to losses caused by the non-zero on-resistance (RON) of the
switches. To reach higher flexibility and a smaller die area, an RC-LPF would be preferred despite its
slow roll-off of out-of-band attenuation (Fig. 4.4). However, due to the high harmonic signal content
of a conventional Cartesian-based RFDAC, the failure to suppress the LO harmonics adequately in
combination with an output non-linearity would lead to the folding back of frequency components to
the close-in spectrum. Such inter-modulation products are called counter-intermodulation distortion
(C-IMD); the principle of third C-IMD (C-IMD3) and fifth C-IMD (C-IMD5) is explained graphically
in Fig. 4.4(b).

C-IMD is a mix product of the LO harmonics, the single sideband signal, and the output
non-linearity. Since in an RFDAC, the LO signal has a duty cycle of 50 %, the Fourier expansion
up to fifth order of which is:

VLO(t) = ejωLOt − 1
3e

j3ωLOt + 1
5e

j5ωLOt (4.1)

then the frequency component in the up-converted signal in (Fig. 4.4(b)-top) is ωLO +ωin, 3ωLO−ωin

and 5ωLO + ωin. When we assume that the RFDACs only have third and fifth order memoryless
non-linearity:

Vout(t) = a1vin(t) + a3v
3
in(t) + a5v

5
in(t) (4.2)

then at the output of the limiter, there will be inter-modulation products close to the desired signal,
namely, ωLO − 3ωin and ωLO + 5ωin (Fig. 4.4(b)-middle) ([9]). ωLO − 3ωin is the joint product of
both C-IMD3 and C-IMD5, whereas ωLO + 5ωin is the product of C-IMD5 only. With an ideal
limiter, such a single-sideband frequency component with respect to ωLO will contribute in-band
components that yield phase errors (Fig. 4.4(b)-bottom). To obtain a clean spectrum, the harmonics
should be suppressed adequately. In the time domain, these close-in distortion products appear as
phase errors, which corrupt the zero-crossing point in the PM signal. Figure 4.5 plots the simulated
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Figure 4.5: Static phase error for various RC-LPFs.

static phase error with a first-, second-, and third-order RC-LPF, respectively. Although using
a higher-order RC-LPF will improve the phase error, the absolute phase error is still high. For
instance, even when using a third-order RC-LPF, the static phase error can be as high as 2◦. The
motivation not to choose higher-order RC-LPFs is that they increase in-band attenuation, and
thermal noise due to the resistors in the RC-LPF. In other words, another technique to suppress
the LO harmonics would be most welcome.

4.2.2 Proposed System Architecture

To allow frequency-agile filtering for harmonics, especially for the third and fifth, HR is an
increasingly popular solution which was proposed for the first time in [10]. This technique significantly
relieves the filtering requirements and facilitates a viable solution with reconfigurable low-order
RC-LPFs. The principle of the HR technique is shown in Fig. 4.6(a). By employing three mixers with
proper conversion gain scaling and shifting their LO inputs by 45◦ with respect to each other, the third
and the fifth harmonics can be canceled out. The gain scaling factor for this purpose should be 1,

√
2,

and 1 for the vector shifted 0◦, 45◦, and 90◦, respectively. The resulting transient output waveform
is shown in Fig. 4.6(b). The principle of harmonic cancellation is explained by the vector diagrams
shown in Fig. 4.6(c). At the fundamental frequency, the output is (16 0◦+

√
26 45◦+ 1 6 90◦), while at

the third and fifth harmonics,the output is (1 6 0◦+
√

2 6 135◦+1 6 270◦), and (16 0◦+
√

2 6 225◦+1 6 90◦),
respectively. Therefore, at the fundamental frequency, the signals are added constructively, whereas,
at the third and fifth harmonics, the signals cancel each other. Note that the resulting HR level
highly depends on the amplitude and phase mismatch among three mixers, which is given by:

HD3 = 1
9(1− cos(3θ))(1 + ∆)2 + ((1 + ∆)sin(3θ)) (4.3)

and:
HD5 = 1

25(1− cos(5θ))(1 + ∆)2 + ((1 + ∆)sin(5θ)) (4.4)

in [10], respectively, where ∆ is the amplitude mismatch and θ is phase mismatch.
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In this work, the RFDAC can replace the mixer and amplifier in combination with Fig. 4.6(a), of
which the resulting overall system diagram of the proposed phase modulator is shown in Fig. 4.7(a).
As indicated, the signals of three parallel I/Q RF-DACs are summed at their output node, while
they are driven by different clock phases, namely, 0◦, 45◦, and 90◦, along with the current steering
scale factors of 1,

√
2, and 1, respectively.

A transient simulation was done to determine the necessary order of the RC-LPF to satisfy
the static phase error requirement, including the RFDACs with HR. The resulting static phase
error is shown in Fig. 4.7(b). Compared to Fig. 4.5, the static phase error is dramatically reduced.
With second- and third-order RC-LPFs, the R.M.S error is now less than 0.4◦ and 0.2◦, respectively.
Therefore, the second-order RC-LPF is chosen for this design.

The overall functionality of the realized RFDAC-based phase modulator is as follows. As
indicated in Fig. 4.7(a), the digital I/Q data is initially loaded through an SPI into two on-chip
SRAMs. These SRAMs are connected to an on-chip CORDIC that decomposes the I/Q data into
AM and PM signals. Note that the sampling speed FS of the digital baseband is a quarter of fLO.
An internal clock generator provides the eight phases which are required for HR operation. The
phase output from the CORDIC is applied to a normalizer, which converts the wanted (digital)
phase into a new digital I/Q signal with a constant magnitude. The normalizers can also be used as
a LUT to compensate for I/Q mismatch in the phase modulator.

4.3 Design of RFDAC

The RFDAC in this design integrates a current-steering baseband DAC and a mixer in a single
block. As discussed in the previous section, six such RFDACs in the proposed design features dual
TX line-ups to suppress the third and fifth harmonics in both branches. This section will focus on
the implementation of the RFDAC.

4.3.1 Design of unit cell

A schematic of the unit cell is shown in Fig. 4.8(a). A unit cell contains a current source to
provide a DC current, and a switch to steer this current. A cascode configuration for the current
source is employed to increase its output impedance at the expense of voltage headroom for the
output signal. It has been shown that this is a necessary measure to boost DAC linearity ([11]). The
switch is implemented as a digitally driven differential pair. The output of the mixer is differential,
which is necessary to establish overall push-pull RFDAC operation.

In this design, the mixing operation is implemented using a bit-by-bit XOR approach inside
the RFDAC unit cell. Instead of driving the switch transistors M1 and M2 directly with data as a
conventional current-steering DAC, the switches are driven by two XOR gates. The inputs of these
XOR gates are the data bit mi under consideration and the LO signals. A schematic of the XOR
gate used in this design is shown in Fig. 4.8(a), which consists of two transmission gates.

However, there is a drawback to this unit cell. Due to the gate-drain capacitance Cgd of the
transistors M1 and M2, charge injection will be injected and drift from the drive signal directly to
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Figure 4.9: Floorplan of one single RFDAC

the output (Fig. 4.8(a)). This non-linear behavior will disturb the output at each rising or falling
edge with current spikes. Since these spikes are data-dependent, the RFDAC output will exhibit
non-linear distortion. To address this issue, dummy switch transistors M3 and M4 are employed,
as illustrated in Fig. 4.8(b). These transistors are identical to M1 and M2 so that Cgd is equal
for all four devices. The drains of the dummy transistors are cross-connected to cancel out the
charge-injection. The sources of M3 and M4 are connected and float to other circuitry. Regardless
of the capacitive load of the XOR gates doubling, these dummy transistors prove to be capable of
boosting linearity.

4.3.2 Floorplan

To satisfy the out-of-band requirement and shrink the occupied area, the resolution of the
RFDAC is set to be 9 bits that are split into two segments: a 6-bit MSB thermometer configuration
and a 3-bit LSB binary-weighted structure. One common approach is to place the cells in an
array and drive the cells in rows and columns to decrease the parasitic capacitance and improve
device matching compared to a line-oriented topology. In this approach, three LSB bits are used
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to control the binary-weighted cells. For the unary-weighted part, DATA[5− 3] and DATA[8− 6]
are converted into the row- and column-select signals, respectively, using two 3-to-7 thermometer
encoders. Following the encoders, DFFs are placed to prevent any glitches that would degrade to
the phase signal’s spectral purity. The binary-weighted segment is configured in the same manner.
The DFF and thermometer encoder used are the same applied in Chapter 3.

4.4 Implementation of Limiter

The limiter consists of analog gain stages and a digital buffer chain. Its top-level schematic
is shown in Fig. 4.10. As shown in Fig. 4.11(a), the analog gain stages consist of three cascaded
CML buffers, which is a widely used configuration in optical communication systems. The first gain
stage also acts as the second stage of the RC-LPF. Re-configurable capacitor banks are connected
in parallel with the load resistors in the first stage to adapt the cut-off frequency based on the LO
frequency. The capacitor banks have both 4-bit resolution, which the SPI controls, with a maximum
capacitance of approximately 87 fF. The W/L of the transistors is tuned to achieve the gain with a
power budget of 1 mW. Overall, the three gain stages in this design achieve a small-signal gain of
approximately 30 dB at 2.4 GHz. Unlike the RFDAC design, the current sources used to bias the
differential pairs are not of the cascode type due to the limited available voltage headroom. Each
stage has an output common-mode voltage of approximately 0.6 V. The second and third stages
will touch the clipping region, and thus, their output swing ranges from 100 mV up to 1.1 V.

The output of the analog gain stages is AC-coupled to the input of a CMOS buffer chain to
convert the signal into rail-to-rail CMOS logic signals. A schematic of the self-biased inverter, and
the buffer chain is depicted in Fig. 4.11(b). The series capacitors at the input serve to block the
DC component at the output of the gain stages. Self-biased inverters generate this input DC bias
voltage in the buffer chain. Note that any deviation in the DC bias voltage will corrupt the phase
accuracy. The corner frequency of the high pass filter (HPF) due to the RC of the AC path and
DC feed is approximately 83 MHz, which is far below the target operating frequency range. The
push-pull digital buffer chain includes two stages of inverters with phase aligners. The buffer chain
has to drive the input buffer of the DPA, which is an inverter that is four times the minimum size
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Figure 4.11: Schematic of (a) analog gain stages and (b) buffer chain.

with 10 fF of extra parasitic capacitance in the routing traces. In the post-layout simulation, the
rising and falling time of the phase-modulated signal is approximately 70 ps.

4.5 Measurement Results

The proposed wideband phase modulator is fabricated in a 40 nm bulk CMOS technology,
together with the circuits from Chapter 3. Figure 4.12 shows the chip micrograph. The three pairs
of RFDACs are placed side by side, and the total core area is 0.21 mm2 excluding the CORDIC
and normalizers, while the core area is 0.16 mm2. The measurement setup is the same as that in
Chapter 3. In the measurements, the AM control word is set to its highest value.

4.5.1 Single-tone Test

A single-tone test is a commonly used method to determine the spectral performance and phase
error of the phase modulator. Such a signal should result in a constant frequency shift from the
LO center frequency. The LO leakage and IQ image of the single-tone measurement within the
frequency range of 0.6-2.5 GHz is demonstrated in Fig. 4.13(a), while the tone spacing is fLO/128.
These measurements verify that the LO leakage and IQ image are below -45 dBc and -57 dBc
without any IQ calibration or DPD, respectively. Figure 4.13(b) presents the constellation diagram
of the single-tone serrodyne measurement at fLO=2.5 GHz. Note that the 128 constellation points
are clearly distinct, showing superior phase accuracy. To quantize the phase error, Fig. 4.14(a)
shows the measured output phase versus digital input, while Fig. 4.14(b) highlights the related static
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Figure 4.13: Measured (a) LO leakage and IQ image vs. fLO, (b) constellation diagram for 128
phases at fLO= 2.5 GHz.
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Figure 4.14: Measured (a) output phase and (b) static phase error vs. input phase at fLO= 2.5GHz,
which equals 0.72◦ (R.M.S value).
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Figure 4.15: Measured spectrum of (a) an 8 Mb/s GFSK signal at fLO = 1 GHz; (b) an 80 Mb/s
GFSK signal at fLO = 2.5 GHz

phase error versus input phase at fLO=2.5 GHz, after going through a digital static phase LUT,
and yielding an R.M.S phase error of 0.72◦ only. The power consumption, excluding that consumed
by the baseband circuits, at 0.6 and 2.4 GHz are 12 and 33 mW, respectively.

4.5.2 Modulated Signal Measurement

The phase modulator is firstly measured using a phase-modulated signal with a constant
amplitude. For this purpose, a GFSK signal is applied to the proposed phase modulator as IQ data
stored in the memory. Figure 4.15 presents the measured spectrum with the GFSK signal at 1 GHz
and 2.5 GHz, respectively. With an 8 Mb/s GFSK signal at fLO=1 GHz, the EVM is -27 dB with
an output emission lower than -46 dBc. With 80 Mb/s GFSK signal at fLO=2.5 GHz, the EVM is
−26 dB with an output emission lower than -48 dBc, showing that the proposed phase modulator
can operate over a wide frequency range.

Following that, the GMSK spectrum of 75 Mb/s for fLO=2.4 GHz is shown in Fig. 4.16 in
combination with the trellis diagram, indicating the out-of-band emission level is better than -50 dBr,
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Figure 4.16: Measured spectrum of a 75 Mb/s GMSK signal at fLO = 2.4 GHz, with a trellis
diagram.

Figure 4.17: Measured spectrum and constellation diagram of an 80 MHz 64-QAM signal at
fLO=2.4 GHz.

while the EVM is about 1.6 % (-36 dB). The same measurement results at fLO=0.6 GHz, and the
EVM becomes 1.92 % (-34.5 dB).

Finally, the proposed phase modulator is also measured together with the DPA described in
Chapter 3, and the yielding measured spectrum is shown in Fig. 4.17 with the constellation diagram.
With an 80 MHz bandwidth 64-QAM signal, the system achieves an EVM of better than -27 dB
after DPD correction for distortion resulting from the AM path. Note that due to non-linear
decomposition from IQ signal to polar signal, the effective bandwidth for an 80 MHz QAM signal is
in the order of 240-400 MHz. These measurement results show that the proposed wideband phase
modulator can indeed support a large video bandwidth.

Table 4.1 summarizes the performance of the phase modulator and compares it with state-of-the-
art phase modulators. Compared to other standalone or integrated phase modulators, the proposed
phase modulator shows a large operational bandwidth and excellent capability to of handling a high
modulation bandwidth. Note that the AM path causes the bottleneck in the linearity of the QAM
signal measurement.
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Table 4.1: Performance summary and comparison with state-of-the-art phase modulators.

Ref 
Ye’ 

JSSC13 
Li’ 

RFIC19 
Marzin’ 
JSSC12 

Li’ 
TMTT17 

Gheidi’ 
JSSC17 

Nidhi’ 
TMTT17 

This Work 

Process (nm) 65 40 40 65 45 SOI 45 40 

Architecture Cartesian Cartesian PLL PLL Delay Delay Cartesian 

Area (mm2) 0.31 0.045 0.7 0.7 0.15 0.1 0.21 

Frequency (GHz) 2.2 1.2-2.5 2.9-4 1.5-2.1 1-3 1.8 0.6 2.4 

Power (mW) 17 12.5 5 10.6 34 20 12 33 

Modulation OFDM LTE GMSK GFSK GMSK GFSK GMSK 64QAM 

Signal BW 20 10 10 20 20 100 18 80 

EVM (dB) -282 -282 -36 -28.6 -34 -22 -34.5 -272 

 1 Estimated from chip micrograph; 2 Combined with AM modulator and the distortion partly is contributed by AM path. 

4.6 Conclusion

This chapter demonstrates a 0.6-2.5 GHz Cartesian-based wideband phase modulator in a 40 nm
CMOS technology. By employing the HR technique, it achieves -45 dBc LO leakage and a -58 dBc
IQ image at fLO=2.5 GHz. Its out-of-band emission is better than -50 dBc for 75 Mb/s of a GMSK
signal at fLO=2.4 GHz with a related EVM of about -36 dB. The proposed phase modulator can
also support an 80 MHz 64-QAM signal in a polar TX, achieving an output emission better than
-40 dBc and an EVM better than -27 dB. These values are very favorable when compared to current
state-of-the-art phase modulators.
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C h a p t e r

5
A Wideband IQ DDRM with an IQ-Mapping
Technique

This chapter presents a wideband, 2×12-bit DDRM with an IQ-mapping technique realized in
a 40 nm CMOS technology. The proposed digital-intensive quadrature up-converter features an
advanced IQ-mapping technique to boost RF power, in-band linearity, and out-of-band spectral
purity. The modulator can provide more than 14 dBm peak RF output power with a 50 Ω load
and achieves an ACLR of −52 dBc and an EVM of −40 dB when applying a 20 MHz 256-QAM
signal at 2.4 GHz. When applying a 320 MHz 256-QAM signal at 2.4 GHz, the measured ACLR
and EVM are better than −43 dBc and −32 dB, respectively, without applying any DPD.

To develop the proposed DDRM, Section 5.1 introduces the concept of DDRM, as well as
its challenges. Section 5.2 provides the background of the IQ-mapping concept and presents its
advantages. The related system architecture is developed in Section 5.3, while Sections 5.4, 5.5, and
5.6 are focused on the circuit implementation. Experimental results are shown in Section 5.7, and
Section 5.8 concludes the main findings of this chapter.

5.1 Direct-Digital RF Modulators

5.1.1 Concept of Direct-Digital RF Modulators

The ever increasing demand for fast data access and high throughput is driving wireless
communication towards its 5G, which utilizes a larger modulation bandwidth and MIMO operation
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Figure 5.1: Typical block diagram of (a) an analog modulator; (b) a DDRM.

while demanding higher system efficiency and integration. To meet this demand, in recent years,
extensive research has been directed towards high-linear and power-efficient TX line-ups. The key
building block of these architectures is the RF modulator, which can be realized as either a Cartesian
(I/Q) modulator ([1]-[5]) or its polar counterpart ([6]). Due to the linear summation of the I and Q
signals, an I/Q DTX appears to be the best candidate to handle the large modulation bandwidths
of a 5G mobile network. Because of this, among several I/Q DTX architectures, the DDRMs are
rapidly gaining interest due to their natural compatibility with nanoscale CMOS technology, small
chip area, and potential to offer high output power, excellent spectral purity, and frequency-agile
operation.

The concept of the DDRM can be derived from the analog Cartesian RF modulators introduced
in Section 2.2, the diagram of which is again presented in Fig. 5.1(a). The baseband DACs convert
the digital signal into an analog representation, which is then up-converted using orthogonal LO
phases (square waves) in a quadrature mixer configuration. The LPFs suppress the sampling spectral
replicas generated by the DACs. Alternatively, enabled by advanced high-speed CMOS technologies,
the digital signal can also be bitwise up-converted using logic gates that process the digital baseband
data and LO phases in a digital fashion for sub-6 GHz applications. The latter approach eliminates
the need for a standalone high-linearity mixer and LPF.

Consequently, the baseband DACs and mixers in Fig. 5.1(a) can be merged into one single block,
namely, a mixing-DAC or RFDAC. Combining two RFDACs with related digital baseband signal
processing compromises the DDRM, shown in Fig. 5.1(b). Note that there is no explicit LPF in the
DDRM, which can be bulky and lossy in analog modulators.

Figure 5.2(a) depicts the schematic of a conventional analog-intensive modulator ([7]), compro-
mising a pair of RFDACs which implement the I and Q up-conversion. In a DDRM, the unsigned
complementary I and Q baseband signals are first interpolated in the digital domain to adequately
suppress close-in sampling spectral replicas and push them further away, as such acting as an LPF
in the digital domain. Secondly, the resultant two high-speed bit-streams are subsequently converted
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Figure 5.2: Conceptual diagram of the conventional DDRM in (a) [7] and (b) [9].

into two separate I/Q RF signals by exploiting current-steering RFDACs. Eventually, the two
up-converted signals are combined. For each RFDAC, the output can be expressed as a result of
the XOR calculation of the LO signal and data:RFout+ = CLKP ·BB+ + CLKN ·BB− = CLKP ⊕BB+

RFout− = CLKN ·BB+ + CLKP ·BB+ = CLKP ⊕BB+
(5.1)

A CMOS XOR/XNOR gate can implement the XOR/XNOR calculation in the voltage domain,
and then the schematic can be simplified, as shown in Fig. 5.2(b) ([8] and [9]). By transferring the
XOR operation to the voltage domain, the voltage headroom can also be improved. Doing so allows
more flexibility in choosing the Nyquist frequency of the RFDAC, which can be beneficial in view of
the widening operation frequency range ([8]).

5.1.2 Comparison between DDRM and DPA-Based Cartesian DTXs

Although the principle of DDRMs is similar to DPA-based Cartesian DTXs, which are introduced
in Section 2.2, the different implementation approaches can affect, however, both their spectral purity
and power efficiency. In this section, the DDRM architecture will be compared with DPA-based
Cartesian DTXs in terms of these properties.

A fair comparison starts with a universal digital modulator model. This DDRM model can
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nIunit nGACT(N-n)GDIS (N-n)GDISnGACT nIunit
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VDD

RFDAC

Figure 5.3: Simplified universal modulator model for a single-branch mixing DAC or DPA.

be adapted as discussed in Chapter 3 (Fig. 5.3). By doing so, the unit cell is represented as a
baseband-controlled RF current source with the source conductances GON and GOFF representing
the "on" and "off" state admittance, respectively. Since the current source switches on/off every RF
cycle, the impedance will vary within each RF cycle. When the unit cell is not activated, this can
be expressed as: GACT = GOFF + (GON −GOFF)u(t)

GDIS = GOFF
(5.2)

and when it is activated, the current is given by:

Iunit = I0u(t) (5.3)

where u(t) is a normalized rectangular LO waveform. Consequently, the effective admittance for a
single RFDAC can be expressed as:

Gsource = nGACT + (N − n)GDIS

= n(GON −GOFF)u(t) +NGOFF
(5.4)

where N is the total number of unit cells and n is the control word. Then, based on Kirchhoff’s
laws, the current driven to load RL should be

IL = nI0

1
RL

n(GON −GOFF)u(t) +NGOFF + 1
RL

u(t) (5.5)

In DDRMs, due to the current-steering topology, GON and GOFF are typically much smaller than
GL(= 1/RL). Thus in the ideal case, to make the output IL linear with the control word n, the
current split ratio should not change, which is the case if GON is equal to GOFF. However, in a
practical situation, there is always some mismatch between GON and GOFF yielding distortion. To
improve linearity, the use of bleeding current can bring GON close to GOFF ([10]).

Compared to a DDRM architecture, as discussed in Chapter 3, the GON in a DPA design needs
to be much larger than GOFF to achieve good efficiency performance. Since GOFF is much smaller
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Figure 5.4: Simplified universal modulator model for a Cartesian-based DDRM or DPA.

than 1/RL, in this case, the output current in (5.5) can be simplified to:

IL = nI0

1
RL

nGON + 1
RL

u(t) (5.6)

resulting in a non-linear transfer function between the control word n and output current. Since
this is similar to AM-AM distortion in conventional PAs, DPD is required. Note that if the source
admittance in Fig. 5.3 also includes an imaginary component, ACW-PM distortion will also be
present in addition to the ACW-AM distortion.

However, the previous analysis only covers simple amplitude modulation. The situation becomes
more complicated when taking the I/Q operation into account. Particularly in DPA-based Cartesian
DTXs, where the RF current is the combined output of the I/Q DPA banks, the effect of I/Q
interaction is no longer negligible. Here, I/Q interaction refers to the fact that the output current is
no longer the result of I and Q signals independently, but also results from the I and Q together,
i.e.,

∂

∂I∂Q
OUT (I,Q) 6= 0 (5.7)

I/Q interaction is different from conventional AM-AM/AM-PM distortion. Namely, the distortion
from I/Q interaction is not only related to the amplitude but also related to the actual location in
the constellation diagram.

To analyze I/Q interaction effectively, another set of current sources with a quadrature phases
needs to be added to the model in Fig. 5.3. The amended model is shown in Fig. 5.4, where Iunit−I

and Iunit−Q represent the quadrature RF current pulses, which have the same shape but are 90◦

shifted in phase. This can be expressed as:Iunit−I = I0u(t)
Iunit−Q = I0u(t− T/4)

(5.8)
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where T is the period of the LO signal, and thus, the output current is:

IL = [nI0u(t)+mI0u(t−T/4)]
1
RL

n(GON −GOFF)u(t) +m(GON −GOFF)u(t− T/4) + 2NGOFF + 1
RL

(5.9)
In a DDRM, as stated before, both GON and GOFF are small compared to 1/RL. Consequently,

in the ideal case, where GON = GOFF = 0, the output current can be simplified to:

IL = nI0u(t) +mI0u(t− T/4) (5.10)

showing in an ideal DDRM, there is no I/Q interaction. However, in the DPA scenario, where only
GOFF can be assumed to be close to zero, the output current is:

IL = [nI0u(t) +mI0u(t− T/4)]
1
RL

nGONu(t) +mGONu(t− T/4) + 1
RL

(5.11)

where the term
1
RL

nGONu(t) +mGON + 1
RL

yields the I/Q interaction. If u(t) and u(t − T/4) are

non-overlapping, e.g., the LO is a 25 % duty cycle clock, the output current can be simplified to:

IL = nI0u(t)
1
RL

nGONu(t) + 1
RL

+mI0u(t− T/4)
1
RL

mGONu(t− T/4) + 1
RL

(5.12)

and again, there will be no I/Q interaction. The behavioral simulation results shown in Fig. 5.5
confirm this statement. In DDRM scenarios, there is no I/Q interaction shown in the constellation
diagram regardless of the LO duty cycle. In contrast, in DPA-based Cartesian DTXs, I/Q interaction
will exist when the LO clock overlaps.

While DDRMs do enjoy superior linearity over DPA-based DTXs, especially regarding I/Q
interaction, in return, they suffer from low output power and poor power efficiency performance.
Figure 5.6(a) shows the peak output power versus peak system efficiency of DDRMs and DPAs
reported in the literature. It can be noted that although the output power of DDRMs is comparable
to that of DPAs, but the peak system efficiency of DDRMs is well below 20 %, in contrast to 25 %
and higher peak efficiency in most DPA designs. What is worse, since DDRMs usually employ
class-A-like current-steering topologies in favor of linearity, the overall DC current does not scale
down with output power. Therefore, the drain efficiency of DDRMs at 6 dB PBO will reach only a
quarter of their peak drain efficiency. In contrast, as DPAs usually feature class-B-like operation,
their drain efficiency in the 6 dB PBO region will be only halved with respect to their peak drain
efficiency (Fig. 5.6(b)). Therefore, the efficiency difference between the DDRM and DPA in PBO
region will be even larger than in the peak power region. Consequently, effort should be made to
also boost the efficiency in the PBO region for DDRMs. In this chapter, the proposed DDRM
architecture still uses pure class-A-like conditions, but in Chapter 6, we will discuss how to design a
class-B-like DDRM to boost the power efficiency in the PBO region.

In summary, compared to DPA-based Cartesian DTXs, DDRMs enjoy better linearity. However,
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Figure 5.5: Resulting constellation diagram of the behavioral simulation in a DDRM (a) with 25 %
LO; (b) with 50 % LO and DPA (c) with 25 % LO; (d) with 50 % LO.
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Figure 5.6: (a) Reported output power and efficiency for existing DDRMs and DPA-based TXs; (b)
normalized drain efficiency versus PBO level for the DDRM and DPA.
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their low efficiency and use of class-A operation limit their employment in the final stages.

5.1.3 Design Challenges of DDRMs

Unfortunately, existing DDRMs still suffer from some obstacles striving for high spectral purity
and low in-band distortion. First, similar to the analog modulators in Fig. 5.1, the conventional
DDRMs in Fig. 5.2 are also typically realized by using two (separate) banks of RFDACs. Figure 5.7(a)
shows the typical spectrum and the constellation diagram for one pair of unit cells. The mismatch
between two banks of I/Q RFDACs results in an unwanted IQ image component. This image
component is essential to the in-band linearity as it usually deviates from the constellation points
and corrupts the EVM.

In general, there are three main sources of I/Q mismatch: gain mismatch, phase mismatch and
delay mismatch. Gain mismatch mainly comes from amplitude mismatch among current sources in
unit cells. The transfer function of the RFDAC can be written as:

y(x) = a1x+ a3x
3 + a5x

5 + · · · (5.13)

regardless of any quantization error. Due to the fact that the RFDAC is typically differential in
nature, all even terms in (5.13) are effectively eliminated. Assuming that the mismatch between I
and Q RFDACs is uncorrelated, we can write:I(xI) = a1xI + a3xI

3 + a5xI
5 + · · ·

Q(xQ) = b1xQ + b3xQ
3 + b5xQ

5 + · · ·
(5.14)

Furthermore, for a single-sideband one-tone test, the input for I and Q will be:xI = cos(ωLOt)cos(ωBBt)
xQ = sin(ωLOt)sin(ωBBt)

(5.15)
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where ωLO is the carrier angular frequency and ωBB is the signal angular bandwidth of the single-tone
signal. After the substitution of (5.15) in (5.14), the output of the DDRM is given by:

OUT (t) = 0.5((a1 + b1)cos(ωLO + ωBBt) + 0.5((a1 − b1)cos(ωLO − ωBBt)
+ 0.125a3(cos(ωLO + ωBBt) + cos(ωLO − ωLOt))3

+ 0.125b3(cos(ωLO + ωBBt)− cos(ωLO − ωBBt))3 + · · ·

(5.16)

Since an and bn are uncorrelated and the contribution from the higher-order items can be neglected,
the amplitude of the IQ image is:

imagegain = −20log
∣∣∣∣a1 − b1
a1 + b1

∣∣∣∣ (5.17)

The impact of higher-order items will be discussed in the next section.
A similar analysis can be provided for the impact of the phase mismatch. Both phase errors in

LO generation and delay mismatch among the LO distribution network contribute to this phase
mismatch. The phase error from LO generation will be discussed first. Assume that the phase
deviation for LOI and LOQ is θI and θQ, respectively; (5.15) will change to:xI = cos(ωLOt+ θI)cos(ω0t)

xQ = sin(ωLOt+ θQ)sin(ω0t)
(5.18)

Consequently, even without any gain mismatch, an I/Q image will still arise due to this phase
mismatch. When θI and θQ are small, the image component equals:

imagephase = −10log
∣∣∣∣∣1− cos(θI − θQ)
1 + cos(θI − θQ)

∣∣∣∣∣ (5.19)

An analysis of the delay yields similar results. For each unit cell, the LO phase can differ slightly
due to delay mismatch in the LO generation and distribution. As a result, the coefficients of (5.14)
could be complex, representing both phase mismatch and gain mismatch. This gain and phase
mismatch in the real circuits is not easy to correct since the complex coefficients vary with both
PVT variations and operation frequency.

Figure 5.8 shows the distribution of IQ-image rejection in a conventional DDRM versus gain
mismatch and phase mismatch from 200 Monte-Carlo (MC) simulations. This particular DDRM
comprises a pair of 12-bit RFDACs; each RFDAC features a 6-bit thermometer and 6-bit binary
segmentation. In Fig. 5.8(a), the gain mismatch is represented by introducing random mismatch
with a deviation of σ to each cell amplitude. The phase mismatch in Fig. 5.8(b) is incorporated by
adding random phase mismatch to the LO phases. With a standard variation of 50 % LSB, the
gain mismatch will usually lead to an IQ image rejection of -40 to -50 dBc, and with a standard
variation of 0.5◦, the resulting IQ image is -40 to -55 dBc.

To suppress the image and improve in-band linearity, IQ calibration techniques are usually
deployed. This calibration block is implemented in conventional analog modulators by a feedback
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(a) (b)

Figure 5.8: MC simulation results of (a) gain mismatch; (b) phase mismatch.
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Figure 5.9: Conceptual diagram of the IQ-interleaving DDRM in [12]

loop with an on-chip DSP processor ([22]). However, such calibration usually only calibrates gain
mismatch to the first order, i.e., a1 and b1, which will not suppress the image completely since
the mismatch in higher-order distortion will still contribute to the IQ image. What is worse, such
systems are complicated and power-hungry. Therefore, calibration-free solutions are becoming
increasingly popular.

What [23] proposes is an IQ-sharing topology where the I and Q banks share the same unit cell.
However, this technique requires 25 % quadrature clocks, which, in turn, generate less RF power.
Moreover, when driven with 50 % quadrature clocks, ternary states appear, yielding up-converted
current pulses with a 75 % duty cycle. This also contributes to IQ interaction that degrades the
in-band linearity and out-of-band spectral purity, especially when operating with wideband signals.

In [12], the IQ-interleaving DDRM concept is introduced, which improves odd-order distortion
and IQ image rejection. It still uses two separate current-mode XOR/XNOR complementary IQ
banks with separate current sources to generate its differential RF output signal (Fig. 5.9). Any
mismatch among these current sources contributes to even-order distortion. Furthermore, bitwise
XOR operation of the I/Q vectors produces binary output current pulses with a 75 % duty-cycle for
the tail current sources. This operation exacerbates the impact of the finite settling time for the
unit cells, limiting the achievable spectral purity for the wideband signals.
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5.2 IQ-Mapping Technique

To improve the performance of the DDRMs in terms of video bandwidth, RF output power, and
most importantly, spectral purity, this section presents a novel IQ-mapping technique. It enables an
IQ-mixing DAC the unit cells of which can up-convert binary current pulses with a 50 % duty-cycle
to the highest current levels. The concept of this IQ-mapping technique is shown in Fig. 5.10. To
achieve these desired properties, the original square-shaped four-point constellation (diagonal points
in Fig. 5.7) of prior art DDRMs is mapped into a diamond-shaped counterpart (orthogonal points).

To explain the mapping process mathematically, we start with the single-unit IQ pair in
conventional DDRMs presented in Fig. 5.2(a). The Fourier transformation of the four phases of the
LO signal shown in Fig. 5.7 is: 

F [LO0] = Sa(ω)× ej0

F [LO90] = Sa(ω)× ejπ/2

F [LO180] = Sa(ω)× ej2π/2

F [LO270] = Sa(ω)× ej3π/2

(5.20)

where Sa(ω) is the Fourier transformation of the LO pulse, i.e., a 50 % duty cycle pulse. Then, the
Fourier transformation of four IQ combinations (a,b,c,d in Fig. 5.10(a)) for each single-unit IQ pair
can be written as: 

F [OUTa] = Sa(ω)× ej0 + Sa(ω)× ejπ/2

F [OUTb] = Sa(ω)× ejπ/2 + Sa(ω)× ej2π/2

F [OUTc] = Sa(ω)× ej2π/2 + Sa(ω)× ej3π/2

F [OUTd] = Sa(ω)× ej3π/2 + Sa(ω)× ej0

(5.21)

which for the fundamental element equals:

F [OUTa](ωLO) = 4/π(
√

2× ejπ/4)× ej0

F [OUTb](ωLO) = 4/π(
√

2× ejπ/4)× ejπ/2

F [OUTc](ωLO) = 4/π(
√

2× ejπ/4)× ejπ

F [OUTd](ωLO) = 4/π(
√

2× ejπ/4)× ej3π/2

(5.22)

If the waveform of (5.22) is replaced by (5.20), the output waveform is the same as that of the
LO, i.e., a 50 % duty cycle square wave. By doing so, the original square-shaped constellation is
mapped onto a diamond-shaped constellation without corrupting the orthogonality for IQ signal.
The post-mapping constellation diagram is shown in Fig. 5.10(a). This operation can be viewed as a
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mapping of the original I/Q vectors into two new orthogonal vectors:

I = 1 & Q = 1 ⇒ I ′ = 1 & Q′ = 0
I = −1 & Q = 1 ⇒ I ′ = 0 & Q′ = 1
I = −1 & Q = −1 ⇒ I ′ = −1 & Q′ = 0
I = 1 & Q = −1 ⇒ I ′ = 0 & Q′ = −1

(5.23)

where (I′,Q′) is the vector after the mapping operation. Note that the original vector (I, Q) needs
two-unit current sources, while its new phase mapped vector (I′,Q′) needs only a one-unit current
source for its representation. This IQ-mapping technique can be extended from a single-unit cell to
the whole DDRM array. Mathematically, the operation in (5.23) is the mapping of the traditional I
and Q vectors into two new orthogonal vectors:

1√
2
Re[(I + jQ)ejωLOte−jπ/4] = 1

2Re[(I + jQ)(1− j)ejωLOt]

= 0.5 ∗Re[((I +Q) + j(Q− I))ejωLOt]
(5.24)

The scaling factor of 1√
2
stems from the fact that the vector norm after mapping is scaled by 1√

2
,

as opposed to its original vector norm. Consequently, I′ and Q′ can be expressed asI
′ = 0.5 · (I +Q)
Q′ = 0.5 · (Q− I)

(5.25)

Equation (5.25) indicates that the proposed DDRM would only need half the number of unit current
sources than is needed in conventional DDRM implementation.

Although [23] also introduces a mapping technique for a signed-IQ digital PA that results in
a diamond-shaped IQ profile, this implementation in [23] can still suffer from distortion due to
the inherent risk of IQ clipping, which requires 2D DPD. Moreover, the mapping is realized in the
digital domain by pre-processing IQ data prior to the mixing-DAC stage. In contrast, the proposed
mapping technique is a linear operation that can be directly implemented into the unit cell of the
proposed DDRM resulting in less signal processing overhead and faster data throughput, which
enables its use with very high signal bandwidths.

5.2.1 Improved Output Power and Efficiency

Compared to prior art DDRMs, for a given drain current budget, the proposed IQ-mapping
technique enhances the peak output power and efficiency twofold. In other words, if 2N unit cells
functioning as I or Q in conventional DDRMs, this would yield a maximum fundamental output
current at the outer corners of the IQ-constellation diagram, i.e., vector summation.

ImaxIQ = Iunit|N + jN |= Iunit ·
√

2 ·N (5.26)
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Figure 5.10: (a) Conceptual diagram of the proposed IQ-mapping DDRMs and (b) its spectrum.

In contrast, with the proposed IQ-mapping technique (Fig. 5.10), at the outer corners of the
constellation diagram, all 2N cells can be directed to the same output phase. As such, the maximum
current budget for these points is:

ImaxI′Q′ = Iunit · 2 ·N (5.27)

which is indeed derived based on scaler summation. Therefore, for the same DC current budget, the
proposed IQ-mapping DDRM topology provides a peak RF output power that is 3 dB higher than
that of a conventional DDRM. Thus, the drain efficiency is doubled effectively. Mathematically,
based on (5.26) and (5.27), this can also be explained by:

||(ImaxI′ , ImaxQ′)||2= 2||(ImaxI, ImaxQ)||2 (5.28)

5.2.2 Intrinsic Image Rejection

In the proposed IQ-mapping technique, the I′ and Q′ branches employ a single current source,
and therefore, are identical in their transfer function. Consequently, the TX image is inherently
canceled.

Figure 5.11 graphically explains the impact of I/Q mismatch inside the unit cells. In con-
ventional DDRMs, a difference in the I and Q current sources (pink arrow Fig 5.11-left) yields
asymmetry/mismatch in the constellation points over the diagonal axis. As a result, the vector will
fail to align with the diagonal accurately. In contrast, the proposed mapping operation requires
only one current source. Therefore, the resulting mapped (I′,Q′) constellation (green arrows) is
symmetric. Consequently, although the amplitude of unit cell vectors can differ, there is no mismatch
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inside one single cell.
Therefore, in the IQ-mapping DDRM, the absence of I/Q mismatch ensures that corresponding

polynomial coefficients in (5.14) become equal.

a1 = b1, a3 = b3, a5 = b5, · · · (5.29)

With the single-sideband one-tone signal of (5.15), the output of the proposed DDRM is:

(cos(ωLOt)cos(ωBBt))2n−1 + (sin(ωLOt)sin(ωBBt))2n−1

= 0.52n−1[cos(ωLOt− ωBBt) + cos(ωLOt+ ωBBt)]2n−1

+ 0.52n−1[cos(ωLOt− ωBBt)− cos(ωLOt+ ωBBt)]2n−1

= 0.52n−2
n−1∑
k=1

C2k−1
2n−1cos2k−1(ωLOt− ωBBt) · cos2n−2k(ωLOt+ ωBBt)

= 0.52n−2
n−1∑
k=1

C2k−1
2n−1(cos(2ωLOt− 2ωBBt) + 1

2 )k−1 · cos(ωLOt− ωBBt) · (
cos(2ωLOt+ 2ωBBt) + 1)

2 )n−k

(5.30)
which in the frequency domain, yields:

(2k − 1) · (ωLO − ωBB)± 2 · (n− k) · (ωLO + ωBB) (5.31)

As can be observed, there is no frequency value (ωLO +ωBB), meaning that the IQ image is canceled.
Simulations also confirm this cancellation. In the simulation, for conventional DDRMs, two vectors
with random deviation are generated for the I and Q branch, respectively, whereas in IQ-mapping
DDRMs, only one vector is shared with I and Q. Figure 5.12(a) shows a typical spectrum for
conventional DDRMs, while Fig. 5.12(b) shows a corresponding spectrum for an IQ-mapping DDRM,
proved that the IQ image is canceled. Figure 5.12(c) and (d) also verify this cancellation. Note that
in Fig 5.12(c) and (d), DC calibration is conducted to suppress the LO leakage. As demonstrated in
(c), without the mapping technique, the image of a single-channel TX signal can infiltrate another
channel, and as such, corrupt its SNR.

Note that the simulations in Fig. 5.12 do not consider any phase mismatch. Since the gain
mismatch is canceled, in IQ-mapping DDRMs, the phase mismatch is the dominant source of IQ
image. Thus, it requires special attention during the layout phase. In IQ-mapping DDRMs, since
each cell requires four LO phases, the route of the four phases is similar, preventing mismatch in
layout.

5.3 System Architecture

Figure 5.13 depicts the overall architecture. The proposed DDRM features digital-intensive
quadrature up-conversion, with all signal processing realized in the digital domain. The TX data is
fed to SRAMs using an SPI interface. Four on-chip SRAMs are time-interleaved to support a large
modulation bandwidth, allowing the bit-stream throughput to equal half of the center frequency,
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fLO. The external LO signal is divided on-chip to generate the required four IQ clock phases, each
with a 50 % duty-cycle. The core circuitry of the proposed DDRM is an IQ RFDAC with 12-bit
resolution. To guarantee monotonic operation and prevent mid-code glitches, thermometer decoding
is favored over binary coding. However, a pure thermometer code increases the complexity of the
encoders, the chip area, interconnecting parasitics, and power consumption. Thus, a segmented
approach is adopted. The 12 bits are split into two parts: 6 bits are MSB units with unary cells
and 6 bits are LSB units with binary cells. Therefore, the RFDAC implementation requires 64
MSB and 6 LSB units, resulting in several design iterations between the schematic and layout. The
implementation details will be shown in the following sections. As shown in Fig. 5.13, preceding
the proposed unsigned IQ-mapping DDRM, there are thermometer encoders and dynamic element
matching (DEM) circuitry. DEM is employed to randomize mismatch to improve the linearity for
signals with smaller bandwidths (BW<10 MHz). The output signal of the DDRM is fed to an
off-chip matching network.

It is worth mentioning a somewhat similar cell topology is reported in [25] for a neural recording
system using offset quadrature phase-shift keying (O-QPSK) modulation with a constant amplitude.
In the more generic, high-resolution IQ mixing DAC that we propose, however, CMOS AND gates
are utilized before the mixing-DAC unit cell to improve the voltage headroom and, thus, to boost
the in-band linearity and out-of-band spectral purity.

5.4 Implementation of DDRM

This section will mainly focus on the implementation of the DDRM. A schematic of a unit cell is
shown in Fig. 5.14. A proper schematic and layout are essential to achieve superior spectral purity.
The LO distribution network, data decoder, and output network are also covered.
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5.4.1 Schematic of DDRM

The operating principle of the proposed mixing and output stage implementation inside each
unit cell can be understood by considering the mapping of the original IQ data by simple AND
gates. Here, the bitwise ANDing of (DATA_I, DATA_Q), (DATA_I, DATA_Q), (DATA_I,
DATA_Q), (DATA_I, DATA_Q), and subsequent bitwise multiplication using current-mode
XOR/XNOR logic, with 50 % quadrature LO clocks whose phases are 0◦, 90◦, 180◦, and 270◦,
a four-point diamond-shaped constellation diagram is created. In this way, the proposed circuit
inherently creates the desired IQ mapping (i.e. 45◦ rotation with respect to the original constellation
points) without using any additional clock phases. Using 50 % LO clocks, the resulting duty-cycle
of the up-converted IQ current pulses is also precisely 50 % at the highest current level. Even more
importantly, in the proposed structure, a single current source is used for generating both the I′

and Q′ signals, thus minimizing any mismatch problems.
In each unit cell, thick-oxide cascode transistors at the top of each branch are employed which

boost the output impedance of the unit cell and enable high output-voltage swings, thus improving
linearity and output power. To minimize the loss and distortion, the cascode transistor should be
minimally sized. In this process, the minimum gate length of the thick-oxide transistor is set to
250 nm to guarantee reliability. However, this still brings in extra capacitance and, more importantly,
some capacitance variation when changing between the on/off state. The latter aspect will introduce
code-dependent distortion. Some studies in the literature propose the use of bleeding current sources
to decrease this variation ([10] and [24]). However, in this design, since the output swing is high
(>1 V), the impact of the non-linear capacitance between the gate and drain (Cgd) caused by the
output voltage swing is larger than the variation caused by on/off. Therefore, no bleeding current
source is employed, which also contributes to higher system efficiency.

The mixing transistor operates at fLO, and hence its parasitic capacitance is critical to the
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overall linearity performance. Ideally, the mixer should be implemented using thin-oxide devices
with a minimum gate length. However, with this approach, it would be a challenge to fit four stacked
transistors within a voltage headroom of 1.1 V without compromising the reliability in this process.
What is worse, since a large amount of current is required to generate sufficient output power, the
W/L ratio should be large enough to fit in the voltage headroom. Doing so will lead to a large
parasitic capacitance and a lowering of the operation frequency. One solution is to bias the bulk of
the current source and its cascode transistors with a negative voltage at the expense of complicating
the bias circuitry. In modern DAC designs, this issue can be alleviated by reducing the number of
stacked transistors [8]. The solution chosen for those DACs is to use a CMOS multiplexer instead of
a hybrid mode one, shown in Fig. 5.15(b). The main reason for not using the former in this design is
that the delay mismatch for the four phases in the CMOS logic gates is expected to be significantly
higher than it is for the hybrid mode multiplexer implementation due to PVT variations, which
would lead to large distortion. Another option is to omit cascoding in the current source or the
output, which would result in a decrease in the linearity performance. Using thick-oxide transistors
as mixing transistors would also be a solution, but this would result in a lower switching frequency
or output power.

In this work, thanks to the availability of triple-well technology, transistors can be put into a
deep N-well (DNW), allowing the operating voltages of the mixer to be shifted. As a result, the
bulk voltage of the mixing transistor is elevated from 0 V to 0.6 V. Delicate effort must be taken to
guarantee that the voltage of all terminals is always higher than 0.6 V. After shifting the voltage
of the mixing transistor to 0.6-1.7 V, the relative voltage between the mixing transistor terminals
is still not higher than 1.1 V. As such, reliability is not compromised. The total effective voltage
headroom for the four core transistors, in this case, is increased to 1.7 V, offering sufficient voltage
headroom.

The implementation of the data switches is similar to that in the mixing transistors, using
an elevated bulk. Although the baseband bandwidth is much smaller than fLO, to suppress the
sampling spectral replica adequately, the baseband switch should be able to run at a frequency
of fLO/2. Hence the minimum gate length is also employed here. To shift the data signals to the
voltage domain of 0.6-1.7 V, a current-mode logic (CML) buffer with thick-oxide transistors is used,
which will be discussed below.
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The cascode current sources in the RFDAC are optimized to achieve a high voltage headroom
and minimize the parasitic capacitances, especially in the CS nodes. These transistors consist of a
number of units to offer good scalability for the binary current cells, surrounded by dummy cells.
In each MSB cell, the current source consists of a large transistor (800 µm/2.5 µm) to meet the
12-bit resolution requirement, and for each cell the current capability is more than 3 mA. Moreover,
to relax the matching requirement and also shrink the active area to some extent, re-configurable
transistors for initial calibration have been added, which can be controlled by the SPI.

5.4.2 Binary Cells

To minimize the distortion, the binary cells should be perfectly scaled versions of the unary cells.
Different strategies are applied to achieve optimal scaling.

For the current sources, in unary cells, 320 separate transistors are used. In this way, the binary
cells can be realized by disconnecting a number of the transistor unit elements. Therefore, in the
last LSB cell, there are only five transistors connected. Each binary cell has only half of the unit
elements enabled compared to the previous binary cell. The disabled elements are connected as
dummies. In the other parts, i.e., for the cascode transistors, mixing transistors, and data switches,
a multi-finger pattern is employed. The number of fingers enabled is also reduced to scale down the
parasitics.

However, both unary and binary cells should respond identically to the rising/falling edges of
driving signals. Following the proposed approach, the data driver and the clock distribution tree
need not to be scaled down in the binary cells, since they experience the same input impedance for
each cell. Therefore, the remaining unused dummy unit transistors should also be connected to the
driving data and clock signals.

5.4.3 Floorplan of RFDAC

Together with the schematic design, a proper layout of the RFDAC itself is essential to achieve
a high spectral purity. The floorplan of the complete RFDAC is shown in Fig. 5.16. As discussed
previously, the DCLKHIGH can be as high as half of fLO, and the DCLKLOW will be a quarter of
DCLKHIGH. The critical signals in terms of timing in Fig. 5.16 are OUT , CLK, and DCLKHIGH.
Hence the layout for these signal lines needs to be designed carefully. Since the data will be retimed
by DCLKHIGH before the data switch, the timing constraints for the digital circuits related to
DCLKLOW are not severe.

5.4.4 LO Distribution Network

As stated above, the timing errors in the LO network should be minimized to achieve high
spectral purity. Imbalance in the distribution of the LO signal will result in delay timing errors.
Hence, a balanced tree structure is implemented, as shown in Fig. 5.17.

In conventional baseband DACs (e.g. [10])), using one universal clock buffer to drive the entire
passive LO network is a popular approach due to the low delay mismatch. Such a buffer is always



98 A Wideband IQ DDRM with an IQ-Mapping Technique

Current Source Array

Calibration DACs & Bias

DEM & Thermometer 

DATA Buffer & IQ-Mapper

Clock switch and Top cascode 

DNW

DATA from 

SRAM

CLK

Unary Cells Binary Cells

OUT

Vbulk

Figure 5.16: Floorplan of the proposed DDRM.

Root

Leaves

L1
L2
L3
L4

Figure 5.17: Top-level layout of LO tree.

implemented as a CML buffer, which requires high power consumption and introduces a slow
rising/falling time. In this work, local CMOS inverters are placed to reduce the rising/falling
times and the power consumption. The principle of the clock tree is similar to the tree design of a
baseband DAC. However, to trade-off the area and power consumption, the root driver drives only
three branches, including two unary branches and one binary branch. The secondary root drives
two nodes, and each root drives four leaves (Fig. 5.17). To minimize the delay errors in the LO
distribution tree, the load of all unary and binary cells is made equal. For the binary cells, this is
achieved by utilizing the dummies. The size of these inverters is chosen to be large to drive the
long LO lines with sufficiently short rising and falling times while, at the same time, decreasing the
delay spread. In the MC simulations, the standard deviation of the delay mismatch for the four
phases in the whole LO distribution network is found to be smaller than 500 fs with an overall
power consumption of less than 30 mW.
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5.4.5 Output Tree Layout

A similar approach is used to design the output current combining network. A top-level skeleton
of this design is shown in Fig. 5.18. There are two differences between the LO network and the
output tree. The first one is that there is no buffer in this network, and there are only two hierarchies
to decrease the loss. The second is the trace width, which is much larger due to the high output
current (>200 mA). A “twisted" layout pattern is implemented in the UTM layers to handle such a
large output current and avoid excessive offset between the differential outputs. The width of the
traces that connect the output cells with the remaining part of the tree is tuned to equalize the RC
time constants and minimize the delay mismatch. The standard deviation of the delay errors in the
unary part is 25 fs, while the insertion loss is about 0.6 dB.

5.4.6 Local Data Decoder

A block diagram of the local data decoder is shown in Fig. 5.19. The four decoded data streams
with a sampling frequency of DCLKLOW will firstly be merged into one stream with a sampling
frequency of DCLKHIGH in a 4-to-1 multiplexer. The select signal is generated together with
DCLKLOW and DCLKHIGH. The timing sequence is critical to achieve the correct merged data
sequence, and to prevent setup and hold errors. A CML buffer shifts the merged data streams with
a differential pair of thick-oxide transistors. The bias current and resistor are tuned together to
obtain an output voltage swing of 0.6-1.7 V. The voltage-shifted signal is regulated by a CMOS
aligner and finally retimed by DCLKHIGH. The aligner and DFFs are placed in a DNW, the bulk
of which is biased as 0.6 V, allowing an output swing of 0.6-1.7 V.

5.5 Implementation of LO Clock Generation

This section is focused on the implementation of LO clock generation circuits. As discussed
previously, the phase error in the LO clock generation circuitry should be sufficiently low to achieve
superior IQ-image performance. Therefore, to minimize the phase error, a quadrature divider is
employed to generate the quadrature phases accurately. An off-chip single-ended sinusoid clock at
a 2 × fLO frequency is fed to the chip, and an on-chip transformer converts it into a differential
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signal representation. The transformer occupies a silicon area of 170 µm× 170 µm with a turn ratio
of 1:1. The center-tap, located in the secondary loop with a bias of VDD/2, allows the DC bias
point of output differential signal to be adjusted to tune the duty-cycle of the output LO signal.
The transformer windings employ the UTM to minimize the ohmic loss, while underneath shielding
occupies the lower metal stack with a radiation pattern to lower the Eddy current in the lossy
substrate and mitigate the density requirement and mechanical stress. EM simulation results show
that the coupling factor k is about 0.6 and that the transformer can handle an input frequency
range of 2-20 GHz. Note that since the input transformer is shared with other front-end circuits, its
frequency operation range is larger than what is needed for this DDRM.

Due to imbalanced parasitic capacitors in the transformer, the differential signal output can
have a phase error that might corrupt the accuracy of the quadrature dividers. Consequently, a
phase aligner is employed.

The quadrature divided-by-2 divider is shown in Fig. 5.21. It is based on a C2MOS logic DFF,
which produces the four differential quadrature clock signals (LO0, LO90, LO180, and LO270, as
shown in Fig. 5.21) with a frequency of fLO. Note that the CLK and D input shown in Fig. 5.21 are
swapped in contrast to a conventional C2MOS DFF to decrease the delay from D to Q ([21]). Such
a design substantially expands the divider’s operation frequency. The back-to-back inverters, which
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prevent illegal states, help align the differential quadrature phases (LO0, LO180, LO90, and LO270).
Since the output of the the divider features a rail-to-rail voltage swing, they exhibit superior noise
performance over the conventional low-swing CML latches, which typically also suffer from higher
power dissipation and a longer rising time in their output signals. The C2MOS-based divider proves
to be operational for all PVT conditions in the simulations.

Before being fed to the RFDAC, the LO signal is shifted from the low voltage domain (0-1.1 V)
to the high voltage domain (0.6-1.7 V). Since the clock signals are continuous with a high frequency,
an AC-coupled level shifter is employed (Fig. 5.21(b)). Simulation results show that the operational
frequency of the level shifter ranges from 10 MHz to 6 GHz for all PVT variations.

5.6 Implementation of Data Path

The data path, shown in Fig. 5.13, consists of an SPI, four time-interleaved SRAMs, thermometer
encoders, and DEM circuitry. The SPI will first load the data into the SRAMs. During actual
DDRM operation, the SRAMs run in a loop. Together with the multiplexer, the four SRAMs act as
a poly-phase filter, working as an up-sample-by-four interpolation filter to suppress the sampling
spectral replicas that are close to the main signal.

Note that most of the digital operations are executed at fLO/8, which causes harmonic content
in the supply voltage at nfLO/8. Due to the coupling of substrate and fringing capacitors, spurious
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components at those harmonics can appear in the output of DDRM. Therefore, isolation between
the analog and (low speed) digital parts are essential.

In the following section, we will evaluate various interpolation filters. The use of DEM and
different decoding schemes to drive the section bank elements will also be discussed.

5.6.1 Interpolation Filters

There are four SRAMs running at a sampling frequency of fLO/8, the data streams of which can be
serialized into one data stream with a sampling frequency of fLO/2. Various interpolation techniques
can be employed, such as zero-order-hold (ZOH), first-order-hold (FOH), and second-order-hold
(SOH) ([12]). In the following, we will compare these different up-sample-by-4 interpolation filters.

The simplest type of interpolator filter is a ZOH. As an example, we assume its input data are
IBB and QBB. The up-sampled-by-4 data IInter and QInter are the up-sampled signals comprising the
original samples, which are now separated by three extra zeros. Mathematically, the ZOH operation
can be expressed as the convolution of the up-sampled signal with a boxcar function:

(I/Q)Inter[n] = upsample((I/Q)Inter[n] ∗Π[n]) (5.32)

However, in the frequency domain, the boxcar function Π[n] acts as a digital LPF with a Sinc-shaped
amplitude characteristic. In other words, the subsequent RF power spectrum is shaped by the sinc2

function with a frequency shift of ωLO:

Sinc(ω) = sinc2(ω − ωLO
ωsample

) (5.33)

where ωsample is the angular baseband sampling frequency.
In the FOH filter, the up-sampled IInter and QInter are applied to a digital LPF with an impulse

response ∧[n]. Mathematically, the FOH operation can be expressed as the convolution of the
up-sampled signal with ∧[n], where:

∧[n] = Π[n] ∗Π[n] (5.34)

where Π[n] is the boxcar function used in the ZOH. In the frequency domain, ∧[n] performs as a
digital LPF with Sinc2 amplitude characteristic. In other words, the subsequent RF power spectrum
is shaped by the sinc4 function:

(I/Q)Inter[n] = upsample((I/Q)Inter[n] ∗ ∧[n]) (5.35)

An SOH digital filter is also adopted to restrain the amplitude of the replicas even more compared
to that of an FOH filter. The corresponding digital LPF function is now a quadratic function (X(n))
which can be obtained through the convolution of ∧[n]:

Sinc2(ω) = sinc4(ω − ωLO
ωsample

) (5.36)
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Figure 5.22: Comparison of ZOH, FOH, and SOH interpolations: (a) wideband spectrum with various
interpolation filters; (b) magnitude responses; (c) in-band magnitude responses; (d) magnitude
response at the first sampling replica.

Therefore, in the SOH filter, the up-sampled I/Q data is applied to a digital X2(n):

X2[n] = Π[n] ∗ ∧[n] (5.37)

Mathematically, the SOH operation can be expressed as the convolution of the up-sampled signal
with X2(n):

(I/Q)Inter[n] = upsample((I/Q)Inter[n] ∗X2[n]) (5.38)

In the frequency domain, X2[n] performs as a digital LPF with Sinc3 amplitude characteristic. In
other words, the subsequent RF power spectrum is shaped by the sinc6 function:

Sinc3(ω) = sinc6(ω − ωLO
ωsample

) (5.39)

The spectra of the broadband signal with ZOH, FOH, and SOH are shown in Fig. 5.22(a), which
illustrates the suppression of the sampling replicas provided by the various interpolation filters. The
magnitude response over the whole frequency range is shown in Fig. 5.22(b); the magnitude of the
responses in-band and around the first replica is shown in Fig. 5.22(c) and Fig. 5.22(d), respectively.
All the linear interpolation filters have zeros at their sampling frequency and their harmonics.
Of these sampling methods, the SOH provides the highest suppression of the sampling spectral
replica and gives the poorest in-band distortion. The FOH/SOH can suppress the sampling spectral
replica adequately for narrowband applications, with almost negligible in-band distortion. However,
for broadband applications (e.g. if the video bandwidth approaches a quarter of the sampling
frequency), even when using an SOH interpolation filter, the suppression can degrade to only -40 dB.
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(a) (b)

Figure 5.23: Simulated EVM with (a) correct sampling time and (b) incorrect sampling time in
behavior simulations, respectively.

Additionally, the large in-band distortion can yield spectral regrowth and corrupt linearity.
Such distortion will place a heavy burden on the RX chain in terms of increased demands on

the ADC operating at 4× Fs. To equalize the in-band distortion of an FOH or SOH interpolation,
the down-converted signal received should be sampled at 4× Fs and filtered by an IIR filter which
needs to operate at the same sampling frequency. Note that the EVM in an FOH/SOH can vary
depending on the different sampling moment. Figure 5.23 shows the two EVMs in an FOH sampled
at different moments in a behavioral simulation without any equalization. The inferior EVM in
Fig. 5.23(b) can reach as low as -30 dB. Therefore, in this design, to simplify the signal processing
while lowering the amplitude of the sampling spectra replica without deteriorating the EVM, a
ZOH with a sampling rate of fLO/2 is employed.

5.6.2 DEM and Thermometer Encoder

A block diagram of the DEM and thermometer encoder is shown in detail in Fig. 5.24. In this
design, the effective sampling frequency is fLO/2, ranging from 250 MHz to 1.5 GHz. Such a high
speed complicates the digital flow in the CMOS 40 nm technology used for this design. To relieve the
design burden, we use four sets of DEM circuits running at fLO/8. The resulting four data streams
are merged at their outputs. The four DEMs share the same random data, which is generated by a
32-bit pseudo-random binary sequence (PRBS32) with linear feedback shifted registers (LFSRs).
These blocks are synthesized using a CMOS standard cell library. The isolation between the digital
and analog circuit blocks is realized through a carefully designed layout.

5.7 Measurement Results

This section focuses on the measurement results of the proposed IQ-mapping DDRM. This
DDRM is fabricated in a bulk 40 nm CMOS process. Its chip micrograph is shown in Fig. 5.25,
which illustrates the 1 mm2 core area, excluding testing SRAMs and the input balun. Since the
output is differential, a commercial balun (Johanson 1720BL15B0050) is employed to convert the
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Figure 5.24: Block diagram of DEM and thermometer encoder.

signal into a single-ended representation. In all of the following measurements, DPD has been
omitted.

5.7.1 CW Test

Firstly, the proposed DDRM is characterized in CW measurements. Figure 5.26 shows its peak
output power POUT versus carrier frequency fLO while driving a 50 Ω differential load from 0.5 GHz
to 3 GHz. At 2 GHz, the peak POUT is 14.1 dBm, and the related DC power consumption PDC

is 340 mW (excluding SRAMs). When the differential load is set to 12 Ω, the peak POUT exceeds
18 dBm, and subsequently, the overall system efficiency can be >24 % at 1 GHz. What this indicates

Other RFIC
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Figure 5.25: Chip micrograph of the proposed DDRM.
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Figure 5.26: Measured peak POUT and PDC (with 50 Ω and 12 Ω) vs. fLO.

is the excellent potential of the proposed DDRM to be used as a linear energy-efficient pre-driver.

5.7.2 Single-Tone and Two-Tone Tests

Next, single-tone and two-tone signals are uploaded into the proposed DDRM. Figure 5.27(a)
shows the measured LO Leakage, IQ Image, and IM3 versus fLO. At 2 GHz, the LO leakage
and the IQ image are lower than −52 dBc and −54 dBc, respectively, in a single-tone test with a
4 MHz signal offset. The spectrum measured is shown in Fig. 5.27(b). In the two-tone test, the IM3
level achieved is lower than -58 dBc for a tone spacing of 4 MHz when the DEM is disabled. The
corresponding measured spectrum is shown in Fig. 5.27(c). Using DEM, the IM3 can be improved
by 5 dB at the expense of increased out-of-band noise level, as shown in Fig. 5.27(d).

5.7.3 Broadband Signal Test

Following the two-tone tests, the performance of the proposed DDRM is also verified using
complex modulated signals. Figure 5.28(a) depicts the spectral purity of a 20 MHz bandwidth
single-carrier 256-QAM signal at 2.4 GHz. With an average output power greater than 5 dBm and a
7.8 dB PAPR, it achieves an ACLR of -52 dBc and an EVM of −40 dB. Note that the 2.4 dB loss is
de-embedded from this measurement setup. Figure 5.28(b) shows the measurement for the full-span
spectrum of a 144 MHz signal at 2.2 GHz; its spectral purity is better than −50 dBc across the span.
It is worth mentioning that the sampling spectral replica level is relatively high due to the large
video bandwidth and fast roll-off of the Sinc function in the ZOH, which is discussed in Section. 5.6.

Large bandwidth signals are also applied to the proposed DDRM. The measured spectrum of
a 160 MHz bandwidth single-carrier 256-QAM signal is shown in Fig. 5.29(a). The corresponding
out-of-band spectral purity is better than −48 dBc, while its EVM is better than −36 dB. As such,
it is compliant with the 802.11ax spectral mask. In Fig. 5.29(b), spectrum of a 320 MHz bandwidth
single-carrier 256-QAM signal with an ACLR better than −43 dBc and the related EVM of −32 dB
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Figure 5.27: Measured LO leakage, IQ image, and IM3 level vs. fLO (with DEM disabled); and
measured spectrum the (b) single-tone test, the (c) two-tone test when DEM is disabled, and (d)
the two-tone test when DEM is enabled.
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Figure 5.28: (a) Measured spectrum and EVM of a 20 MHz 256-QAM signal; (b) measured broad
span spectrum of a 144 MHz 64-QAM signal at 2.2 GHz.
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Figure 5.29: (a) Measured spectrum and EVM of a 160 MHz 256-QAM signal at 2.4 GHz, (b)
measured spectrum and EVM of a 320 MHz 256-QAM signal at 2.4 GHz.

is presented, proving the proposed DDRM can also be used as the modulator for next-generation
WLAN (802.11be) applications. Figure 5.30(a) shows the ACLR and EVM linearity performance for
different modulation bandwidths at 2.4 GHz. In Fig. 5.30(b), using a 10 MHz bandwidth 64-QAM
signal, the ACLR versus fLO is given, illustrating ACLR levels well below -45 dBc for all operating
frequencies.

Meanwhile, carrier-aggregated signals are also applied to the implemented DDRM. Figure 5.31(a)
presents a single channel at 2.2 GHz, showing that the IQ image is lower than -44 dBc. In Fig. 5.31(b),
the measured spectrum and constellation diagram of an 11-channel 64-QAM carrier aggregated
signal are given. The resulting ACLR is better than −40 dBc, while EVM is better than −34 dB in
the weakest channel.
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(a) (b)
Figure 5.30: (a) Linearity performance vs. modulation bandwidth at 2.4 GHz; (b) ACLR performance
vs. center frequency fLO while the modulation bandwidth is 10 MHz.
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Figure 5.31: (a) Measured spectrum of a single-channel carrier aggregated signal at 2 GHz; (b)
measured spectrum of an 11-channel carrier aggregated signal at 2.2 GHz with constellation diagram
results from the weakest channel.
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Table 5.1: Performance summary and comparison with state-of-the-art DTXs.r. 

1Measured at 50Ω and 12Ω at 2 GHz, respectively. 2Not include LO generation circuits. 3 Not include baseband DAC. 4Average power. 5 Estimated from the figure. 6 Measured at -3dBm output 
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DPD Y/N No Yes No No No No Yes Yes No No No 

5.7.4 Comparison with the State-of-the-Art

The performance of the proposed DDRM is summarized in Table 5.1 and compared to prior art
DDRMs and conventional analog modulators. This chart indicates that the proposed DPD-free
DDRM, which can operate at frequencies from 0.5 up to 3 GHz, can provide superior spectral
purity up to a 320 MHz signal bandwidth, with a peak RF output power of more than 14 dBm.
Although [15] exhibits better ACLR performance, its peak power efficiency and carrier frequency
range are considerably lower. Additionally, this work achieves a high image rejection ratio without
IQ calibration. In general, the efficiency of the DDRM is lower than that of Cartesian DTXs ([27])
due to the current-steering topology. However, the DDRM provides better linearity in return. The
overview in Table 5.1 indicates that with the IQ-mapping technique, the proposed DPD-free DDRM
achieves superior spectral purity up to a 320 MHz modulation bandwidth.

5.8 Conclusion

This chapter proposes a novel IQ-mapping technique. Using this technique, the proposed DDRM
can achieve:

• 3 dB more output power compared to the conventional DDRM architecture for the same DC
power consumption;

• Superior image rejection.

To validate the proposed architecture, a DDRM demonstrator is implemented in a 40 nm CMOS
technology. With the delicate design of the RFDAC, the proposed DDRM operates over a 0.5-3 GHz
frequency range while generating +14 dBm peak RF output power with a DC power consumption
of only 340 mW at 2 GHz. When operating with a 320 MHz 256-QAM signal, the average output
power is more than 5 dBm, and the ACLR is better than -43 dBc. This DDRM can act as an
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energy-efficient driver for the the 802.11ax WLAN applications, or as the pre-driver of a PA in 5G
cellular networks. To the author’s best knowledge, this DDRM is the first-reported DDRM that can
support 320 MHz signals and achieve a better than −43 dBc ACLR without applying any DPD.
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C h a p t e r

6
An I/Q Interleaved DDRM as a Driver for a
Common-Gate/Common-Base PA

This chapter presents a 1–3 GHz, 2× 13-bit I/Q interleaved DDRM realized in a 40 nm CMOS
technology as a driver for an external CG/CB PA. The proposed digital-intensive quadrature
up-converter features novel RFDACs with an additional current division path to boost the efficiency
of the CG/CB PA while maintaining linearity. The realized DDRM also employs signed IQ-mapping,
class-B harmonic rejection (HR), and dynamic biasing to improve spectral purity, in-band linearity,
and system efficiency. The proposed standalone digital up-converter prototype provides more than
19.6 dBm peak RF output power at 2 GHz. Without using any DPD, it achieves an ACLR of
−44.5 dBc and an EVM of −35 dB when applying an “80 MHz 256-QAM" signal at 2.4 GHz. When
connected to a CB SiGe PA, the overall TX line-up can generate 27 dBm RF power. With an
“80 MHz 64-QAM" signal at 2.2 GHz, the overall line-up can achieve an ACLR of -37.7 dBc and an
EVM of -30 dB.

This chapter is organized as follows. Section 6.1 proposes a novel concept for driving a CG/CB
output stage PA using a current-steering DDRM. Section 6.2 introduces an extra auxiliary current
division path to overcome the conventional linearity-efficiency conflict in the TX line-up. Following
that, three novel techniques are proposed in Section 6.3, Section 6.4, and Section 6.5, respectively.
The overall system architecture is presented in Section 6.6, and the design considerations for the
CG/CB PA are discussed in Section 6.7. The measurement results of the realized demonstrator and
overall TX line-up are shown in Sections 6.8 and 6.9, respectively. Finally, Section 6.10 will conclude
this chapter.
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Figure 6.1: (a) Conceptual diagram of a common source (CS) output stage; (b) corresponding
voltage/current waveforms.

6.1 Using the DDRM as the Driver for a CG/CB PA

The 5G of mobile wireless networks offers low latency and high data throughput to users, utilizing
m-MIMO technologies. The RF transceivers employed in these networks must provide high system
integration and energy-efficient signal transmission while being able to handle a large modulation
bandwidth. Several DTXs have been proposed over time to address these requirements while
fully benefiting from nanoscale CMOS technologies. In these architectures, to support wideband
operation, a Cartesian (I/Q) modulator is typically used as a key building block, as it can be realized
as a DDRM in advanced implementations. Among these implementations, current-steering DDRMs
are well-known for their superior spectral purity due to always-on current sources, making them
excellent candidates for driving external MMIC PAs.

As depicted in Fig. 6.1(a), such an external power device is mostly implemented as a CS/CE
PA for high gain considerations. Furthermore, the output stage is biased in the class-AB/B region
to boost drain efficiency while still somewhat preserving linearity. Consequently, at higher output
power levels, a clipped class-B-shaped drain current waveform will appear (Fig. 6.1(b)). In such a
configuration, the inter-stage matching network will, to a large extent, determine the signal transfer
from the DDRM output to the (voltage-mode) input of the output stage. Due to the non-linear
I-V curve of a CS/CE output stage, the input to the output transfer of the final stage will undergo
some distortion (Fig. 6.2). For example, in [1] and [2], the ACLR is corrupted by 20 dBc when the
CMOS analog modulator is connected to an external CS PA implemented in LDMOS technology.
To overcome this distortion, linearization techniques such as DPD are used in practical m-MIMO
systems ([1]).

To avoid the need for DPD, instead of a CS/CE output stage, a true current-mode CG/CB
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Figure 6.3: Conceptual diagram of a DDRM driving a CG PA.

configuration can be employed. Doing so, the non-linear transformation from the DDRM output
voltage to the power device output current can be avoided, which can provide significantly higher
TX line-up linearity. However, following this current-mode concept, other “new" challenges appear
that need to be handled correctly.

First, designing an MMIC CG/CB PA is more difficult than a CS/CE PA due to the more
stringent stability conditions caused by either larger impact of the gate-drain capacitance (Cgd) or
any inductance in the gate connection. Therefore, in practical CG/CB configurations, the voltage
gain is typically compromised to maintain stability, which is lower than in a CS/CE output stage.
As a consequence, any series impedance between the DDRM’s output and the CG/CB PA’s input
must be minimized to obtain sufficient output power. Therefore, there will be no (passive) matching
gain nor filtering of the harmonics.

Finally, conventional DDRMs employ unsigned IQ operation, which automatically results in
class-A operation. The related non-return-to-zero (NRZ) current waveform in the class-A (Fig. 6.4(a))
does not support power-efficient operation due to the absence of current clipping. To obtain higher
power efficiency, the waveform should return-to-zero (RZ) in every RF cycle, as shown in Fig. 6.4(b).
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Figure 6.4: Ideal current curve:(a) class-A type; (b) class-B type.

Such a waveform (except for the square wave shape) is somewhat similar to an analog class-B
waveform as the conductance angel is π.

In some studies, a DPA ([3]) is employed to drive a CG PA ([4]), the conceptual diagram of
which is shown in Fig. 6.5(a). In this approach, the CMOS driver can generate a clipped current
waveform, which makes it energy-efficient and capable of reaching high output power. However, it
will only offer limited linearity due to the strongly varying output impedance of the CMOS driver.
In contrast, a DDRM ([5]-[12]) can offer superior linearity due to its current-steering architecture,
especially when these current sources are always-on and in class-A operation. However, this comes
with an inherent conflict between linearity and efficiency when driving a CG/CB PA (Fig. 6.5(b)).
In particular, the CG/CB PA needs class-B operation to achieve high efficiency whereas the CMOS
driver needs class-A operation to maintain high linearity. The next section will propose a novel
technique to achieve good linearity at the expense of a small drop in efficiency.

6.2 Auxiliary Current Division Path

As discussed previously, there seems to be a rather fundamental conflict in the TX configuration
between linearity and efficiency. This section proposes a novel “signed" IQ DDRM TX driver ([13])
to overcome this conflict. The operation is conceptually illustrated in Fig. 6.6. As stated above,
conventional IQ DDRMs typically comprise two separate banks of current-steering RFDACs, which
are operated in class-A operation to allow the use of always-on current sources. To achieve the
current function needed for class-B operation, as depicted in Fig. 6.6(a), an additional division path
is proposed to redirect the current of these always-on sources in the case of clipping to an auxiliary
division path. These division paths are connected to a low supply voltage (e.g., 2.5 V), while the
main differential paths carrying the clipped current are connected to the CG/CB MMIC PA. The
up-converted differential current waveforms and the division current of one unit cell are shown
in Fig. 6.6(b). As can be observed, the total current of all branches (IP + IN + ILEAK) becomes
constant and equal to the corresponding current source of the unary cell (IUNIT). Most importantly,
thanks to the division path, each unit cell can generate three different logical states, namely +1,
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Figure 6.5: Conceptual diagram of driving a CG PA by (a) a DPA and (b) a DDRM.
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Figure 6.7: Settling behavior of output current with a load of (a) 3 Ω and (b) 12 Ω.

0, and -1, enabling the signed operation. Therefore, the proposed signed IQ DDRM executes the
clipping function, boosting the following CG/CB PA’s drain efficiency without negatively affecting
the TX linearity by keeping the current sources of all banks constant. It is worth mentioning that
the degradation of the overall system efficiency of the added division path is relatively small since
the drain voltage of the PA is typically much higher (i.e., preferably as high as 18 V) than the CMOS
supply voltage (2.5 V in this design). Considering the voltage headroom and assuming a voltage
gain of 10 for the CG/CB stage, the achievable peak system efficiency for these conditions is 52 %.
Furthermore, since the currents of all branches are kept constant, both bias and thermal-induced
memory effects are minimized, which is very beneficial when striving for high spectral purity.

In the proposed signed DDRM operation, the class-B-like waveforms have sharper transitions
than they do in conventional unsigned class-A DDRM operation. Consequently, the settling behavior
of the output signal will have more impact on the linearity. One of the main factors influencing
this settling is the load impedance. A lower impedance level will cause a higher RC time constant
τ at the DDRM output, and yield a more favorable ratio for the wanted ohmic component. This
incomplete settling behavior will introduce signal-dependent distortion. Figure 6.7 compares the
output signal settling behavior for two different load impedances relative to 3 Ω and 12 Ω. The
lowest impedance causes the lowest settling error and offers the highest linearity. To suppress this
type of distortion, the load impedance and its parasitic capacitance should be minimized. When
targeting a non-frequency-agile solution, resonating out the output capacitance of the DDRM allows
an optimum in linearity to be reached for a given frequency band.

6.3 Signed IQ-Mapping Unit Cell

In Chapter 5, a novel IQ-mapping technique is proposed to achieve higher output power and
lower in-band distortion for an unsigned DDRM. A similar concept can also be applied to the
signed DDRM in this chapter. The corresponding concept diagram is deduced from Fig. 6.6 and
shown in Fig. 6.8. When comparing Fig. 6.6 and Fig. 6.8, a single unit cell can up-convert both I/Q
data, improving the utilization ratio of the current sources. What is more, the division path in two
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Figure 6.9: Different combinations with their corresponding waveforms within a single unit cell.

cells can be merged into one path and allow us to reduce the area and lower the effect from parasitics.
However, due to the different IQ data representations (signed vs. unsigned), modifications are
still needed to adapt this concept into a linear energy-efficient TX system approach, which we will
discuss next.

6.3.1 IQ-Mapping in Signed RFDAC

Chapter 5 proposes the IQ-mapping technique, which maps the original IQ constellation points
into its diamond-shape I′Q′ counterpart. By doing so one can reuse the current cell, yielding 3 dB
more output power and intrinsic image rejection of the unit cell. Note that the data representation
used in Chapter 5 is unsigned, meaning that for I or Q in each unit cell (pair), there are only two
states: -1 and 1. Therefore, there are four combinations: (1,1), (1,-1), (-1,1), and (-1,-1), which can
be mapped to the four LO waveforms with 90◦ phase shifts. Meanwhile, the reference, or DC levels,
should be in half of the swing (Fig.6.4(a)).

However, this signed DDRM, which targets the clipped current waveform, has three levels
for the I or Q in the unit cell, namely: +1, 0, and -1. Therefore, there are nine combinations in
total: (+1,+1), (+1,0), (+1,-1), (0,+1), (0,0), (0,-1), (-1,+1), (-1,0) and (-1,-1). These cannot be
mapped to the four LO phases, unlike with the previously discussed IQ-mapping technique. If 25 %
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duty-cycle clocks can be used ([14]), there will be more options to choose from (LO with both a
25 % and 50 % duty-cycle), but at the expense of a lower RF output power level compared to the
50 % case. When a 50 % duty-cycle LO is employed, the bottleneck occurs in the scenario when
both I and Q are not zero, namely, in the combinations of (+1,+1), (+1,-1) (-1,+1) and (-1,-1); the
corresponding waveforms are shown in the right half of Fig.6.9. In a single unit cell, it is difficult to
generate such waveforms with only one current source. Therefore, the I and Q signals cannot share
the same cell current simultaneously.

To enable an IQ signal to share one unit cell without sacrificing output power, an I/Q comple-
mentary decoding scheme is applied [15], which is shown in Fig. 6.10(a). For N unit cells, each unit
is given a unique label n (1 ≤ n ≤ N). The I decoding scheme is in ascending order: if |IBB|= I,
the I enables signals from 1 to I to be turned on. On the other side, the Q decoding scheme is in
descending order: if |QBB|= Q, the Q enables signals from N to N −Q+ 1 to be turned on. To
eliminate IQ overlap, the baseband data must be pre-processed as:I

′ = I +Q

Q′ = Q− I
(6.1)

using the condition of: I ≤ N/2Q ≤ N/2
(6.2)

By doing so, the constellation diagram is transferred from a square shape to a diamond shape,
as shown in Fig. 6.10(b), and similar to the IQ-mapping technique introduced in Chapter 5. As
discussed in Chapter 5, there will be 3 dB more output power for the same DC current budget.
However, such reusing of unit MSB cells can only be done in the unary cells; in binary LSB cells
there have to be two sets of cells in case I and Q signal are not zero at the same time. Therefore,
there are two independent LSB arrays for I and Q banks. Note that (6.1) is similar to the (5.25)
for IQ-mapping DDRM in Chapter 5, since both scenarios use a current-reusing strategy to boost
output power. However, there are several differences between their implementations, which will be
summarized next.

The image due to IQ mismatch can be suppressed with such arrangements, but not to the same
extent as that described in Chapter 5, as it still yields a (smaller) image component at the output.
There are two main reasons for this incomplete cancellation. One is the LSB banks for I and Q are
separate (Fig. 6.10(a)), so the mismatch of I and Q in the LSB cell is independent and therefore
cannot be canceled. In other words, the resolution of the I/Q image cancellation is 6 bits at most
since it is only set by LSB. One potential solution for this limitation is to shuffle the signal fed to
two banks, e.g., using DEM. However, this comes at the expense of higher out-of-band noise. The
other main reason why the IQ image fails to be canceled is that the I and Q thermometer encoders
use the opposite direction (Fig. 6.11(a)). Thus, since the mismatch of the I and Q MSB cells are
also not identical, it also contributes to the I/Q image. In an extreme case, when the amplitude of
both I and Q is small, the mismatch is completely independent. Therefore, the mismatch of both
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(a) (b)

Figure 6.11: (a) DNL pattern of MSB in the proposed decoder pattern; (b) simulated image rejection
ratio distribution with σ = 1 LSB with and without the signed IQ-mapping technique.

the I and Q branches mismatch is cor-related but not canceled completely, which is demonstrated
in the MC simulation with a single-sideband signal in Fig. 6.11(b). With a 6-MSB thermometer and
6-LSB binary pattern, with a variation of σ=1 LSB, the image can be suppressed dramatically but
not completely.

6.3.2 Comparison with Unsigned IQ-Mapping Technique in Chapter 5

The aforementioned unit cell is in some respects similar to the cells in Chapter 5, but quite
different in others. This section presents a comparison.

The shared advantage of the two techniques is the current utilization enhancement. As can
be seen, both techniques map the original constellation diagram into the diamond shape, which
intrinsically provides 3 dB more output power, and thus doubles drain efficiency.

However, there are still several main differences:

• Although both share diamond-shaped constellation diagrams, they are obtained differently.
With the unsigned IQ-mapping technique of Chapter 5, the mapping takes place within each
unit cell. For the signed unit cell, however, pre-processing (see (6.1)) is required to obtain
the diamond-shaped constellation diagram and avoid an overflow.

• Also, the data representation in both is different. The IQ-mapping technique in Chapter 5 can
only be applied to the unsigned data. In this chapter, the signed data format is employed.

• In Chapter 5, the direction of the thermometer encoder of I and Q are the same (Fig. 5.13). In
contrast, the thermometer encoder direction in this chapter is inverse (Fig. 6.11(a)), yielding
the selection of different unit cells for the I′ and Q′ data. Therefore, matching differences
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between these cells yields a partial survival of the image component. In addition, in Chapter 5,
there is only one LSB binary array, while there are two binary arrays in this DDRM architecture
(Fig.6.10), which is another contributor to the image.

• In Chapter 5, there is no extra path needed to keep the current sources activated, since they
are effectively always on (class-A like), and configured in opposite driving phases when no
output signal is needed. In contrast, in this chapter, a current division path is needed to keep
the current constant in a single RF cycle.

• In Chapter 5, due to the NRZ property, the DDRM can work well even at high load impedance
levels (e.g., 50 Ω), which is also verified in the measurement. However, as shown in Fig. 6.8,
the DDRM proposed in this chapter works best at a low impedance level due to its RZ
property.

6.3.3 Design of the Unit Cell

The topology of the unit cell for use in a signed DDRM is shown in Fig. 6.13. It can be
derived from Fig. 5.14 by adding the auxiliary division path. This division path is connected to an
external (low voltage) supply. Extra on-chip decoupling capacitors are added to this supply line to
avoid unwanted (supply) voltage modulation. To boost the output impedance of each unit cell, a
thick-oxide transistor is also placed on the top of this division path. The mixing unit up-converts
the IQ data with the related logic that satisfies the signed IQ-mapping requirements. Also, a switch
is added to the bias path that can be used to deactivate the current source in deep PBO operation,
which will be discussed in the following section. Calibration circuitry is added to allow cancellation
of any remaining current source mismatch among the unit cells to boost the linearity and keep the
required DDRM core area relatively small.

A detailed schematic of the mixing unit is depicted in Fig. 6.13. The decoded data are generated
by the bitwise AND operation of the I/Q data and the sign bits: DI · SI, DQ · SQ, DI · SI, and
DQ · SQ. Subsequently, the up-conversion is performed using the bitwise multiplication of the
current-mode XOR/XNOR of the quadrature LO clocks, with the related decoded data. For the
division path, the data switch is only activated when both DI and DQ are logical zeros.

6.4 Dynamic Biasing Technique

Conventional DDRMs exhibit superior linearity but low power efficiency, especially in the deep
PBO region, due to their unsigned operation. In the deep PBO region, regardless of how low the
output signal amplitude is, all unit cells will still be activated to keep the DC output level constant.
As a consequence, the DC power consumption does not scale down with the output signal. Therefore,
conventional unsigned DDRMs operate basically in class-A mode. Their power efficiency at the
6 dB PBO point is reduced to only a quarter of their peak efficiency (Fig. 6.14(a)). If in the deep
PBO region the current sources of the unit cells are dynamically (de)activated to save power, the
unavoidable settling (activation) times of these current sources will introduce time-varying “DC
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offsets” and consequently signal-dependent distortion, which is illustrated in Fig. 6.14(b). However,
in signed operation with the availability of an auxiliary division path, these drawbacks can be
overcome, as explained next.

6.4.1 Concept of Dynamic Biasing Technique

In the proposed signed IQ DDRM structure, thanks to the division path, the unused current
at the PBO regions can be independently scaled down. This requires placing a switch to turn
on/off the corresponding current source dynamically inside each unary cell, which is already shown
in Fig. 6.12. Figure 6.15 demonstrates the principle operation of the proposed dynamic biasing
technique, assuming that the system is operated in the deep PBO region. The unused current
sources at the PBO regions are turned off (shift from green to gray in Fig. 6.15). The details of this
implementation will be discussed in the following section. Nonetheless, the independent control
in this topology allows pre-activation of the current sources (see Fig. 6.15), which helps preserve
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linearity. The corresponding modified efficiency versus PBO level is shown in Fig. 6.14(a). Note
that the resulting performance is very similar to that of a class-B efficiency curve. Compared to
conventional DDRMs, the proposed signed DDRM with dynamic biasing can double its efficiency
when the PAPR of the TX signal is 6 dB, and even further in the deeper PBO region. To the
authors’ knowledge, this is the first reported DDRM/RFDAC with the signed operation that can
provide a class-B efficiency curve.

6.4.2 Implementation

The dynamic biasing technique sets high demands on the design and implementation of the
related biasing networks. In this DDRM design, local bias current generation with decoupling
capacitors is used to prevent crosstalk and minimize current mismatch among the different unit cells.
A global gate-source voltage is distributed to aid the local bias current generation and minimize the
IR drop. This voltage is routed by UTM. The bias current is used to locally bias the gate of the
current-source, and decoupling capacitors at sensitive voltage nodes ensure that disturbances and
noise are filtered out. Note that the use of only one shared reference source for the whole DDRM
prevents disturbances, compared to the use of multiple reference sources, which would show up as
spurs in the output signal. The topology for the local bias current generation is shown in Fig. 6.16(a).
To speed up the turning-on time, a current re-direction technique is employed in the switch design.
As shown in Fig. 6.16(a), there is an identical dummy diode cell to guarantee the voltage at node A
remains constant when the current source is switched off. When the current source is switched off,
the control signal EN will push the switch to connect to the dummy cell. In addition, node B is
connected to ground to speed up the turning-off process. Despite these measures, the current source
turning-on process still takes more than 50 ns due to the large device used for the NMOS current
sources. This can still somewhat limit the bandwidth for the complex modulated signals when
using this technique, regardless of the pre-activation approach. However, the turning-off process
is not important since the current has already been directed to the division path. No dynamic
biasing switch has been implemented in the binary cells, and only a dummy switch for cell matching
purposes. Note that turning on/off a large number of current sources simultaneously yields a high
current step, which might induce some supply variations that will appear as spurious content in the
output spectrum. Therefore, it is preferable to distribute the pre-activation of the current sources
over time.

To achieve high flexibility and enable a different pre-activating time for the current cells, an extra
SRAM together with a pair of thermometer encoders are also employed, as shown in Fig. 6.16(b).
Only when both I and Q are zero is the current source disabled. The direction of both thermometer
encoders is opposite to facilitate the signed operation, which is similar to what is illustrated in
Fig. 6.10. Even more accurate/faster control of dynamic biasing can be a research direction in the
future.
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6.5 Class-B Harmonic Rejection Technique

In PA design, odd harmonics, especially the third and fifth, often cause difficulties in design.
Especially, in CS/CE PAs, odd harmonics are typically folded back to the close-in spectrum region
due to the non-linearities of the I-V curve in the PA. Such folding-back imposes intermodulation
products, especially C-IMD3 (introduced in Chapter 4, originating from [16]), corrupts the in-band
and out-of-band linearity performance. Furthermore, a large harmonic content will fall short of some
wireless standards, demanding an extra passive BPF at the output, which is lossy and expensive
and violates the frequency-agile nature offered by the DDRM approach. In the CG/CB PA, the
transfer almost relaxes the C-IMD3. However, it would still require some suppression of the third
and fifth harmonics at its output, again scarifying the desired frequency-agile behavior. Therefore,
in this work, we propose a class-B type HR to cancel the third and fifth harmonics more efficiently.

6.5.1 Class-B Type Harmonic Rejection

The class-A type of HR has already been introduced in Chapter 4. Its principle is based on
the use of three “parallel" mixers with an amplitude scaling of 1,

√
2 and 1, and phase shift of

0◦, 45◦, 90◦, respectively. Under these conditions, the third and fifth harmonics will cancel each
other while the fundamental is preserved. The corresponding waveforms in the unit cell are shown
in Fig. 6.17(a), and the related vector diagram is shown in Fig. 6.17(b). Note that the effective
duty-cycle of the waveform shown in Fig. 6.17 is 75 %, and there will be an NRZ waveform when
summing I and Q, so the related operating class of the CG/CB PA will be class-A (Fig. 6.17(c)),
and yielding low efficiency. Therefore, the classical HR technique cannot be applied in this work.

Except for the aforementioned HR technique ([7] and [16]), a few other HR techniques have
been proposed in the literature ([17] and [18]). However, those concepts require a 60◦ or even 64◦

phase shift between the vectors, which is much more difficult than generating 45◦ phase shifts.
In summary, there is a need for a HR technique with an RZ waveform based on the use of 45◦

phase shifts. The class-B type HR developed in the next part satisfies both demands. The principle
of class-B type HR used in this work is shown in Fig. 6.18. It is based on two DACs: one operating
with a 50 % duty-cycle square waveform, and another with a 25 % duty-cycle square waveform,
both shifted 45◦ in each respective phase. The Fourier series of the 50 % square waveform (LO1(t))
duty-cycle and the 25 % duty cycle square waveform (LO2(t)) are:

LO1(t) = 2A50
π

∞∑
n=1

sin((2n− 1)ω0t)
2n− 1 (6.3)

and:

LO2(t) = A25
4

+∞∑
n=−∞

sin(nπ/8)
nπ/8 ejn(ω0t− pi

4 )+ pi
2 (6.4)

respectively, where ω0 = 2πf0, and f0 is the LO frequency. From (6.3) and (6.4), to cancel the third
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(a) (b)

Figure 6.19: Harmonic rejection levels with mismatch for different amplitudes and phase mismatch:
(a) for the third harmonic; (b) for the fifth harmonic.

and fifth harmonics, the amplitude A50 and A25 should satisfy:

A25
A50

=
√

2 (6.5)

The corresponding frequency response is shown in Fig. 6.18(c). Note that in contrast to the class-A
approach, even harmonics are also present in the generated signal. However, since the output of the
RFDACs here is push-pull, and class-B type output matching network is used in the output, these
even harmonic components will not show up in the DDRM output signal (Fig. 6.18(d)).

Although a similar HR waveform has been proposed in a polar TX system ([8]), here, class-B
HR is used in an interleaved-phased-mapped Cartesian DDRM. Such a configuration benefits from
some unique features. First of all, the polar system is far less suitable for this type of HR technique
since it is difficult to generate 25 % and 50 % duty-cycle time-varying phase-modulated signals,
which perfectly track each other. More specifically, in [8], the 25 % duty cycle is deduced from
the 50 % duty cycle clock using a delay line and AND gates, which is rather inaccurate and needs
a real-time LUT to control the delay. Therefore, as can be concluded from [8], such a polar HR
technique is not suitable for large bandwidth applications. Another constraint of the work in [8] is
that either the third or fifth harmonic can be canceled since the output of the class-D−1 DPA used
in that particular work is no longer a square wave, not even in theory.

In this work, however, class-B HR technique is applied in a Cartesian current-steering RFDAC
application. As a result, it’s much easier to generate the 25 % duty cycle square wave. Moreover,
the absence of strong non-linearities due to the use of a CG/CB output stage leads to excellent
spectral purity.

6.5.2 Influence of Amplitude and Phase Mismatch

As in the class-A HR technique technique, accurate amplitude and phase matching between two
RFDACs are essential to achieve good third and fifth harmonic rejection levels. As can be deduced
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from the Fourier series, the harmonic rejection ratio is given by:

HD3(t) ' 1
36[(1 + ∆)cos3θ − 1]2 + 1

36[(1 + ∆)sin3θ]2 (6.6)

and:
HD5(t) ' 1

100[(1 + ∆)cos5θ − 1]2 + 1
100[(1 + ∆)sin5θ]2 (6.7)

where ∆ is the amplitude mismatch, and θ is the phase mismatch at the fundamental frequency
caused by a delay in ∆t. As can be seen from these equations, the rejection ratio depends strongly
on the phase error in the original signal. In Fig. 6.19, the harmonic rejection is plotted as a function
of phase error for different amplitude errors, respectively. For 1◦ phase error and 1 % amplitude
matching error, rejection levels of better than 40 dB is achieved for both the third and fifth harmonics.
Compared to the simulation results in [16], the proposed class-B HR technique provides, in theory a
higher harmonic rejection (more than 5 dB), with a lower number of RFDACs.

The duty-cycle accuracy is another factor that influences the achievable (class-B) harmonic
rejection ratio. The accuracy does not show up in class-A HR technique since all three branches
share the same duty-cycle. This mismatch is typically caused by mismatch between the rising and
falling time in the buffer or by a non-optimized bias point in the clock circuitry. Assuming that the
50 % clock is ideal and duty-cycle mismatch is in the 25 % clock, one can conclude that from the
Fourier series that the resulting harmonic rejection ratio can be written as:

HD3(t) ' 1
36[(1 + ∆)cos(3

2(θ2 − θ1)cos(1
2(3θ2 + 3θ1)− 1]2

+ 1
36[(1 + ∆)cos(3

2(θ2 − θ1)sin(1
2(3θ2 + 3θ1)]2

(6.8)

and:
HD5(t) ' 1

100[(1 + ∆)cos(5
2(θ2 − θ1)cos(1

2(5θ2 + 5θ1)− 1]2

+ 1
100[(1 + ∆)cos(5

2(θ2 − θ1)sin(1
2(5θ2 + 5θ1)]2

(6.9)

where ∆ is the amplitude mismatch and θ1, and θ2 are phase errors caused by delay mismatch in
the rising and falling transition, respectively. What is shown in Fig. 6.20 is the harmonic rejection
level plotted as a function of the duty-cycle with a 5 % amplitude error. Generally, the mismatch of
the duty-cycle will deteriorate the harmonic rejection, but there are some exceptions in which the
phase and amplitude mismatch will cancel each other.

6.5.3 Implementation

To implement the class-B HR technique in this work, two RFDACs with different duty-cycles are
embedded in the DDRM. For this purpose, a dedicated floorplan has been developed, and is shown
in Fig. 6.21. The two RFDACs are mirrored with the binary cells in the middle. Every RFDAC
includes two sets of binary cells. When functioning as the IQ-mapping DDRM described in the
previous chapter, only one set will be activated in contrast to the class-B operator, in which both
sets are activated. There are dummy cells in the center of the two RFDACs, and the clock and LO
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(a) (b)

Figure 6.20: Harmonic rejection contours with duty-cycle mismatch: (a) for the third harmonic; (b)
for the fifth harmonic with an amplitude error.
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Figure 6.21: Floorplan of the proposed dual RFDACs.

lines are routed above them.
To simplify the design and improve matching, the unit cells in the 25 % RFDAC are kept the

same as the 50 % RFDAC unit cell in Section 6.3, without the mixing cell topology. Two separate
bias networks are used for the 25 % and 50 % duty-cycle RFDACs to achieve an accurate

√
2 current

scaling with more flexibility. The physical size of the current sources in the 50 % and 25 % RFDAC
are the same, while the maximum current capacity current source in MSB cells is more than 3 mA.
The topology of the mixing cell in the unit cell of the 25 % RFDAC is shown in Fig. 6.22. The
decoded data is generated by both the bitwise AND operation of the I/Q data and the sign bits:
DI · SI, DQ · SQ, DI · SI, DQ · SQ, which is identical to the 50 % RFDAC case. For the division
path, however, the local decoding is different, because in the 25 % RFDAC case, when one of the IQ
data becomes a logical one, the division path still needs to carry current, which can be demonstrated
in Fig. 6.23.
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As can be seen from Fig. 6.20, any duty-cycle mismatch can profoundly affect the harmonic
rejection ratio. Therefore, it is crucial to generate the 25 % LO clock locally inside each mixing unit
using a bitwise AND of two 50 % quadrature clock signals to minimize the delay mismatch between
the two LO distribution networks. In Fig. 6.22, the 25 % duty-cycle signal is generated inside each
unit cell with an analog AND gate, whereas in the 50 % RFDAC in Fig. 6.22, the clock switch is
split between two transistors to obtain matching with the 25 % RFDAC. By doing so, the signal
in the LO tree for both RFDACs is 50 %, and an identical layout can be (re-)used to minimize
mismatch and lower the design complexity. As mentioned above, the proposed mixing unit has been
designed to feature only a single current source, thus reducing the IQ mismatch. Figure 6.23 also
shows that the aforementioned dynamic biasing technique can also be applied in the 25 % RFDAC
without modification.

6.6 System Architecture

The overall DDRM architecture is shown in Fig. 6.24 and includes all aforementioned features.
There are two RFDACs, one with a 50 % duty-cycle and the other one using a 25 % duty-cycle.
The IQ baseband data are fed to the SRAMs through an SPI and transferred to thermometer
format on-chip. Four on-chip SRAMs are time-interleaved to allow the data bit-stream to equal the
operating frequency (fLO), thus allowing the support of very large modulation bandwidths without
any linearity degradation. Furthermore, there is an extra SRAM to fully control the dynamic biasing
independently. For the typical process corner, with 1.1 V, the sampling frequency of rhese SRAMs
is expected to be as high as 800 MHz.

The topology of LO generation circuitry is shown in Fig. 6.25. The external single-ended 4× fLO

clock signal is first transferred to a differential signal and then divided on-chip to generate that the
required eight clock phases, each with a 50 % duty-cycle. The first stage divider employs CML logic
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Figure 6.26: (a) Schematic of the first stage divider; (b) schematic of the CML latch.

to guarantee that the divider can work properly at 12 GHz. A schematic of the divide-by-2 CML
frequency divider is shown in Fig. 6.25, where its output signal is buffered to obtain a rail-to-rail
swing square wave. The second divider stage is implemented in C2MOS logic, and its topology can
be found in Fig. 3.21. For the CML divider, in the typical process corner at 120◦C temperature,
the power consumption is expected to be less than 5 mW when using a 1.1 V supply yielding an
operating frequency range from 2 to 20 GHz. Simulations show that over different process corners
(slow-slow, slow-fast, fast-fast, fast-slow, and typical-typical) and temperatures from −40◦C to 120◦C
degrees, the CML divider can always cover the targeted frequency band of operation. To obtain
accurate output phases, a C2MOS D-flip-flop retimes the eight output phases. Also, AC-coupled
level shifters are employed to shift the LO signal from the low voltage domain of 0-1.1 V to 0.6-1.7 V.

To characterize the CMOS driver independently, the DDRM outputs are connected first to
an off-chip matching network/balun. At a later stage, this balun will be replaced by a CG/CB
PA stage. Previous discussions indicate that the DDRM’s output loading must be low-ohmic to
achieve high output power and linearity. Therefore, an off-chip Marchand balun is adopted from
[19], the layout and transfer pattern of which are shown in Fig. 6.27. Tight differential coupling with
a high even-mode impedance is required to realize a wideband Marchand balun with sufficiently low
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Figure 6.27: Compensated Marchand balun with second harmonic termination implemented by a
via, and the measured and simulated differential-to-single-ended transmission loss in [19].

impedance. By employing the re-entrant type coupled lines with a proper dielectric constant and
dielectric layer thickness between and underneath the conductors, the target tight coupling and
high even-mode impedance are achieved, yielding a low-loss wideband balun. By combining the
Marchand balun with a differential re-entrant type impedance inverter (total length λ/4) featuring
second harmonic impedance control, a well-controlled wideband performance can be achieved. In
other words, by having a second harmonic short circuit termination for the second harmonic after
the first λ/8 section, an open circuit at the reference plane of the DDRM can be achieved. The
required even-mode second harmonic short-circuit condition in the re-entrant coupled lines can
also be realized by adding a simple via from the floating middle layer conductor to ground at the
position where the (even-mode) electrical length for the second harmonic 2fLO equals λ/8. Due to
the tight coupling between the three conductors, the top metals are automatically forced to ground
for their even-mode signals, while the differential operation/terminations remain unaffected.

6.7 Design Consideration of the CG/CB PA

This section discusses design considerations in the co-design of the DDRM driver and the
CG/CB PA. To boost output power and achieve more stability, the CG/CB PA employs a push-pull
topology. As discussed in Section 6.1, the voltage gain of the CG/CB PA cannot reach very high due
to stability concerns. As is shown in Fig. 6.28(a), the input voltage of CG/CB PA VPA is equal to

VPA = 1/gm
1/gm + ZCON

VDDRM (6.10)
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Figure 6.28: Connection between CMOS driver and CG/CB PA.

where gm is the transconductance of CG/CB PA, and ZCON is the impedance of the connection
usually dominated by the inductance of the bonding wire that connects the driver and the PA. For
example, the distance between the CMOS die and CG/CB PA die is typically 0.5 mm. Consequently,
based on the rule of thumb of 1 nH/mm, one could expect bonding wire inductance of about 0.5 nH,
contributing an impedance of 3.14 Ω at 1 GHz. Assuming that the 1/gm is 3 Ω, then the chip-chip
connection will corrupt the overall output stage voltage gain by 3 dB. Below such a low impedance
level, the parasitic capacitance can be neglected. Therefore, minimizing the series impedance of the
connecting structure (ZCON) is essential for providing a high drive voltage to the CG/CB stage,
and consequently, for achieving higher output power. Besides decreasing the distance between the
dies, which becomes impractical beyond a certain point, using multiple bonding wires is another
method that can decrease the impact of the bonding wire inductance.

An equivalent schematic of a multi-bond wire connection is shown in Fig. 6.28(b). Although
the use of parallel bond wires decreases the self-inductance, the mutual inductance among these
bonding wires, if they share the same current direction, will typically become dominant. If an
interleaving bonding diagram is applied, such as the one shown in Fig. 6.28(c), the effective overall
mutual inductance due to the opposite current directions will be much lower, which is to lower the
total inductance of the bond wire array between the dies. As shown in Fig. 6.29, the interleaving
transistors in the push-pull topology can be achieved. There are four pairs of push-pull transistors
in the layout, and the order of the eight inputs is P, N, P, N, P, N, P, N, to cancel the inductance of
the bonding wire. Note that the output of the push-pull CG/CB PA stages are combined but still
differential, so it needs to be connected to a balun to achieve a single-ended output.

Another issue is that to boost efficiency, the current waveform is artificially "clipped" with a
division path. This operation corrupts the linearity performance if the PA transistor is forced
to be in the diode region when there is no current. To eliminate this issue with a low-efficiency
penalty, two sets of static bleeding current sources are placed in the CMOS driver chip, similar to
the bleeding techniques in the baseband DAC design ([20] and [21]). As shown in this design, a
typical value for bleeding current is 100 mA in total (for both positive and negative branches).
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Figure 6.29: Conceptual diagram of the CB PA with bleeding current sources within CMOS driver.

6.8 Experimental Results with Standalone CMOS Driver

The proposed DDRM driver, as illustrated in Fig. 6.30, is fabricated in an LP 40 nm CMOS
process. Its core circuitry, excluding the SRAMs, occupies 2.4 mm2. The total chip area (including
pads) is 10 mm2. Figure 6.31 illustrates the measurement setup. The 13-bit I/Q baseband data
(12 bits with one sign bit) for the DDRM is generated in Matlab and loaded using an FDTI SPI
interface to the on-chip SRAMs. The output of the DDRM is monitored by a spectrum analyzer,
while the output power is measured by a power meter. The EVM can be measured by a Keysight
MSOS804A mixed-signal oscilloscope. The LO signals fed to the test chip are sine-wave in nature
and provided by an external signal generator (Keysight E8257D). Power supplies for the DUT are
used to provide the DC supply voltage to the off-chip LDO to achieve the low-noise supply voltages
provided to the chip.

6.8.1 CW Measurement

The performance of the signed Cartesian DDRM is first characterized in a CW test. For this
measurement, the I/Q data loaded in the SRAM represents a static state, hence the data switches
in the data path do not switch. Although the DDRM is verified to work properly from 100 MHz to
3.5 GHz in the simulation, the best-measured performance in terms of output power is achieved
from 2 to 3 GHz due to bandwidth limitations of the off-chip balun As illustrated in Fig. 6.32(a),
the output power reaches 19.6 dBm. For this measurement, the carrier frequency is swept from 1 to
3 GHz in steps of 100 MHz. Meanwhile, the measured harmonic rejection is also presented in the
same chart. As shown, between 1 and 3 GHz, the third and fifth harmonic rejection level is better
than 35 dBc and 45 dBc, respectively.

Figure 6.32(b) shows the measurement result for the drain and system efficiency in the CW
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Figure 6.32: CW measurement results: (a) output power and harmonic rejection level vs. LO
frequency; (b) drain efficiency and system efficiency with/without dynamic biasing; (c) power
break-up in the peak power region.
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Figure 6.33: Measurement result of (a) single-tone and (b) two-tone tests vs. fLO.

measurement. At 2.4 GHz, the peak drain and system efficiencies are about 23 % and 18 %,
respectively. Without activating dynamic biasing, the drain efficiency versus PBO level follows a
conventional class-A efficiency curve, meaning that in the 6 dB PBO level, the drain efficiency is
only a quarter of the peak efficiency. With dynamic biasing enabled, the drain efficiency in the
6 dB PBO region doubles, and the efficiency curve represents a class-B-like efficiency roll-off. Such
an operation allows higher average efficiencies to be reached with complex modulated signals (e.g.,
QAM or OFDM) compared to conventional DDRMs. A pie diagram of the DC power consumption
in the CW measurement is shown in Fig. 6.32(c).

6.8.2 Single-Tone and Two-Tone Measurement

Following the CW measurements, single-tone test and two-tone tests are performed to investigate
the IQ imbalance and linearity of the proposed DDRM. The frequency offset or tone spacing is scaled
with fLO and at 2.5 GHz, is about 5 MHz. The measured LO leakage IQ-image and C-IMD3 in
single-tone tests is shown in Fig. 6.33(a), while Fig. 6.33(b) presents the IM3 and IM5 in the two-tone
tests. At 2.5 GHz, the LO leakage, IQ-image and C-IMD3 are -60 dBc, -49 dBc, and -54 dBc,
respectively, while the IM3 and IM5 in the two-tone test are -62 dBc and -63 dBc, respectively.
Note that in this measurement, no DPD or calibration is applied. These measurement results show
the superior linearity potential of the proposed DDRM.

6.8.3 Broadband Signal Measurement

Finally, the performance of the proposed DDRM is also verified using complex modulated signals.
Figure 6.34(a) shows its spectral purity when operating with a 20 MHz bandwidth single-carrier
256-QAM signal at 2.4 GHz while using dynamic biasing, yielding an ACLR of -43 dBc and an EVM
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Figure 6.34: Measured spectrum and constellation diagram of (a) a 20 MHz 256-QAM signal with
dynamic biasing enabled; (b) an 80 MHz 256-QAM signal with dynamic biasing disabled.
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Table 6.1: Performance summary and comparison with state-of-the-art DDRMs/DTXs/PA drivers 
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ACLR1 dBc -431 -40.52 -45 -44 -42 -43 <454 -36 <-40 -30 -32 -45 

EVM dB -331 -332 -40 -30 -42 -32 -427 N.A. <-30 -29 -25.6. -37 
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of -33 dB. As discussed above, for a higher modulation bandwidth, the dynamic biasing technique
becomes less effective. The measured spectrum of an 80 MHz bandwidth single-carrier 256-QAM
signal (without dynamic biasing) is shown in Fig. 6.34(b). The corresponding out-of-band spectral
purity is better than -44.5 dBc, with an EVM of better than -35 dB. When the bandwidth reaches
160 MHz, the resulting ACLR is -40.5 dBc, and the EVM is better than -33 dB. Again, DPD and
calibration are omitted.

6.8.4 Comparison to State-of-the-Art TXs

Table 6.1 summarizes the performance and compares this work to relevant DTXs and analog
modulators. Among the DDRMs, the proposed signed DDRM achieves the highest system efficiency,
although it is still below the DPA efficiency levels reported in the literature. What is more, to the
author’s knowledge, the proposed signed DDRM is the first reported class-B DDRM with a doubled
drain efficiency in the 6 dB PBO region. Besides power efficiency performance, the proposed DDRM
also presents superior linearity performance. Among the reported DDRMs, this DDRM can have
160 MHz bandwidth with comparable linearity while providing current-mode output. Although [10]
shows better ACLR performance, its efficiency is much lower when using a limited signal bandwidth.
Compared to the DPA-based common-gate PA drivers in [3] for [4], the proposed driver offers better
spectral purity and a larger modulation/operational-RF bandwidth without an external modulator
or any need for DPD.

6.9 Experimental Results with a CB BJT PA

The proposed DDRM is also measured with a CB SiGe PA fabricated by NXP Inc. The
assembled micrograph is shown in Fig. 6.35. As discussed in Section 6.7, in the die shown in Fig. 6.35,



146 An I/Q Interleaved DDRM as a Driver for a Common-Gate/Common-Base PA

Figure 6.35: Combined micrograph of the SiGe-CMOS line-up.

there are four pairs of push-pull CB PAs and an on-chip balun, which combines the output current
and converts the differential signal into a single-ended representation. The bases of the transistors
are biased at 2.9 V, and the collectors are biased at 7.3 V, since the breakdown voltage is about
12 V.

First, CW measurements are applied, the results of which are shown in Fig. 6.36(a), and the third
and fifth harmonic rejection level are shown in Fig. 6.36(b). The 3 dB bandwidth is 1.95-2.45 GHz,
and is mostly limited by the output balun showing a fractional bandwidth larger than 20 %. The
maximum peak power is more than 27 dBm, with a system efficiency of 20 %. The main reason for
the relatively low system efficiency is the low collector DC voltage (7.3 V). The measured third and
fifth harmonic levels are better than -36 dBc and -50 dBc, respectively.

The TX line-up is also characterized using a broadband signal. The measured results for
an 80 MHz single-carrier 64-QAM spectrum at 2.2 GHz are shown in Fig. 6.37(a). Its ACLR is
better than -32 dBc while the EVM is better than -27 dB. The degraded linearity performance
can be blamed partly on the non-ideal connection between the driver and the CB PA, as well as
imperfections in the output balun implementation. When bleeding currents are used (100 mA), the
ACLR and EVM improve to -37 dBc and -30 dB, respectively (Fig. 6.37(b)).

Table 6.2 compares the performance of the CMOS driver MMIC PA TX line-up. This demon-
strator avoids the use of DPD completely. The power efficiency of the proposed combination is lower
than reported in other published state-of-the-art work, but this is mainly due to the relatively low
collector voltage used for the CB BJT PA. If a higher voltage PA can be deployed, system efficiency
will be dramatically increased. Nevertheless, the realized demonstrator still shows a decent linearity
performance, while handling a large video bandwidth. As such, it demonstrates the potential to
achieve high-power, high-linearity, high-efficiency operation with future implementation.
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(a) (b)

3 dB BW

Figure 6.36: (a) Measured output power and efficiency vs. fLO; (b) measured third and fifth
harmonics vs. fLO.

Table 6.2: Performance summary and comparison with state-of-the-art line-ups.
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

1 Without bleeding current; 2 with bleeding current 

Specification This Work 
Diddi’  

RFIC16 

Bootsman’ 

IMS20 

Architecture DDRM+PA DPA+PA DPA+PA 

Connection to PA Current Current Voltage 

Technology: CMOS+MMIC 40nm+BJT 180nm SOI+GaN 40nm+LDMOS 

On Chip Modulator Y/N Yes No No 

Supply Voltage [V] 1.1/2.5/7.3 1.5/4.1/15 1.1/2.5/20 

Frequency [GHz] 2.2 0.9 2.1 

Peak Pout [dBm] 27 34.5 43.7 

Peak Efficiency % 20 50 62.6 

Bandwidth [MHz] 80 5 10 

Modulation Type 64 QAM 16 QAM 256 QAM 

ACLR1 dBc -32.31/-37.72 -36 -46 

EVM dB -271/-302 N.A. -38 

DPD Y/N No Yes Yes 

6.10 Conclusion

A novel line-up architecture, including a signed DDRM as a driver and a CG/CB PA, is presented
in this chapter. It features an advanced architecture with an auxiliary current division path, signed
IQ-mapping, dynamic biasing, and HR technique to boost efficiency and linearity. The proposed
standalone driver operates over a 1-3 GHz frequency range while generating 19.6 dBm peak RF power
with 505 mW DC power consumption at 2.4 GHz. For a 160 MHz 256-QAM signal, the measured
ACLR is better than -40.5 dBc. When combined with a CB SiGe PA, the peak output power is
increased to 27 dBm. The proposed configuration can support an 80 MHz 64-QAM signal with an
ACLR of -37.7 dBc and an EVM of -30 dB without using any DPD. The proposed DTX-CB/CG TX
line-up concept can act as an enabler for energy-efficient, wideband DTX solutions, for WIFI 6/7 or
5G cellular network applications, which do not demand any DPD.
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* A 1.4 dB-loss from measurement setup is de-embedded. 

fc=2.2 GHz

Fs=1.1 GHz

BW=80 MHz

ACLR<-37.7 dBc

PAPR=6.2 dB

Pavg=19.05 dBm*

EVM<- 30 dB

Bleeding: ON
80MHz

fc=2.2 GHz

Fs=1.1 GHz

BW=80 MHz

ACLR<-32.3 dBc

PAPR=6.2 dB

Pavg=18.96 dBm*

EVM<-27 dB

Bleeding: OFF

* A 1.4 dB-loss from measurement setup is de-embedded. 

80MHz

(a)

(b)

Figure 6.37: Measured spectrum and constellation diagram of the 80 MHz 64-QAM signal (a)
without bleeding current; (b) with 100 mA bleeding current.
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C h a p t e r

7
Conclusion

This dissertation is focused on the analysis, design, and implementation of digital-intensive
up-converters, which are the core elements of modern communication TXs. In the first part,
a fully integrated digital-intensive polar Doherty TX is introduced together with a wideband
phase modulator. In the second part, two different versions of current-mode DDRM are proposed
with the aim to achieve high linearity over a large modulation bandwidth. All the realized TX
modulators/TX line-ups in this dissertation demonstrate better performance (efficiency/linearity)
than prior-art implementations. This final chapter concludes with the most important findings
of the dissertation, namely: first a summary of the technical findings of this work in Section 7.1,
followed by some personal findings/experiences in Section 7.2. Section 7.3 concludes with suggestions
and recommendations for future DTX research work.

7.1 Thesis Outcome

Chapter 3 reports the first-ever realized "Bits-In RF-Out" Doherty polar DTX. This single-chip
DTX includes the whole DTX chain, ranging from digital baseband, wideband phase modulator,
to the Doherty DPA. In this design, a QLI class-E topology is employed in combination with a
compact Doherty power combiner/output matching network to achieve high average efficiency.
The digital baseband includes a CORDIC, normalizers, and LUTs to apply static ACW-AM and
ACW-PM-based DPD. The realized polar DTX achieves a peak power of +21.4 dBm, with drain
efficiency at peak power and 6 dB PBO reaching 49.4 % and 33.7 %, respectively. Without applying
any external DPD, the DTX achieves an EVM of -31 dB for a 40 MHz 64-QAM signal with an
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average drain efficiency of 25 %, while satisfying the 802.11ac spectral mask.

Chapter 4 details a novel wideband frequency-agile phase modulator, which is used in the polar
DTX of Chapter 3. An HR-based phase modulator is employed to suppress C-IMD products caused
by the non-linearities of the RFDAC, and odd harmonics, over a wide frequency range. The proposed
phase modulator operates over the frequency range of 0.6-2.5 GHz and achieves -45 dBc LO leakage
and -58 dBc IQ image at fLO=2.5 GHz. The phase modulator can support an 80 MHz 64-QAM
signal in a polar TX at 2.4 GHz, with an output emission better than -40 dBc and an EVM better
than -27 dB.

Chapters 3 and 4 are first focused on designing energy-efficient DTXs, while maintaining the
linearity by on-chip DPD. Next, we aim to improve the efficiency of the high-linear driver/line-up.
Chapter 5 concentrates on designing a DDRM as a driver for the external CS/CE PA. A wideband
DDRM with an IQ-mapping technique was presented. It features a novel IQ-mapping unit cell
to boost the RF output power (efficiency) and in-band linearity. The proposed quadrature RF
modulator operates over a 0.5-3 GHz frequency range while generating +14.1 dBm peak RF output
power with DC power consumption of only 340 mW at 2 GHz. With more than 5 dBm of average
output power, the ACLR is better than -43 dBc when applied to a 320 MHz 256-QAM signal.

In Chapter 6, a current-mode TX line-up configuration is proposed, which combines an I/Q
DDRM CMOS driver with a CG/CB PA. Here the I/Q DDRM features an advanced architecture
with an auxiliary current division path, signed IQ-mapping, dynamic biasing, and class-B HR to
boost overall efficiency and linearity. The I/Q DDRM generates +19.6 dBm peak RF power with
505 mW DC power consumption at 2.4 GHz. For a 160 MHz 256-QAM signal, the measured ACLR
of the standalone driver is better than -40.5 dBc, providing an EVM of -33 dB without using any
DPD. When connected to the CB SiGe PA, the measured uncorrected ACLR is -32 dBc and -37 dBc,
respectively, for an 80 MHz 64-QAM signal without and with bleeding current.

7.2 Personal Experiences and Contributions to Other DTXs

DTX design demands a wide range of expertise, is extremely labor-intensive, and is also an
expensive hobby. Given this, although obtaining a Ph.D. degree is often related to individual
achievements, DTX development demands good team spirit to meet the industry expectations and
specifications. Thus, it turned out during the course of this thesis work, that the DTX can only exist
with good communication and cooperation. In this setting, the author had the honor of interacting,
collaborating and contributing to “parallel" DTX developments. Some of the outcomes are shown
in Fig. 7.1, illustrating each DTX with its own unique feature(s). Although that work falls outside
the exploration range of this dissertation, the author acknowledges his colleagues and supervisors
for all these inspiring collaboration efforts. The related chip area occupies more than 40 mm2 in
total and this number includes some designs not published yet. The chip related to the work in this
dissertation (headed by the author) is more than 18 mm2.
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Chip Lead: Y. Shen
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To be continued

Figure 7.1: Chip Gallery (only published works).
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7.3 Suggestions for Future Developments

The research presented in this thesis introduces several digital-intensive up-converters techniques
that aim to improve efficiency and linearity simultaneously. The effectiveness of the proposed
concepts has been demonstrated through various hardware realizations that achieve state-of-the-art
performance. These encouraging results not only confirm existing insights but also provide new
ideas and opportunities for future research activities. We address some of those below:

• Generally speaking, conventional CMOS technologies are not suitable for generating truly
large output power (>30 dBm) due to their low breakdown voltages and lossy substrate. To
realize high power DTX operation, and make the DTX more appealing to a larger group
of wireless applications, the DTX designs also need to make use of RF power technologies
such as GaN and LDMOS. Initial works in this direction with GaN or LDMOS power dies
have been recently published ([1]-[3]). However, GaN and LDMOS processes by themselves
cannot support large-scale DSP circuitry as CMOS does, since they cannot offer a comparable
integration level. Consequently, to create meaningful power DTX implementations, they
must be implemented as a system in a package (SiP), using a separate CMOS controller and
LDMOS or GaN power die. Or in future implementations, they could even be implemented as
a single chip (e.g. GaN-on-silicon), in which the “silicon” should offer full CMOS functionality.
At this moment, it will take many technological innovations in both GaN/LDMOS, as well as
CMOS technology to make them truly compatible on a single wafer. Despite the challenge,
this might be the road to success and a complete victory for power DTX implementations.

• In this dissertation, a symmetric Doherty PA with an efficiency enhancement at 6 dB PBO
is proposed. However, in modern telecommunication systems, the typical PAPR value is
9-12 dB, since OFDM signals are employed. Therefore, the efficiency enhancement should be
shifted to the deep PBO region (>12 dB). There are already several researchers exploring
this possibility (e.g., [4]). Although efficiency can be enhanced at such a deep PBO, it turns
out that in most practical implementations, both bandwidth and linearity tend to degrade.
Furthermore, correcting their linearity with DPD has proven to be difficult, especially when
operating with large video bandwidths (e.g., 120 MHz in [4]). In these cases, DPD yields poor
OOB noise performance, and so, additional filtering is needed ([5]). Therefore, future research
should focus on how to improve linearity, modulation bandwidth, and efficiency in the deep
PBO region simultaneously. Also, low-cost on-chip DPD implementations with limited power
consumption are urgently needed.

• As discussed in this dissertation, compared to Cartesian DTXs, polar DTXs are easier to
pre-distort due to the absence of IQ interaction. However, the bandwidth of the phase
modulator in such a polar system limits the overall bandwidth of the transmitter. In [6], an
open-loop phase modulator is proposed that can support a 160 MHz bandwidth signal, while
consuming 70 mW DC power. Future research can be directed to the design of wideband
phase modulators with even lower power consumption.
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• This dissertation work proposes unsigned/signed DDRMs with large video bandwidth for
use below 3 GHz. Designing these DDRMs for the 3-6 GHz range with comparable linearity
and efficiency is challenging due to the always-present device and circuit parasitics (e.g., [7]).
Additionaly, in millimeter-wave design, conventional analog TX line-ups are exclusively used.
Developing energy-efficient DDRMs for these frequency bands can prove to be very attractive
in emerging upcoming fields, such as 5G communication systems, that are more energy and
cost-effective, while offering higher functionality than their analog-oriented counterparts.

• This dissertation proposes a DDRM with a CG/CB PA output stage configuration and has
demonstrated its performance with a CB PA using a “low-power” SiGe BJT technology.
Compared to the GaN CG PA in [1], the output power of the proposed demonstrator is
limited by the relatively low breakdown voltage of the BJT device. Consequently, to take
full advantage of the proposed techniques in this dissertation, more design effort should be
focused on the implementation of a high power CG/CB MMIC PA.
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Summary

This thesis focuses on digital-intensive up-converters for sub-6GHz wireless communication.
Nowadays, wireless cellular communication is entering its 5th generation (5G), driven by the demand
for faster mobile access and higher data throughput. 5G utilizes larger modulation bandwidths,
higher-order modulations, and (many) more transmitters and receivers than its precessors, requiring
higher system efficiency, flexibility, and integration of the transmitter (TX). An essential building
block in the TX system is the RF modulator that converts the baseband data to an RF signal. New
modulator architectures and circuits are required to handle the increased 5G modulation bandwidths
linearly and energy-efficiently.

Along with the progress in wireless communication, nano-scale CMOS technologies are advancing
toward their physical limitations. Transistors have become smaller and more suited towards digital
signal processing (DSP). Moreover, their high-frequency performance has improved, enabling RF
analog/mixed-signal circuits. These improvements offer digital-intensive transmitters (DTXs) the
opportunity to enter a territory that has been the traditional stronghold of analog-intensive TXs.
Consequently, the research question of this dissertation is
“What if we change the nature of the RF front-end, such that we can start truly benefiting from the power
of CMOS in “digital” (switching) operations?”
This thesis proposes new digital-intensive TX line-ups and up-converters architectures with enhanced
linearity, bandwidth, and power efficiency to answer this question.

Chapter 1 provides a brief overview of the evolution of modern communication standards and
nano-scale CMOS technology. It shows that with advanced CMOS technology, digital-intensive
solutions are gaining popularity over their conventional analog-intensive counterparts.

Chapter 2 gives an overview of conventional analog transmitters with their power amplifiers
(PAs) and their evolution towards digital-intensive transmitter (DTX) line-ups. Several existing DTX
architectures are discussed. Also, efficiency enhancement techniques are introduced to improve the
wireless system’s average efficiency when operating with complex modulated signals, like quadrature
amplitude modulation (QAM) or orthogonal frequency division multiplexing (OFDM).

Chapter 3 proposes a fully-integrated digital-intensive polar class-E Doherty transmitter line-up
featuring segmentation of its RF output stages.

A comprehensive analysis of the segmented switched-mode class-E output stages with their
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ACW-AM and ACW-PM distortion is given. Next, the analysis is extended to cover the behavior of
the proposed Doherty configuration. The realized Doherty Digital PA (DPA) achieves a measured
drain efficiency of 49.4 % at peak power and 33.7 % at 6 dB power back-off (PBO), respectively.
The on-chip digital pre-distortion (DPD) can support 40 MHz 64-QAM signals at an operating
frequency of 2.4 GHz while achieving an average drain efficiency of 25 %.

Chapter 4 concentrates on the design of a wideband phase modulator for polar DTXs. The
severe bandwidth expansion in polar TXs can exceed 3- to 5-times the original modulation bandwidth,
yielding severe design challenges. A bandwidth constraint in such a phase modulator, or phase error,
will directly restrict the spectral purity of the output signal. In these phase modulators, a common
source of phase distortion is the presence of counter-intermodulations (C-IMDs) products. In the
proposed wideband phase modulator, harmonic rejection (HR) techniques are deployed to suppress
these undesired mixing products and thus enhancing their phase linearity. The proposed phase
modulator uses a radio-frequency digital-to-analog converter (RFDAC)-based Cartesian architecture
employing current-steering to enlarge its video bandwidth. Measurement results show that this
phase modulator can support 80 MHz of modulation bandwidth with an error-vector-magnitude
(EVM) of better than -27 dB, making it an excellent candidate for realizing (future) wideband polar
DTXs.

Chapter 5 proposes another up-converter architecture: a wideband direct-digital RF modulator
(DDRM). First, a comprehensive comparison between DPA-based Cartesian DTXs and DDRMs is
made. This analysis shows the advantages and disadvantages of these two architectures. Following
that, we propose an advanced IQ-mapping technique for unsigned DDRM operation, which offers
both efficiency and linearity advantages over conventional DDRM implementations. The high
bandwidth of the proposed DDRM architecture is demonstrated by supporting 320 MHz transmit
signal without DPD.

Chapter 6 introduces a new TX line-up based on a signed DDRM that drives a common-gate
(CG)/common-base (CB) output stage in pure current-mode operation. This approach breaks the
fundamental trade-off in analog-intensive and digital-intensive TX line-ups between power efficiency
and linearity. In this approach, the waveform clipping, needed for improving the CG/CB PA
efficiency, is implemented by adding an auxiliary current division path in the DDRM unit cells.
Furthermore, signed IQ-mapping, dynamic biasing, and class-B-like HR techniques are applied to
the proposed driver to boost the efficiency and linearity of the TX line-up. Several considerations
are included in the design and layout of the CB/CG PA to adapt to the proposed CMOS driver.
The experimental results show that the proposed driver can operate over a 1-3 GHz frequency range
while generating 19.6 dBm peak RF power using 505 mW DC power at 2.4 GHz. For a 160 MHz
256-QAM signal, the measured adjacent-channel-leakage-ratio (ACLR) is better than -40.5 dBc.
When connected to a CB SiGe PA, the peak output power is about 27 dBm with a system efficiency
of 20 %. When transmitting an 80 MHz 64-QAM signal at 2.2 GHz without and with using the
extra division path, the measured ACLR is -32.3 and -37.7 dBc, respectively, with an EVM of -27
and -30 dB.

Chapter 7 summarizes the most important conclusions of this thesis and provides recommen-
dations for future research on up-converters and TX line-ups.



Samenvatting

Dit proefschrift richt zich op digitaal-intensieve modulatoren voor de draadloze communicatie
onder de 6GHz. Op dit moment betreedt mobiele communicatie zijn 5e generatie. Een ontwikkeling
die wordt gedreven door de vraag naar nog snellere responsetijden en hogere datasnelheden. 5G
maakt gebruik van hogere modulatiebandbreedtes, hogere-order modulaties en veel meer zenders en
ontvangers dan zijn voorgangers. Dit vereist een hogere systeemefficiëntie, flexibiliteit en integratie
van de zenderketen (TX). Een belangrijke bouwsteen in een zenderketen is de radiofrequentie (RF)
modulator die de basisbandgegevens omzet naar een hoogfrequent RF-signaal. Er is behoefte aan
nieuwe modulator-architecturen en circuits om de 5G-breedband signalen energiezuinig met een
goede kwaliteit te verwerken.

Tegelijkertijd met de progressie in draadloze communicatie, bereiken de CMOS-technologie
dimensies hun lithografische limiet. Transistoren worden steeds kleiner en daarmee geschikter
voor digitale signaalverwerking (DSP). Bovendien zijn hun hoogfrequent eigenschappen verbeterd,
waardoor radiofrequenties (RF) analoge, of gemengd analoge-digitaal schakelingen mogelijk zijn.
Deze verbeteringen bieden de digitaal-intensieve zenders (DTX’s) een kans om het traditionele
analoge bolwerk van communicatie zenders te betreden. De onderzoeksvraag van dit proefschrift
luidt dan ook:
“Wat als we de aard van een RF-front-end veranderen, zodat we echt kunnen gaan profite en van de
kracht van CMOS in “digitale” (schakel) operaties?”
Dit proefschrift introduceert nieuwe digitaal-intensieve zender (TX) technieken en modulatoren met
een verbeterde lineariteit, bandbreedte en energie-efficiëntie om deze vraag te beantwoorden.

Hoofdstuk 1 geeft een beknopt overzicht van de evolutie van moderne communicatie- en
CMOS-technologie. Het laat zien dat met de introductie van geavanceerde CMOS-technologie,
digitaal-intensieve oplossingen aan populariteit winnen ten opzichte van hun conventionele analoog-
intensieve tegenhangers.

Hoofdstuk 2 geeft een overzicht van conventionele analoge zenders met hun vermogensversterk-
ers (PAs) en hun evolutie naar digitaal-intensieve configuraties. Verschillende DTX-architecturen
worden besproken. Ook worden efficiëntieverbeteringstechnieken geïntroduceerd om de gemiddelde
efficiëntie van een draadloos systeem te verbeteren voor complex gemoduleerde signalen.

Hoofdstuk 3 introduceert een volledig geïntegreerde digitaal-intensieve polaire klasse-E Doherty
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configuratie die segmentatie van zijn RF-eindversterkertrappen benut.
Een analyse van deze gesegmenteerde klasse-E eindversterkertrappen met hun ACW-AM en

ACW-PM vervorming wordt gegeven. Vervolgens wordt deze analyse verder uitgebreid om het gedrag
in een Doherty-configuratie te beschrijven. De gerealiseerde Digitale Doherty PA (DPA) behaalt een
drain-efficiëntie van respectievelijk 49,4 % bij piekvermogen en 33,7 % bij 6 dB power back-off (PBO).
De on-chip digitale pre-distorsie (DPD) functionaliteit kan 40 MHz 64-QAM-signalen ondersteunen
op een zendfrequentie van 2,4 GHz, bij een gemiddelde drain-efficiëntie van 25 %.

Hoofdstuk 4 concentreert zich op het ontwerp van een breedband fasemodulator voor een
polaire DTX. De bandbreedte-expansie in zo’n TX kan 3 tot 5 keer de oorspronkelijke modu-
latiebandbreedte bedragen, wat aanzienlijke ontwerpuitdagingen met zich meebrengt. Een band-
breedtebeperking of fasefout zal direct de spectrale zuiverheid van het uitgangssignaal beperken.
Een veelvoorkomende bron van fasevervorming, in deze modulatoren, is de aanwezigheid van
contra-intermodulatieproducten (C-IMD’s). In de voorgestelde breedband fasemodulator wordt
harmonische onderdrukking (HR) ingezet om deze ongewenste mengproducten te elimineren en zo de
fase-lineariteit te verbeteren. De geïntroduceerde fasemodulator maakt gebruik van een Cartesiaanse
RFDAC-architectuur met stroomsturing om de videobandbreedte te vergroten. Meetresultaten
tonen aan dat een 80 MHz modulatiebandbreedte kan worden bereikt bij een EVM beter dan -27 dB.
Dit maakt dat dit concept een goede kandidaat is voor het realiseren van (toekomstige) breedband
polaire DTXs.

Hoofdstuk 5 introduceert een andere up-converter-architectuur: een breedband direct-digitale
RF-modulator (DDRM). Eerst wordt een uitgebreide vergelijking gemaakt tussen de, op een digitale
vermogens versterker (DPA) gebaseerde, Cartesiaanse DTX’s en DDRM’s. Deze analyse geeft de
voor- en nadelen van deze architecturen. Daarna stellen we een geavanceerde “IQ-mapping”-techniek
voor “unsigned DDRM-operatie”, die zowel efficiëntie als lineariteit voordelen biedt ten opzichte van
conventionele DDRM-implementaties. De hoge bandbreedte van de voorgestelde DDRM-architectuur
wordt aangetoond m.b.v. een 320 MHz zendsignaal zonder gebruik te maken van DPD.

Hoofdstuk 6 introduceert een nieuw TX-concept op basis van een “signed-DDRM” welke een
common-gate (CG)/common-base (CB) uitgangstrap aanstuurt in stroommodus. Deze aanpak
doorbreekt de traditionele uitruil tussen efficiency en lineariteit in analoog- en digitaal-intensieve
TX-opstellingen. In deze aanpak wordt de golfvormclipping welke nodig is voor het verbeteren van
de CG/CB PA-efficiëntie geïmplementeerd d.m.v. een extra stroomverdelingspad in de DDRM-
eenheidscellen. Verder worden verbeterde “IQ-interleaving”, dynamische biasing en een klasse-B
HR-techniek toegepast in de driver om de efficiëntie en lineariteit van de zenderopstelling te
vergroten. Aanpassingen zijn gemaakt in het ontwerp en de layout van de CB/CG PA om deze aan
te passen aan de CMOS-driver. Experimentele resultaten tonen aan dat de driver kan werken over
een frequentiebereik van 1-3 GHz terwijl deze 19,6 dBm RF-vermogen genereert bij 505 mW DC-
verbruik op 2,4 GHz. Voor een 160 MHz 256-QAM signaal is de gemeten ACLR beter dan -40.5 dBc.
Met een CB SiGe PA eindtrap is het piekuitgangsvermogen 27 dBm bij een systeemrendement
van 20 %. Voor een 80 MHz 64-QAM-signaal op 2,2 GHz, zonder en met gebruik van het extra
stroompad, is de gemeten ACLR respectievelijk -32,3 en -37,7 dBc, bij een EVM van -27 en -30 dB.

Hoofdstuk 7 geeft de belangrijkste conclusies van dit proefschrift en een reeks van aanbevelingen
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voor toekomstig onderzoek naar zenders en hun modulatoren.
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