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Abstract

Offshore wind energy is a promising prospect to meet the ever-growing demand for energy.
Its reputation is, however, sullied by high costs not yet competitive with conventional energy
resources. The Delft Offshore Turbine (DOT) attempts to radically reduce the Levelized
Cost of Energy (LCOE) of offshore wind by utilising a seawater-hydrostatic transmission from
individual wind turbines to a central power station, where power is generated collectively.

Recent theoretical research on the DOT employed variable displacement pumps in the wind
turbines interconnected through a collective pipeline. A variable displacement pump does
not yet commercially exist and leaves the implementation of a fixed-displacement pump more
viable in the near future. Recent practical research implemented a fixed-displacement pump
with an individual pipeline. To benefit from the economy of scale however, a collective pipeline
is preferred.

The DOT wind farm considered in this thesis incorporates fixed-displacement pumps inter-
connected through a collective pipeline. The difficulty herein arises from the combination of
an equal hydraulic torque but varying aerodynamic torque throughout the wind farm. The
combined effect results in the inability to control individual rotor speeds, which inevitably
leads to suboptimal individual rotor efficiency.

This research explores a novel control strategy that obtains the best suboptimal performance
when the wind turbines are controlled through a collective pressure. First, the static maximum
power production of such a wind farm is determined, which then forms the basis of the new
control strategy. Thereafter, the subsystem controllers that facilitate the implementation
of the control strategy are designed and verified in a numerical model, including a stability
analysis.

A numerical simulation compares the DOT wind farm and the derived control strategy with
a conventional wind farm employing NREL 5-MW reference turbines in dynamic wind condi-
tions. The power production of the DOT wind farm fluctuates around 70% of the conventional
wind farm, which is consistent with the derived maximum power production. To reduce the
LCOE, the DOT wind farm has to provide at least an equivalent cost reduction over the
lifetime of the wind farm.
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A lab-scale test set-up is built to reveal discrepancies between the derived model and the
physical world. A partial validation is obtained through the design and tuning of two sub-
system controllers of the set-up: a feed pressure and Pelton controller. Most notably, the
data-driven optimization of the Pelton controller led to the discovery of a poor mechanical
efficiency in the Pelton turbine compared with its theoretical conception. The implementation
of Extremum Seeking Control (ESC) increased the power production from -27W to 473W by
correcting the control parameter.
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Chapter 1

Introduction

The world demand for energy has been ever-growing over the last decades. The finite extrac-
tion of fossil fuels and rising social awareness for global warming - underlined by the Paris
Climate Agreement in 2015 - have led to the rapid development of renewable energy sources to
meet this energy demand [1][2]. A promising prospect as a renewable energy source is found in
wind energy. With the ambition to accommodate 24% of Europe’s energy demand with wind
energy by 2030, the European Union accentuates the enormous potential of wind energy [3].
Due to the scarcity of empty land suitable for onshore wind turbines, this directly translates
to a vast appeal for offshore wind farms with power ratings on gigawatt scale, as derived from
the exponential growth of the cumulative installed offshore capacity in Figure 1-1.

Regardless of the vast potential, the Levelized Cost of Energy (LCOE) has not yet proven
to be competitive to that of conventional energy resources. Even though cost reduction has

Figure 1-1: The exponential grow in cumulative installed capacity in Europe indicates the vast
appeal for offshore wind energy [2].
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2 Introduction

Figure 1-2: Both rotor diameter and power rating of individual wind turbines increase in an effort
to decrease the LCOE of offshore wind energy [7].

been an influential trend in the wind industry since the late 1970s, offshore wind farms have
not been cost-effective without subsidies [4]. In 2014, a further reduction of 40% of the total
costs has been determined to adequately secure the future of offshore wind [5].
A common method to reduce the LCOE has been to upscale the nominal power rating of
individual wind turbines as shown in Figure 1-2 [6][7]. Efforts to decrease the LCOE of
offshore wind farms have not been in vain, resulting in the first tenders for subsidy-free
offshore wind farms, which are scheduled to be build in 2022 [8]. Even so, further reduction
of costs is imperative to render offshore wind farms economically feasible and propel the future
of offshore wind energy.
A significant reduction can still be found in maintenance, accounting for 15-20% of the total
costs, as the offshore wind industry struggles with the sheer number of maintenance-critical
components in the nacelle [9][10][11]. The main cause of early-fatigue damage is often traced
back to the direct coupling of the drivetrain to the rotor, imposing the subjection to dynamical
loads induced by turbulent wind fluctuations. In particular the gearbox, often a high-weight
component, has been identified as the primary contributor to maintenance costs [12].
An alternative is presented by hydraulic systems, famed for their effectiveness under harsh
conditions in many industries. Even in the wind industry hydraulics are favored for auxiliary
systems [4][5][13]. Back in the eighties, the benefits were already pointed out: the improve-
ment of torsional dynamics by added damping and absence of possible axis-misalignment can
substantially increase the expected lifetime [14][15]. Furthermore, the high power density of
hydraulics facilitates a weight reduction of the head mass, reducing structural costs of the
wind turbine [16][17].

1-1 Related research

The attractiveness of hydraulic transmissions in the wind industry has led to several concepts,
of which a selection is illustrated in Figure 1-3 [5][18]. Virtually all of these concepts pur-
sue the utilization of a variable ratio transmission to facilitate a synchronous generator and
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1 2 3

Conceptual design
Feasibility study

4 5 6

Lab testing
Prototyping

7 8 9

Full-scale demonstration
Commercial product

TRL

Power
Rating

Browning-Sanderson
1.5MW (2009)

Statoil-Hägglunds
5MW (2012)

Hydrautrans
10MW (2014)

IFAS
1MW (2012)

Mitsubishi
7MW (2015)

ChapDrive
900 kW (2010)

Mitsubishi
2.5MW (2013)

Figure 1-3: The development of hydraulic transmissions in the wind industry mapped based on
their power rating and TRL.

consequentially avoid power electronics. The concepts of Statoil-Hägglunds and IFAS obtain
this by modular activation of components, allowing discrete switching between fixed ratios
[19][20]. Rather than activating entire components, the concept of (Artemis-)Mitsubishi can
digitally activate pistons in the pump [21]. In this manner, the pump varies its volumetric
displacement step-wise. The concepts of ChapDrive, Browning-Sanderson, and Hydrautrans
exploit the same principle as Artemis-Mitsubishi, but rather implement components with the
ability to vary the volumetric displacement continuously [22][23][24].

Aside from the desire for a synchronous generator, several other trends are derived from
Figure 1-3. Firstly, the desire for an increasing nominal power rating is seen and corresponds
to an ambition to compete with conventional concepts. Despite this ambition, the nominal
power rating decreases for higher TRL for practical reasons. Still, a trend over the years is
the enhanced TRL of the concepts. While the majority of the research was committed to
the conceptual phase and only a few concepts have been proven effective with lab tests or a
demonstration, it indicates the viability of hydraulic transmissions in wind turbines.

1-2 The Delft Offshore Turbine

A mindset throughout the wind industry can be found to generate electricity in individual
wind turbines [6][25]. This paradigm is also present in all the concepts above. While this
distributed form of electricity generation may benefit the independence of the wind turbine, it
excludes the (economic) benefits of scalability. The use of a hydraulic transmission introduces
new possibilities by allowing to combine the fluid power of multiple wind turbines and enable
collective power generation as illustrated in Figure 1-4.

Hydraulic transmissions with conventional hydraulic fluids require a closed-loop system and
thus the availability of a significant volume of mineral oil to facilitate a power transfer of

Master of Science Thesis S.C.M. van Didden



4 Introduction

Figure 1-4: The DOT allows to combine hydraulic power of the wind turbines through a pipeline
network to a Pelton turbine for centralized electricity generation.

several megawatts [4][5]. Moreover, it imminently introduces exposure to risks of contamina-
tion spills and fire hazards. The DOT takes a distinctively different approach by employing a
vast available offshore resource, seawater, and a Pelton turbine, to generate electricity, in an
open-loop configuration. Using seawater as medium additionally enables to reap the benefits
of Ocean Thermal Energy Conversion (OTEC) and Reverse Osmosis (RO) [26][27].

A full-scale test, the DOT500, was erected at the Maasvlakte II in 2016 and the Princess
Amalia Wind Farm in 2018, as shown in Figure 1-5a. A control strategy using only the rotor
speed as input was derived and demonstrated the ability to obtain optimal wind capture of
the wind turbine by controlling the rotor speed. The optimal rotor speed was in turn obtained

(a) (b)

Figure 1-5: The full-scale test DOT500 showed ability to control the rotor speed and obtain
optimal tip-speed ratio through spear valve control. Pictures of the DOT500 at (a) the Maasvlakte
II, The Netherlands, and (b) the Princess Amalia wind farm in the North Sea.
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1-3 Problem statement & research goal 5

(a) (b)

Figure 1-6: An illustration of the possible interconnection between wind turbines of a seawater-
hydraulic wind farm with a fixed-displacement pump in the nacelle of the wind turbines. The
hydraulic power from the wind turbines feeds to the Pelton turbine trough (a) individual pipelines
or (b) a collective pipeline.

through the hydraulic pressure by controlling the spear position at the Pelton turbine [28]. A
favorable degree of damping was found as a result of a combination of rotor inertia and fluid
capacitance [4][16]. Furthermore, the reduced number of components and high power density
of hydraulics prognosticate a top head mass reduction of 20% to 40% [4]. Furthermore, the
use of pipelines and a centrally-located generator reduce the costs of electrical infrastructure
and copper usage [29][30]. Altogether, the DOT is believed to reduce installation, structural
and maintenance costs [16][31].

With a functional wind turbine at hand, the expansion to an array of multiple turbines
is imperative in the development towards the commercial deployment of the DOT-concept.
The interconnection between wind turbines renders two possible configurations, sketched in
Figure 1-6: individual or collective pipeline. To benefit from the economy of scale, the
configuration with a collective pipeline is of particular interest.

A simulation of a seawater-hydraulic wind farm connected through a collective pipeline has
been performed with variable displacement pumps [32]. A variable displacement pump is how-
ever not yet available for seawater at competitive power ratings and leaves the implementation
of a fixed-displacement pump more viable in the near future. To date, the incorporation of
fixed-displacement pumps and a collective pipeline in a seawater-hydraulic wind farm remains
an uncharted area of research.

1-3 Problem statement & research goal

The use of a fixed-displacement pump imposes a limitation on the control strategy as the
hydraulic torque applied to the rotor is dictated by the pressure in the pipeline. Considering
a collective pipeline, the main ramification arises when varying wind speeds are encountered
across the wind turbines, be it by wake effects or the wind field itself. This translates to
a problem where all wind turbines have varying aerodynamic torque available but share a
collective hydraulic torque, resulting in the potential acceleration of individual wind turbines.

Master of Science Thesis S.C.M. van Didden



6 Introduction

Pitch control can forcefully reduce the rotor efficiency to maintain a collective aerodynamic
torque [33]. A preferred alternative is to depreciate the wind capture by allowing wind
turbines to accelerate and thereby increase the tip-speed ratio. Although the rotor efficiency
decreases for the increased tip-speed ratio, the generated hydraulic power still increases as a
result of higher flow. By either means, suboptimal wind capture throughout the wind farm
is imminent when employing a collective pipeline.

Altogether, this formulates the following research question:

What is the optimal control strategy for a seawater-hydraulic wind farm with
fixed-displacement pumps interconnected through a collective hydraulic network
to a centralized power station?

For convenience, the wind farm specified above is further referenced to as the DOT wind
farm. To answer the research question, several concise sub-goals are stated:

1. Define the optimal performance of the DOT wind farm and derive a control strategy;

2. Develop a numerical model to reflect the characteristics and dynamics of the DOT wind
farm and to verify the derived control strategy;

3. Make a comparison of performance between the DOT wind farm and a wind farm
employing the NREL 5-MW reference turbine.

4. Develop a lab-scale test set-up and perform hardware-in-the-loop simulations to indicate
possible discrepancies between the derived model and the physical world. In doing so,
it is able to validate the control strategy in a practical and dynamic environment;

1-4 Report structure

With the aforementioned objective in mind, this thesis is organized in eight chapters as shown
in Figure 1-7. The first three chapters are meant to give sufficient background into seawater-
hydraulic wind farms. Chapter 2 starts with a brief description of the most recent research,
the state-of-the-art of the DOT, with the focus on implemented control techniques. Chapter 3
lays out the governing principles of the systems in the DOT wind farm. Chapter 4 describes
the derivation of an initial control strategy for the DOT wind farm based on the knowledge
of preceding chapters.

Chapter 5 explains how the theoretical, full-scale components are designed and approached
in a numerical model. Furthermore, the subsystem controllers that facilitate the validation
of the control strategy are derived. Chapter 6 describes the numerical simulations that are
performed on the numerical model and discusses the simulation results.

Chapter 7 elaborates on the lab-scale test set-up and its physical components. Moreover,
several subsystem controllers are derived and optimized.

Chapter 8 completes this thesis with a conclusion on the research question and a brief outlook
with recommendations for the future of the DOT.
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1-4 Report structure 7

Chapter 1
Introduction
Relevance of the current research, summary of related research, prob-
lem statement and research goal

Chapter 2
State-of-the-art
Recent developments of the Delft Offshore Tur-
bine with a focus on control techniques

Chapter 3
Preliminary theory
Dynamics and governing principles of the systems
in a seawater-hydraulic wind farm

Chapter 4
Control strategy
Identification of the maximum power production
and derivation of a control strategy

Chapter 5
Numerical model
Approach to full-scale components & subsystem
controllers in a numerical model

Chapter 6
Numerical simulations
Outline of performed numerical simulations and
analysis of the simulation results

Chapter 7
Lab-scale test set-up design
Description of the lab-scale test set-up and design
& optimization of subsystem controllers

Chapter 8
Conclusion & Recommendations
Concluding remarks on the research goal and a brief outlook for future
research of the Delft Offshore Turbine

+ +

+

+

Figure 1-7: An outline of this thesis
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Chapter 2

State of the Art

As mentioned in Chapter 1, the Technology Readiness Level (TRL) of hydraulic transmissions
in the wind industry has progressed over the years. This chapter aims to elaborate on the
latest developments related to the Delft Offshore Turbine (DOT). In particular, the control
strategies and methods are outlined and evaluated.

This chapter consists of three brief sections. Section 2-1 focuses on the most recent practical
research on the DOT500 as shown in Figure 2-1. Section 2-2 elaborates on recent theoretical
research considering a wind farm simulation with variable displacement pumps. Section 2-3
concludes this chapter and outlines the useful elements of previous work for application in
the current research.

Figure 2-1: Aerial view of the DOT500 on the Maasvlakte II, The Netherlands. The DOT500
proved the ability to control the rotor speed of the wind turbine through the line pressure [28].
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Figure 2-2: The control strategy of the DOT500 [28]. The red and blue lines indicate below-
rated passive and active spear control respectively. The green line shows above-rated pitch control
with passive spear control.

2-1 A prototype hydraulic wind turbine: the DOT500

The DOT500 was a prototype hydraulic wind turbine, erected at the Maasvlakte II, The
Netherlands, in 2016 as shown in Figure 2-1 [28]. The DOT500 included an intermediate oil
loop between the rotor and the water pump to facilitate implementation with off-the-shelf
components.
A control strategy was derived using the rotor torque mapping shown in Figure 2-2 [28].
Ultimately, the control strategy was able to track the optimal system torque, similar to
the strategy of conventional wind turbines, based on the rotor speed. For the lower wind
speeds in below-rated conditions1, it was shown that the flow resulting from the rotor speed
systematically increased the line pressure. As illustrated by the red line in Figure 2-2, initially
no spear actuation is required to follow the rotor torque envelope, referred to as passive spear
control [4].
As the wind speed increases and the rotor speed approaches its rated value, the spear position
is actively controlled. This strategy is comparable to conventional torque control in the
transition region [6][28]. Rather than the generator torque, the spear position is actively
manipulated to regulate the rotor speed. This strategy is represented by the blue line in
Figure 2-2, referred to as active spear control.
In above-rated conditions, both the pressure and angular speed have reached their maximum.
The spear position is held constant to provide the rated system torque, while the angular
speed is maintained through conventional pitch control [34]. This region is indicated by the
green line in Figure 2-2.

1Rated conditions refer to the rated wind speed, or equivalent rated wind power, of the wind turbine.
Below- and above-rated refer to conditions below or above this value respectively.
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2-2 Wind farm simulations with variable displacement pumps 11

Since the Pelton turbine is physically decoupled from the rest of the system, its control is
done irrespective of the above-defined control strategy. The rotational Pelton wheel speed
is controlled to provide optimal capture of the hydro-kinetic power. This is implemented
through an analytical relation between the line pressure and the desired Pelton runner wheel
speed [35].

2-2 Wind farm simulations with variable displacement pumps

A model and analysis of a seawater-hydraulic wind farm employing variable displacement
pumps are made in 2017 [5][32]. A variable displacement pump is a positive displacement
pump in which the volumetric displacement can be controlled. As such, this pump is able to
operate at a wide range of given differential pressures across the pump by accordingly varying
the volumetric displacement. Consequently, the wind turbine can operate irrespective of the
available shaft torque. Due to this independence, the control design is decoupled into four
control systems [5][29][36]:

• Aerodynamic torque control
This system controls the collective pitch of the rotor blades as described by the NREL
5-MW reference wind turbine [34]. It uses a constant optimal fine-pitch angle for below-
rated operation and uses collective pitch control for limiting loads and power output
for above-rated conditions. The rotor speed is used as input for the system, while the
measured pitch is used for gain-scheduling the pitch controller.

• Hydraulic torque control
A hydraulic torque controller derived to obtain a certain system torque on the low-speed
rotor shaft, by controlling the pump volumetric displacement. Its strategy tracks the
optimal system torque that conventionally is obtained by generator torque control in
below-rated conditions [34].

• Line pressure control
The spear valve position is used to regulate the pressure in the line. The control strategy
aims for a constant, rated line pressure that minimizes kinematic losses in the pipelines.

• Pelton speed control
The speed of the Pelton runner wheel is determined by the line pressure to yield optimal
Pelton efficiency [35]. Subsequently, the optimal speed is regulated by controlling the
applied generator torque.

2-3 Applicability of previous work to the current research

Some of the aforementioned work in earlier research provides useful elements or methods
for the research in this thesis. This section aims to evaluate the aspects of previous work
with respect to control. Here, the focus lies on the applicability for a wind farm with fixed-
displacement pumps and a collective pipeline.
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The use of fixed-displacement pumps omits the feat of decoupling the hydraulic torque and
line pressure, as seen in the theoretical wind farm simulation [5]. Instead, the line pressure
dictates the hydraulic torque, as encountered in the DOT500 [28].

The initial, beneficial behavior to control the line pressure by passive spear control found in
the work of the DOT500, may not persist when employing a collective pipeline [28]. The
varying aerodynamic torque but collective hydraulic torque results in different rotor speeds
and thereby a fluctuating flow. The variation in flow imminently leads to a different pressure,
unless the flow is counteracted by active adjustment of the spear position [37][38].

The active spear control strategy of the DOT500 is limited to the combination of a wind
turbine and a spear position, as it maps the wind speed of a single wind turbine to an
optimal spear position. Henceforth, this control strategy can only be implemented directly
when using individual pipelines in the wind farm. The underlying concept of this strategy
can nevertheless prove a viable solution for a collective pipeline if multiple wind speeds are
translated to an optimal line pressure.

All aforementioned concepts in this chapter entail below-rated line pressure control to some
extent. While the control strategy to determine the line pressure is not re-implemented,
the means of subsystem control is useful. The wind farm model with variable displacement
pumps uses a cascade controller compensation with PI-control (feedforward-feedback-control)
[5], based on a controller comparison laid out in [36]. The combined control scheme shows
swift but accurate pressure tracking.

The combination of above-rated passive spear control and conventional pitch control can be
used as well [34]. Although above-rated pitch control primarily aims at preventing excessive
loads, it also ensures the rated rotor speed is adhered to. As explained in Chapter 1, the
individual rotor speed is not controlled and is allowed to accelerate. The extension of pitch
control to below-rated conditions then is a necessity to safeguard the maximum rotor speed
in below-rated conditions.

Both variable- and fixed-displacement concepts ensure maximum Pelton efficiency by deter-
mining the optimal speed from the line pressure based on an analytical relation [35]. Due to
the working principle of the Pelton turbine, the Pelton control is decoupled from the other
controls and is applied irrespective of the region of operation [5]. In the current research, the
analytical relation is employed in a feedforward control scheme as well.

All control-related elements are summarized in the following Table:

Control of Applicable Not applicable
Aerodynamic torque Conventional pitch control

Hydraulic torque Variable displacement control
Line pressure control

Line pressure
Passive spear valve control

Active spear valve control
→ Controller scheme → Control strategy

Pelton speed Pelton feedforward control
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Chapter 3

Preliminary Theory

The Delft Offshore Turbine (DOT) uses seawater-hydraulics as power transmission, bringing
forth the key feature of this concept: the opportunity of collective power generation through
a hydraulic network, as illustrated in Figure 3-1. Figure 3-2 shows the sequence of energy
conversion and transmission in the DOT wind farm. The aerodynamic energy is captured by
the wind turbine rotor, driving the rotor shaft. The mechanical power in the rotor shaft is used
to drive a hydraulic pump, where seawater is pressurized. A hydraulic network transports the
hydrostatic energy to the spear valves of the Pelton turbine. In the nozzle of the spear valve,
the hydrostatic energy is transitioned to hydrodynamic energy. The momentum of the fluid
is captured by the buckets on the Pelton runner wheel, which directly drives the electrical
generator. Lastly, the electrical generator converts mechanical energy into electric energy.

The objective of this chapter is to describe the main components that facilitate the afore-
mentioned energy conversion and transmission. The wind energy and rotor dynamics are
described in Section 3-1. Following the respective order of energy conversion, Section 3-2
explains the hydraulic pump. Section 3-3 describes the effects of the transmission by the

Figure 3-1: The DOT allows collective power generation through a hydraulic network [4][5].
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Figure 3-2: The sequence of energy conversion and transmission in a DOT wind farm.

hydraulic network. Section 3-4 elaborates on the principles governing the spear valve, fol-
lowed by the Pelton turbine in Section 3-5. Finally, Section 3-6 describes the dynamics of the
electrical generator.

3-1 Rotor dynamics

The purpose of a wind turbine is to extract energy from the wind and convert it to electrical
energy that can be supplied to the grid. In most commercial wind turbines, the wind is
extracted by three rotor blades with pitch capabilities.

The most prominent variable in wind energy reflects the rotor energy capture efficiency, and
is defined as the ratio between captured energy in the rotor Pr and available wind energy Pw:

Cp = Pr
Pw

. (3-1)

Actuator disk theory shows that the power coefficient Cp is bounded by the Lanchester-Betz-
Joukowsky limit [39][40]. Betz’s law states that no turbine can extract more than 59.3% of
the kinetic energy from the air flow. The concept of the actuator disk theory is illustrated in
Figure 3-3. Practically, wind turbine rotors reach up to 80% of the Betz limit [6][39].

The wind power Pw from Eq. (3-1) is given by the kinetic energy of the wind

Pw = 1
2ṁwV

2
w , (3-2)

A∞
Aw

A−∞

Vw

Figure 3-3: The airflow through a wind turbine, as considered in actuator disk theory.
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3-2 Hydraulic pump 15

where ṁw is the mass flow rate of the wind and Vw is the mean free-stream wind speed through
the disk. It is assumed that the wind passes through a transversal area Aw with a relatively
uniform speed, such that the mean speed can be considered. The transversal area is a circular
disk, described by the tip of the blades, as illustrated in Figure 3-3. By substitution of the
mass flow ṁw = ρwAwVw and the frontal area of the wind turbine Aw = πR2

r the following
relation is obtained:

Pw = 1
2ρwπR

2
rV

3
w , (3-3)

where ρw is the air density and Rr is the rotor radius. Subsequently, the rotor power is given
by

Pr = τrωr, (3-4)

where τr is the aerodynamic torque and ωr is the rotor speed. The torque resulting from the
aerodynamic force induced by the wind is referred to as the aerodynamic torque [39][41]

τr = 1
2ρwπR

3
rV

2
wCτ (β, λ), (3-5)

where Cτ is the torque coefficient. The torque coefficient is a function of the blade pitch angle
β and the Tip Speed Ratio (TSR)

λ = Vtip
Vw

= ωrRr
Vw

, (3-6)

where Vtip is the speed of the tip of the wind turbine rotor blades. For simplicity, a collective
blade pitch is considered. Lastly, combining Eq. (3-1)-Eq. (3-6) results in

Cp(β, λ) = λCτ (β, λ). (3-7)

Often, the torque coefficient is determined based on experimental data. Some typical power
and torque coefficient curves are shown in Figure 3-4

3-2 Hydraulic pump

The captured wind energy is mechanically transmitted to the hydraulic pump, which converts
the mechanical energy to hydraulic energy. For an inviscid and incompressible flow, hydraulic
energy can be expressed by the components of Bernoulli’s equation: kinetic, potential and
internal energy of the fluid [13][42]. To reduce kinetic energy losses in pipelines, a low-velocity,
high-pressure flow is desired. In order to achieve high pressures, the most effective pump is a
positive displacement pump as it is able to operate more efficiently at high pressures compared
to other pumps [43][44].

In theory, the principles governing a positive displacement pump are fairly simple. Per cycle
a fixed volume is trapped and displaced into a separate confined space [44]. This creates a
flow irrespective of the feed or discharge pressure [43]. Under absence of friction and leakage,
the flow of an ideal positive displacement pump is

Qh,i = Dhωh, (3-8)

where Dh is the volumetric displacement and ωh is the rotational speed of the pump. Ne-
glecting the elasticity of the driving shaft, the rotational speed of the pump ωh equals the

Master of Science Thesis S.C.M. van Didden



16 Preliminary Theory

(a) (b)

Figure 3-4: Typical (a) torque and (b) power coefficient curves for a variable speed, variable
pitch wind turbine [34][39]. The tip-speed ratio λ [-] is shown on the x-axis and the blade pitch
angle β [◦] on the y-axis.

rotor speed ωr. Following the same logic, the moment of inertia of the pump should be added
to the effective moment of inertia of the rotor.
Due to clearances in the pump, the fluid will partially slip back in the pump [45][46][47]. The
actual flow rate is then be described by

Qh = Dhωr − Cp∆ph, (3-9)

where Cp is the laminar leakage coefficient. The approach disregards flow losses as result of
inlet restrictions that deny complete filling of the pump’s chambers.
In an ideal pump, the driving power is fully transformed to hydrostatic power. Therefore, the
ideal hydraulic driving torque is

τh,i = Qh,i∆ph,i
ωr

= Dh∆ph,i. (3-10)

Several mechanical losses in the pump attribute to an elevated hydraulic driving torque, which
effectively becomes

τh = Dh∆ph + τd + τf + τseal, (3-11)
where τd, τf and τseal reflect the mechanical torques from damping-, frictional- and seal
components. The damping torque τd is a result of the viscous forces from the moving surfaces
and viscosity of the fluid and is proportional to the rotational speed [45]. Subsequently, the
frictional torque τf is a resultant torque by virtue of the pressure on the geometry of the
pump. This yields the hydraulic driving torque

τh = (1 + Cf)Dh∆ph + ξdDhωr + Tseal. (3-12)

where Cd is the viscous damping coefficient, µ is the dynamic viscosity of the displaced fluid
and Cf is the Coulomb frictional coefficient. For simplicity, a constant Coulomb frictional
coefficient is used for quasi-static analysis [4].
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(a) (b)

Figure 3-5: The overall efficiency of a positive displacement pump (a) depends on both speed
and differential pressure [45][48]. The composition of the overall efficiency (b), consisting of
mechanical and volumetric efficiency, is given for a fixed pump speed [49].

The mechanical efficiency is defined as the ratio of the actual and ideal torque [13]. The seal
torque is often negligible, allowing simplification to the elegant form [45]

ηm =
(

1 + ξdωr
∆ph

+ Cf

)−1
. (3-13)

A typical graph of the volumetric, mechanical and combined efficiencies is shown in Figure 3-
5a and 3-5b.

3-3 Hydraulic network

The main perk of the DOT-concept - centralized electricity generation through seawater
in open-loop - is facilitated by a hydraulic network that transports the hydrostatic energy
from the individual wind turbines to a generator platform. As found in literature, a great
consideration when employing a hydraulic network is its subjection to water hammer effects
[44][50]. A model that accurately reflects these effects is therefore important for the control
design.

The dynamics of a pipe flow are modeled using a lumped parameter approach, resulting in
ordinary differential equations that accurately show transient and frequency responses [51][52].
A second-order differential analogous to a mass-spring-damper system is considered to model
the dynamic pipe flow [4][50]. This model makes use of three basic elements: hydraulic
induction, - resistance and - capacitance. Some of these elements are in turn dependent on
the type of flow, defined by the Reynolds number.

3-3-1 Reynolds number

There exist two distinct types of flow and are illustrated in Figure 3-6: laminar and turbulent
[37]. Between these distinct regimes, a combination of these extrema is present as given
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(a) (b)

Figure 3-6: Velocity profiles of (a) laminar and (b) turbulent flows through a pipeline [37].
The laminar velocity profile shows a parabolic curve, whereas the turbulent flow shows an equal
velocity.

in Figure 3-7: laminar, critical, transition and turbulent. As shown, the type of flow is
determined by the Reynolds number

Re = 4ρfQ

πµDp
(3-14)

where ρf is the fluid’s density, Q the flow, µ the dynamic viscosity and Dp the circular pipe
diameter.

Turbulent Flows in the DOT

To show that the flow will always be turbulent for the application of the DOT, consider
the following simple calculation for illustration. The purpose of a DOT wind turbine is to
compete with conventional wind turbines and is therefore likely to have similar power ratings.
Consider the seawater properties in Table 3-1 and a pipe diameter dp = 1m for the following
calculations at cut-in and nominal power:

Cut-in Power Nominal Power
P = 100 kW P = 5 MW
∆p = 500 bar ∆p = 500 bar
Q = P/∆p = 0.001 m3/s Q = P/∆p = 0.001 m3/s
Re = 4ρQ/πµD = 1.04 · 104 Re = 4ρQ/πµD = 1.10 · 105

From Figure 3-7, it can then be concluded that both flows are turbulent for these parameters.
Subsequently, it can also be seen that a higher power rating, lower operating pressure or
smaller pipe diameter would only further strengthen this reasoning and as such will result in
turbulent flow for the DOT.

Salinity S 35 [‰]
Density ρf 1026 [kg/m3]
Dynamic viscosity µ 1.23 · 10−3 [N s/m2]
Internal surface roughness ε 0.05 [mm]
Effective bulk modulus Ef 2.33 · 109 [N/m2]

Table 3-1: Pipe and seawater properties at 15◦ C [37][53]
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Figure 3-7: Moody’s Chart maps the Reynolds number Re and relative roughness ε/D to the
frictional coefficient f for a circular pipe [37][54]. The distinct laminar and turbulent flows are
shown on the left and right respectively. The critical and transition region in-between show a
combination of aforementioned distinct flows.

3-3-2 Hydraulic induction

The hydraulic induction is analogous to the mass of a mass-spring-damper system and signifies
the resistance to acceleration of the fluid. For a pipeline, the hydraulic induction LH is defined
as the fluid inertia in the control volume

LH = If = ρf
Lc
Ap

= 4ρfLc
πD2

p
. (3-15)

where Lc is the length of the control volume. In this derivation, the assumption is made
that the fluid in the control volume has a uniform speed [51]. While laminar flows show
a decreasing speed towards the pipe walls (Figure 3-6), this is an accurate assumption for
turbulent flows and thus for the DOT [37].

3-3-3 Hydraulic resistance

The hydraulic resistance is similar to classical mechanical friction as it symbolizes the resis-
tance to velocity. In hydraulic fluid power systems, this relates to the pressure loss over the
flow and is given by the Darcy-Weisbach formula [50][51]

RH = 8ρfLcQ

π2D5
p
f, (3-16)
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where f is the frictional coefficient. The hydraulic resistance imposed by a pipeline is solely
based on frictional resistance with the pipe walls, which varies for laminar and turbulent
flows. In case of laminar flows, the frictional coefficient f is given by

f = 64
Re

(3-17)

and results in a hydraulic resistance

RH = 128µLcQ

πD4
p

(3-18)

for laminar flows.

The frictional coefficient of turbulent flows is less convenient and can be evaluated by solving
the Colebrook-White equation:

f =
(
−2 log

[
2.51
Re
√
f

+ εp
3.7Dp

])−2

, (3-19)

where εp is the effective internal surface roughness. As this equation has to be solved recur-
sively, the simplified the Haaland approximation is preferred [55]

f =

−1.8 log

6.9
Re

+
(

ε

3.7Dp

)1.11
−2

, (3-20)

which is accurate for 4000 < Re < 108 [55][56].

Finally, substituting the Haaland approximation of the Colebrook-White formula in the
Darcy-Weisbach formula yields the hydraulic resistance [36]

RH = 8ρLcQ

π2D5
p

−1.8 log

6.9
Re

+
(

εp
3.7Dp

)1.11
−2

(3-21)

for turbulent flows.

3-3-4 Hydraulic capacitance

The hydraulic capacitance is equivalent to the spring stiffness in a mechanical system and
represents the resistance to a change of volume [37]. There are two factors contributing to
this effect: the compressibility of the fluid and the elasticity of the pipeline. The hydraulic
capacitance is the inverse of the hydraulic spring stiffness, given by

CH = Vc
Ef

=
πD2

pLc

4Ef
(3-22)

where Ef is the effective bulk modulus.
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Figure 3-8: A representation of a pipeline segment and its hydraulic properties for the non-
linear time-invariant state-space model [36]. The i- and o-subscripts signify the input and output
properties.

3-3-5 Non-linear time-invariant model

The complication of the system is the inconvenient circular dependency: the hydraulic resis-
tance is determined by the flow rate going through the pipeline, which in turn depends on
the resistance it encounters [37]. Iterative methods can be used to obtain a viable solution for
a certain interval, but only provide an accurate solution for a steady-state flow. A dynamic
flow can be captured in a Linear Parameter Varying (LPV) state-space model that is used
to represent the nonlinear terms. This is essentially the same as a non-linear time-invariant
state-space model, which updates the coefficient matrices of the state-space model at every
step of the simulation to reflect nonlinear resistive terms [36].
Consider a single pipeline segment as displayed in Figure 3-8. Subsequently, from the defini-
tion of the hydraulic properties, it can be seen that for each branch holds

pi − pc = R1Qi + L1Q̇i (3-23)

pc − po = R2Qo + L2Q̇o. (3-24)
Using the law of flow continuation, the net flow is

Qc = Qi −Qo. (3-25)

Lastly, from the definition of hydraulic capacitance follows

Qc = Cṗc (3-26)

Rewriting Eq. (3-26) yields
ṗc = 1

C
Qc (3-27)

Substituting Eq. (3-25) in Eq. (3-24) yields

pc − po = R2Qi −R2Qc + L2Q̇i − L2Q̇c, (3-28)
which can be rewritten to

Q̇c = R2
L2
Qi −

R2
L2
Qc + Q̇i −

1
L2
pc + 1

L2
po. (3-29)
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Lastly, substituting Eq. (3-27) in Eq. (3-28) gives

p̈c = R2
CL2

Qi −
R2
L2
ṗc + 1

C
Q̇i −

1
CL2

pc + 1
CL2

po (3-30)

Eq. (3-27), Eq. (3-30) and Eq. (3-29) then fully capture the dynamics of a single-segment
pipeline.

From the in-going flow and pressure and out-going flow and pressure, two parameters can be
selected as input and two as output. Based on this selection, a state space can be derived
from the equations above.

With the other components in mind, the inputs are chosen to be the input flow and output
pressure, leaving the other two as output variables. It is assumed that the pipe branches have
an equal length and the pipe diameter is constant, allowing the simplification L = L1 = L2.
The single-segment pipeline considered as illustrated in Figure 3-8, can then be represented
by the following non-linear time-invariant state-space model


ṗc

p̈c

Q̇c

 =



0 0 1
C

−1
CL

−R2
L

0

−1
L

0 −R2
L



pc

ṗc

Qc

+


0 0 0

1
CL

R2
CL

1
C

1
L

R2
L

1



po

Qi

Q̇i

 (3-31)


pi

Qo

Qc

 =


1 0 0
0 0 −1
0 0 1



pc

ṗc

Qc

+


0 R1 L

0 1 0
0 0 0



po

Qi

Q̇i

 . (3-32)

The time simulation results displayed in Figure 3-9 clearly demonstrate the ability to reflect
water hammer effects [36].

3-4 Spear valve

The hydraulic network ends at the spear valves, as illustrated in Figure 3-10. The fluid flows
from a high pressure in the pipeline to atmospheric pressure as it leaves the nozzle. As shown,

Figure 3-9: A time simulation of the non-linear time-invariant state-space model showing water
hammer effects [36].
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Vj

dnz
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x

Figure 3-10: An illustration of the flow along the spear through the nozzle. The low-velocity,
high-pressure flow is transitioned in the nozzle to a high-velocity jet at atmospheric pressure.

the flow passes the spear and is compressed to a smaller exiting area, referred to as the nozzle
area.
For an ideal flow, Bernoulli’s principle applies [37][57]:

∆p+ 1
2ρfV

2 + ρfgz = C. (3-33)

Since the nozzle is directed horizontally in the Pelton turbine, there is no significant height
difference allowing to neglect the third, potential term. It can then be seen that the pressure
difference results in a significant velocity increase. In other words, in the nozzle, the hydro-
static flow is transformed into a hydrokinetic flow. The exiting velocity of an ideal flow is
then given by

Vj =
√
V 2

l + 2∆pn
ρf

, (3-34)

where Vl is the velocity in the line, ρh the water density and ∆pn the pressure differential
over the nozzle.

Kinematic Influence on Jet Speed

Given that the line operates at high pressure and low flow rate, the energy contribution
of the velocity in the line Vl is negligible. To underline this statement, consider the flow
from Section 3-3 of Qe = 0.1 m3/s. Take a small pipeline diameter of De = 0.1 m and lower
differential pressure of ∆pe = 100bar. This results in a line velocity of Vl = Qe/Al = 12.7m/s.
With the seawater properties of Table 3-1, this yields Vj,e =

√
162.1 + 19493.2 = 140.2 m/s.

The contribution of the line velocity is clearly negligible even under advantageously chosen
parameters. It can be seen that more realistic values, such as a larger pipeline diameter and
higher differential pressure, would result in an even smaller contribution than given above.
Hence, Eq. (3-34) is simplified to

Vj =
√

2∆pn
ρh

. (3-35)

This expression however neglects viscous friction losses in the nozzle that can be modelled by
the velocity coefficient Cv, resulting in

Vj = Cv

√
2∆pn
ρh

, (3-36)
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Figure 3-11: The nozzle area Anz as a function of the spear valve position x.

where Cv typically lies between 0.92 and 0.98 for well-designed nozzles [37].
After exiting the orifice, the jet typically converges further to the vena contracta [38]. At the
vena contracta, the jet cross section is at its minimum and therefore the jet velocity at its
maximum [57]. It is assumed that this effect is negligible due to the shape of
Given the exiting velocity, the total outgoing flow is defined by the product of the exiting
velocity and the nozzle area. Subsequently, the nozzle area can be manipulated by controlling
the position of the spear valve, as shown in Figure 3-11. The explicit relation between the
spear valve position and the nozzle area is given by

Anz = π

(1
4d

2
nz − (x tan(α/2))2

)
, (3-37)

where dnz is the nozzle diameter, x the spear position and α the angle of the spear tip, as
shown in Figure 3-10. Naturally, the effective nozzle area is bounded by: 0 ≤ Anz ≤ π

4d
2
nz.

Finally, this yields the outgoing flow rate

Qnz = VnzAnz. (3-38)

Subsequently, as the nozzle area can be manipulated by the spear position, the outgoing flow
rate can be controlled. The imbalance between the ingoing and outgoing flow rate of the
pipeline will result in a change of pressure until a new steady-state is obtained. Hence by
varying the spear position, the pressure at the nozzle can be regulated. Lastly, as sudden
changes in flow or pressure at the spear valve may induce water hammer effects and caution
should be taken when manipulating the spear position [37][44].

3-5 Pelton turbine

In the Pelton turbine, the hydrokinetic energy is converted to mechanical energy. As shown
in Figure 3-12a, a water jet is directed at a runner wheel with buckets. Subsequently, the
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Figure 3-12: Schematic overview of the working principle of the Pelton turbine. The water jet
is captured by (a) the buckets on the Pelton runner wheel. The capture efficiency is affected by
(b) the deflection of the flow in the bucket [35].

momentum of the water exerts a force on the buckets due to the deflection of the jet. The
combined force on the buckets provides a mechanical torque on the runner wheel.

The water jet enters in the middle of the bucket and ideally exits in the opposite direction,
as depicted in Figure 3-12b. Consider an ideal flow, then the force exerted by the jet on a
single bucket is

Fb = ṁj(Vj − Vb)(1− cosβ) (3-39)

where ṁj is the mass flow of the jet, Vj the jet speed, Vb the bucket speed and β the deflection
angle between entering and exiting direction of the fluid. Generally, the water jet is directed
at the Pitch Circle Diameter (PCD) of the runner wheel DPCD.

The bucket speed depends on its position on the runner wheel and is given by

Vb = ωpRb, (3-40)

where Rb is the radius, equal to half the PCD.

Following classical mechanics, the total power on the runner is then given by

Pp =
∑
nb

FbVb = ṁl(Vj − Vp)(1− cosβ)Vp, (3-41)

where nb is the number of nozzles and ṁl the total mass flow in the line.

The total available kinetic power in the water jets is

Pj = 1
2ṁlV

2
j . (3-42)

The efficiency of the Pelton turbine ηp can be described by the ratio of the captured mechanical
power and the available kinetic power [35]:

ηp = Pp
Pj

= 2
(
Vb
Vj
− V 2

b
V 2

j

)
(1− cosβ) (3-43)
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Definition of the relative velocity, called the peripheral speed coefficient k = Vp/Vj, yields

ηp = 2k(1− k)(1− cosβ). (3-44)

Evidently the efficiency is maximum if η̇p = 2(1− 2k) = 0. This means that the efficiency is
maximum when Vp/Vj = 0.5 and is thus irrespective of the deflection angle α. In practice, as
a result of bearing and windage losses, the peripheral speed coefficient is ideally in the range
of 0.45-0.48 [35][58]. Therefore, maximum efficiency can be achieved by proper design and
controlling the jet and bucket speed correctly.

Firstly, the jet speed is dictated by the pressure differential over the nozzle as explained in
Section 3-4. In theory, the jet speed can be controlled by the spear valve position. More
conventional however aims to control the bucket speed by adjusting the generator torque,
which is described in Section 3-6.

Continuing on Eq. (3-44), when considering the effects of frictional losses of the water jet in
the bucket, the exiting velocity changes. This results in

ηp = 2k(1− k)(1−
(

1− 1
2cw

)
︸ ︷︷ ︸

ξp

cosβ), (3-45)

where cw is the friction number as derived from frictional losses considered in [35].

Finally, the shaft torque provided by the runner wheel can be described by

τp = ηpPj
ωp

(3-46)

3-6 Electrical generator

In the last step of the chain, an electrical generator converts the mechanical energy to electri-
cal energy. In order to feed the electrical power directly to the grid, alternating current (AC)
generators are employed. Generally, AC generators can be divided into two classes: syn-
chronous and asynchronous [59][60]. Synchronous generators must run at a certain speed in
order to correctly supply power to the grid, whereas asynchronous generators do not have
this constraint [25]. Since the optimal Pelton runner wheel speeds are expected to vary, as
explained in the previous sections, an asynchronous generator is the preferred option.

In the generator, induction produces the electromotive force from interaction with the mag-
netic flux, created by the rotation. By adjusting the leakage of the magnetic flux, the gen-
erator torque can be adjusted. Therefore, assuming a rigid connection, its dynamics can be
simplified to a first-order model:

ω̇g = ω̇p = 1
Jpg

(τm − τg), (3-47)

where ωg is the rotational speed of the generator rotor, Jpg the combined moment of inertia of
the Pelton & generator, τm the mechanical torque applied to the generator and τg the electrical

S.C.M. van Didden Master of Science Thesis



3-6 Electrical generator 27

torque due to induction. Subsequently, from Eq. (3-47) it follows that the rotational speed
can be controlled by controlling the electrical torque.

The available mechanical power at the generator becomes

Pg = τgωg. (3-48)

With a collective pipeline, the capacitance and high moments of inertia suggest an absence
of sharp fluctuations in mechanical power. Assuming a relatively steady mechanical power,
a static approximation of the generator efficiency is used for purposes of simplicity. The
generated electrical power is then given by

Pe = Pgηg, (3-49)

where ηg is the efficiency of the generator.
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Chapter 4

Control Strategy

A wind turbine consists of many components, each with its own purpose. These can vary
from an actuator for blade pitch to a braking system to decelerate the rotor for an emergency
shutdown. For the wind turbine to operate effectively and safely, all systems have to harmo-
niously function in unity. This task rests upon the wind turbine control system. At the core
of the wind turbine control system lies the strategy that defines how the wind turbine behaves
to pursue its goals. This chapter focuses on the latter and derives the control strategy for the
Delft Offshore Turbine (DOT) wind farm.

The chapter starts with an explanation of the general objectives of a control strategy in
Section 4-1. Thereafter, Section 4-2 describes the conventional below-rated control strategy.
Section 4-3 concludes this chapter and elaborates on the derivation of a below-rated control
strategy for the DOT.

4-1 Control objective

The most general purpose of a wind turbine is to safely harvest electrical power from the
available wind power. Unfortunately, wind power is an energy resource with strong spatial
and temporal variations [61][62]. This variability imposes challenges for the operation of a
wind turbine. Consequently, the primary objective to produce power is subject to several
physical and economic constraints, defined in three partial objectives [39]:

• Energy capture
This objective focuses on maximizing the power production. It is the most important
partial objective as it directly promotes the purpose of the wind turbine.

• Mechanical loads
The annual contribution of extreme wind speeds is negligible and therefore uneconomical
to account for in the designed operation of the wind turbine. In above-rated conditions,
the control therefore has to ensure that the structural integrity is maintained by pitching
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away or disabling operation. Furthermore, numerous strategies aim at load reduction
both below- and above-rated by actively controlling pitch or yaw [33].

• Power quality
The variable nature of wind causes voltage fluctuation and flicker emission [25][62]. The
power quality has to comply with regulations in order to be supplied to the grid [63].

All subjects are inherently interwoven and assessed in economic terms, resulting in a combined
Levelized Cost of Energy (LCOE) [33]. The overall control objective of the wind turbine can
then mathematically be defined to minimize this cost function, accounting for the imposed
physical and economic constraints.

The reduction of mechanical loads from i.a. wake interference, or constant power production
by the Pelton turbine, are subjects of interest. Nevertheless, this research initially aims solely
at pursuing maximum power production.

4-2 Conventional control

The control strategy of a wind turbine defines how it pursues its objectives. For conventional
wind turbines, the mode of operation and the importance of objectives depend on the wind
speed. The regions of operation are laid out in the next subsection, followed by the control
strategy in the subsection thereafter.

4-2-1 Regions of operation

Regions of operation are characterized by the mean wind speed perceived by the wind turbine,
as shown in Figure 4-1 [6][62]. In region I, the wind does not have sufficient power to effectively
overcome the losses in the wind turbine and does not compensate for the operation costs [39].
For wind speeds above the cut-in speed, the wind turbine tracks optimal performance in region
II. When the wind turbine meets its designed maximum rotor speed before its rated power,
a transition region IIb is introduced. In region III, the wind power surpasses the designed
power rating of the turbine. Lastly, in region IV, the wind speed exceeds the cut-out speed
and operation is no longer safe due to excessive mechanical loads.

4-2-2 Conventional control strategies

This section focuses exclusively on the regions between cut-in and cut-out speed, where the
wind turbine is in operation. In below-rated conditions, the wind turbine operates at partial
load [62]. The control objective of particularly maximizing energy capture is pursued in
region II, often referred to as the Maximum Power Point Tracking (MPPT) strategy [64][65].
In conventional wind turbines, this is attained by maintaining fine-pitch and the optimal
tip-speed ratio. The optimal tip-speed ratio is actively pursued by controlling the generator
torque through the analytical relation

τg = Koptω
2
g (4-1)
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Figure 4-1: The captured power of a wind turbine over the wind speed. The regions of operation
are notated by the Roman numerals. The speeds that define the boundaries between regions are
indicated by the dashed lines.

where Kopt is the optimal feedforward gain.

If the wind turbine has the transition region IIb, the rotor speed is limited before it attains
its rated power. The rotor speed is then regulated by steeply increasing the generator torque
through torque control. The generated power increases, notwithstanding that the rotor effi-
ciency decreases as result of deviation from the optimal tip-speed ratio in this region.

Above the rated wind speed, in Region III, the capture of aerodynamic torque is limited to
ensure the wind turbine operates within its design limitations and avoids excessive mechanical
and electrical loads [33]. The control objective therefore changes from maximizing power to
limiting power by pitching the blades and intentionally reduce the rotor efficiency.

4-3 The Delft Offshore Turbine

Conventional above-rated pitch control is easily implemented in the current research as stated
earlier in Chapter 2. A varying aerodynamic torque but shared hydraulic torque in below-
rated conditions, however, lead to the inability to control individual rotor speeds. Suboptimal
rotor efficiency is imminent and therefore, the below-rated control strategy is of more impor-
tance, as it effectively determines to what extent the available wind power is captured.

The variance in wind speed is approached by the minimum and maximum wind speed in the
wind field, referred to as the wind extrema. First, a statistical analysis of the wind in the
North Sea is made to set focus on the area that is optimized for performance further on. Then,
the maximum power production of a DOT wind farm is determined for each combination of
the wind extrema within the probability interval. Lastly, several control strategies are derived
and evaluated for their ability to attain the maximum power production.
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Figure 4-2: The raw data points of the wind speed in the OWEZ at an altitude of 70 m [66]. The
data points represent mean and standard deviation of the measured wind speed in a 10-minute
interval.

4-3-1 Wind probability of the North Sea

It is important to account for the probability of a combination of wind extrema to occur. For
example, the odds of one wind turbine having a wind speed of 4 m/s and the other of 20 m/s,
are virtually non-existent. It therefore stands to reason not to include such scenarios when
deriving a control strategy.

The wind data of the entire year 2010 of an offshore wind farm in the North Sea, the Offshore
Windpark Egmond aan Zee (OWEZ), is used [66]. The available data consists of a combina-
tion of measurements: an ultrasonic anemometer, three rotary anemometers and three wind
vanes, each at heights 21 m, 70 m and 116 m [67]. The encountered wind speeds increase at
higher altitudes, but for purposes of simplicity only the wind speed at hub height, 70 m, is
considered [68].

The original data gives the mean and standard deviation of both wind direction and wind
speed, aggregated over an interval of 10 minutes. For illustration, Figure 4-2 showcases the raw
data points of the wind speed. The wind direction determines whether the measurement tower
is in the wake of the wind farm. As such, the wind data is able to give a fair representation
of the disturbed and undisturbed wind speeds encountered throughout a wind farm.

The raw aggregate data is binned in wind speeds at an interval of 0.25 m/s. Assuming an
equal number of measurement samples in each 10-minute interval, the average and standard
deviation of the bins become

µbin,j = 1
nj

nj∑
i=1

[µi] (4-2)

σbin,j =

√√√√ 1
nj

nj∑
i=1

[
σ2
i + (µbin,j − µi)2] (4-3)
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Figure 4-3: The (a) probability distribution of the bin mean wind speed shows a Weibull dis-
tribution [6][39][41]. The overall mean wind speed are indicated by the dashed lines. The (b)
standard deviation of the wind speed increases for higher bin mean wind speeds.

with µi and σi the mean and standard deviation of the aggregate data point and nj the
number of aggregate data points in the j-th wind speed bin.

Furthermore, the probability of the j-th wind speed bin is calculated by

P (µbin,j) = nj
nt

(4-4)

where nt represents the total number of data points in all wind speed bins.

In all calculations, a distinction is made between the presence and absence of wake effects
from the wind farm. This results in the probability distribution of the mean wind speed in
Figure 4-3a and its corresponding standard deviation in Figure 4-3b. The expected Weibull-
distribution is clearly recognised in the left image. Furthermore, it shows a lower average
wind speed in the presence of wake effect.

In Figure 4-3b, the standard deviation grows in an exponential fashion in absence of wake.
Presence of wake introduces a higher standard deviation at lower wind speeds but does not
appear to alter the standard deviation at higher wind speeds. Presumably, this is a result of
already turbulent behavior exhibited at higher wind speeds.

Combining the probability and variance of wind speed fuses both maps into one probability
map for two winds speeds as shown in Figure 4-4. The values of the wind probability depend
on the size of the bins and are merely shown to better reflect the shape. The boundaries of
both the 95%- and 99.7%-probability interval are shown.

Lastly, it should be noted that the measured data from the meteorological tower reflects the
variance over a much smaller area. The rotor disk defined by the span of the blades covers a
larger area and may benefit a lower variance perceived by the rotor [69].
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(a) (b)

Figure 4-4: The probability distribution map of two wind speeds for both (a) wake and (b) no
wake. The boundaries of the 95%- and 99.7%-probability interval are shown in both maps.

4-3-2 Maximum power production

The way DOT wind turbines produce power is distinctly different from conventional solutions;
power is generated collectively, rather than individually. Consequently, the maximum power
production of the DOT wind farm differs from a conventional wind farm. A prediction of the
maximum power production is obtained by finding a relationship between the varying wind
speeds, collective hydraulic torque, and power production.

The varying wind speeds are approached by the minimum and maximum wind speed, the wind
extrema, in the wind farm. It is assumed that intermediate wind speeds do not significantly
alter the shape of the overall performance. Accounting only for the wind extrema allows the
convenient simplification to a relation between only two wind speeds and one hydraulic torque
to a power production.

The NREL 5-MW reference turbine is used as a baseline for the DOT wind turbine. All
wind turbine properties are considered to be equal, although the gearbox and its effects are
removed. Similar to the maximum power production of the NREL 5-MW reference turbine, it
is assumed initially that the shape of the maximum power production correlates mainly to the
optimal wind capture. Therefore, all drivetrain characteristics and dynamics are neglected.
Furthermore, the derivation only considers steady-state operation points and thus only reflects
a static relation.

The derivation of the static maximum power production

The definition of the static maximum power production is obtained by considering two static
wind speeds Vl/h and a hydraulic torque τi. The required torque coefficients are then given
by
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Cτ,l/h = τi
1
2ρπR

3V 2
l/h
. (4-5)

If the required torque coefficient exceeds the torque coefficient map, shown earlier in Figure 3-
4, the wind turbine is not able to operate and does not produce power. Otherwise, the highest
tip-speed ratio that provides the required torque coefficient is taken. This tip-speed ratio leads
to the highest attainable rotor speed ωl/h and so maximizes the mechanical power

Pm,l/h = τiωl/h, (4-6)

where the rotor speed is limited to the maximum rotor speed. The power production for the
two wind speeds and hydraulic torque is simply the summation of the mechanical power.

The power production is determined following the aforementioned logic for every combination
of wind speeds, from the cut-in to cut-out wind speed, and hydraulic torque, from the cut-in
to maximum shaft torque. Hereafter, the maximum of the power production is taken for every
combination of wind speeds. This method results in the heat map of the static maximum
power production shown in Figure 4-5a.

Accounting for wake effects in the control strategy is not included in the scope of this thesis and
therefore only the undisturbed wind data is used. For purposes of simplicity, the derivation
of a control strategy focuses on the 95%-probability interval, indicated by the red line in
Figure 4-5a. The dashed lines show the boundary where two turbines are in operation.
Outside this boundary, along the axes, the maximum power production is obtained by taking
a torque that only one wind turbine can attain.

(a) (b)

Figure 4-5: The definition of (a) the maximum power production for the DOT wind farm and
(b) how this compares to the wind capture of two NREL 5-MW reference turbines. The red line
indicates the 95%-probability interval. Two wind turbines are in operation between the dashed
red lines, whereas it is more efficient to stop the wind turbine with lower wind speed outside these
boundaries.
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Figure 4-5b compares the maximum power production of the DOT wind farm to that of a
conventional wind farm, employing two NREL 5-MW reference turbines. This reflects the
efficiency of wind capture as a result of deviation from optimal torque to facilitate both wind
turbines.

Figure 4-5b shows that along the diagonal, the power production is quite comparable to con-
ventional wind turbines. When moving towards the limits of the 95%-probability interval in
below-rated conditions, the efficiency deteriorates rapidly. Outside the boundary of this inter-
val, the efficiency drops to 70% at the dashed boundary. Within the boundaries, both wind
turbines are in operation. Outside the dashed boundary, it is theoretically more beneficial to
stop the wind turbine with lower wind speed from operation. Consequently, the line pressure
can be increased and the other wind turbine produces more power than the combined power
at a shared, lower line pressure.

The increasing efficiency towards the axes can be explained by the fact that along the axes,
the contribution of the wind turbine operating at a lower wind speed is minimal. To illustrate
this effect, assume a wind turbine at cut-in and the other at rated conditions. The power
production is 5.3 MW (1 rated power, 1 standstill), whereas conventional turbines produce
5.4 MW (1 rated power, 1 cut-in power), resulting in a wind capture efficiency of 98%.

Particularly at the transition from below- to above-rated, the efficiency shows a critical bot-
tleneck. This effect is explained as follows. In below-rated conditions, a difference in wind
speed prevents the pressure from rising to the optimal pressure of the highest wind speed.
Consequently, the wind turbine that perceives the highest wind speed, is allowed to acceler-
ate as it is well below the rated rotor speed. As such, it is still able to gain captured power,
notwithstanding that the rotor efficiency decreases. In near-rated conditions, a similar logic
applies but contrarily operates near the rotor speed. Henceforth, the wind turbine is not able
to accelerate and has to pitch away to maintain maximum rotor speed. Evidently, this results
in a loss of capture wind power compared to conventional solutions.

An illustration of the operating points of the wind turbines

To illustrate the wind turbine behavior that obtains maximum power production, Figure 4-6
shows the operating points of the wind turbines for several combinations of wind speeds.
First, Figure 4-6a demonstrates clearly that both wind turbines have optimal performance if
wind speeds are equal.

Figure 4-6b and Figure 4-6c illustrate the mechanism for maximum power production when
wind speeds deviate. The wind turbine with lower wind speed reduces the tip-speed ratio and
thereby increases the torque coefficient at the cost of the power coefficient. The wind turbine
with higher wind speed increases tip-speed ratio and reduces the torque coefficient faster than
the power coefficient, facilitating a reduced torque that the other wind turbine can sustain.

Lastly, Figure 4-6d shows that near rated conditions, the efficiency of the wind turbine with
higher wind speed is slightly higher. This illustrates the fact the wind turbine with higher
wind speed is able to contribute exponentially more to the power production and is, therefore,
more influential in maximizing.
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Figure 4-6: The operating points of the wind turbines for a combination of wind speeds that yield
maximum power production. For equal wind speeds, both wind turbines operate at their optimal
power coefficient. When the wind speeds deviate, the wind turbine with lower wind moves to
the left of the optimal point reducing the power coefficient but increasing the torque coefficient.
The wind turbine with higher wind speeds moves to the right of the optimal point reducing both
power and torque coefficient.

4-3-3 Control strategy DOT

For above-rated conditions, conventional pitch control with passive spear valve control can
be implemented as derived for the DOT500 [28]. Compared to conventional wind turbines,
the DOT wind farm requires below-rated torque control that takes into account two wind
speeds. As mentioned in the previous section, particularly when either wind speed reaches
rated conditions in the transition region, torque control is critical.

For below-rated hydraulic torque control, several strategies were tested for their effectivity in
pursuing the maximum power production:
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• Strategy 1
The first strategy follows the principle of optimal torque tracking based on the highest
wind speed in the wind farm. The other wind turbine tries to keep up, unless its maxi-
mum aerodynamic torque is surpassed and eventually comes to a standstill. Figure 4-7a
shows that this strategy is particularly effective around the diagonal. However, the
wind turbine with the lowest wind speed comes to a standstill when shifting from the
diagonal and the efficiency severely drops to 50%.

(a) (b)

(c) (d)

Figure 4-7: The extent to which (a) control strategy 1, (b) control strategy 2, and (c) control
strategy 3 can capture the static maximum power production. Control strategy 1 & 2 track the
maximum power coefficient based on the highest and lowest wind speed respectively. Control
strategy 3 tracks the maximum torque coefficient based on the lowest wind speed. The (d)
maximum of control strategy 1, 2 & 3 combined attains 95% or more of the static maximum
power production. The 95%-probability interval boundary is given by the red line.
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• Strategy 2
Figure 4-7b shows a similar strategy, but rather bases the optimal torque on the lowest
wind speed. The wind turbine with the highest wind speed is allowed to accelerate until
it reaches its maximum rotor speed. The second strategy improves the performance in
the off-diagonal region. Still, this strategy is not very effective near rated conditions.

• Strategy 3
The third strategy tracks the maximum torque of the wind turbine with the lowest wind
speed. Again, the other wind turbine is allowed to accelerate until its maximum rotor
speed. Figure 4-7c covers the area in near-rated conditions with acceptable efficiencies,
except for the diagonal. This effect is the result of pursuing the highest torque and
thereby suboptimal power production, even if both rotor speeds are equal.

It can be concluded that each strategy outperforms its peers in a selected region and nei-
ther of the strategies performs particularly well overall with respect to the maximum power
production. Taking the maximum of all three strategies yields the efficiency displayed in
Figure 4-7d. It shows that the overall efficiency of the combined strategies is acceptable and
varies between 95% and 100% of what is technically achievable. Which strategy is utilized,
is displayed in Figure 4-8a.

Altogether, there is no conclusive analytical relation between optimal power production and
optimal system torque, like for conventional below-rated torque control. The employment of a
combination of aforementioned control strategies requires a switching logic between strategies
and may over-complicate the implementation.

In the absence of a simplistic strategy that perseveres, the initial strategy was chosen as
a simplistic optimal torque look-up table, shown in Figure 4-8b. Although conventional
wind speed measurements often do not accurately reflect the actual wind speed, modern

(a) (b)

Figure 4-8: The (a) control strategy that most effectively obtains the static maximum power
production and (b) the optimal torque that corresponds to the static maximum power production.
The 95%-probability interval boundary is given by the red line.
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methods exist that make accurate estimations of the wind speed [69]. Furthermore, innovative
measurement systems are developed, such as Light Detection And Ranging of Laser Imaging
Detection And Ranging (LIDAR) [70][71]. It is assumed that in the near future, technology
is available to have accurate wind speeds. Consequently, this strategy maps the extremes of
the wind speeds to an optimal pressure.
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Chapter 5

Numerical Model

The goal of this chapter is to develop a numerical model to reflect the dynamics of a seawater-
hydraulic Delft Offshore Turbine (DOT) wind farm configuration, with fixed displacement
pumps. The theoretical knowledge from Chapter 3 is implemented in a commercially available
high-fidelity simulation software package Simulink to obtain numerical simulation results.
This chapter starts with a general overview of the numerical model in Section 5-1. Thereafter,
Section 5-2 describes the individual components and lays out the assumptions made in the
design of not yet commercially available components. Section 5-3 elaborates on the control
design of subsystems and performs an analysis on the system stability using Kharithonov’s
stability theorem. Section 6-1 concludes this chapter with a brief description of the simula-
tions.

5-1 An overview of the numerical model

A general overview of the numerical model is illustrated in Figure 5-1. A distinction is made
between the type of wind farm: NREL or DOT. The former refers to a wind farm employing
the NREL 5-MW reference turbine, following the definition given in [34] and is not described
in this thesis. The latter refers to the seawater-hydraulic wind farm with fixed-displacement
pumps interconnected through a collective hydraulic network. The aforementioned terminol-
ogy is used in the remainder of this thesis.
The DOT wind farm follows the same sequence of energy conversion and transmission as
introduced earlier in Chapter 3. In Figure 5-1 however, the rotor model and hydraulic pump
are combined into the DOT wind turbine block. Furthermore, the electrical generator is
incorporated in the Pelton turbine block. A description of the physical components and
corresponding controllers is given in the remainder of this chapter.
Both wind farms consist of only two wind turbines that reflect the minimum and maximum
wind speed encountered throughout an actual wind farm. It is assumed that other potential
wind turbines with intermediate wind speeds, do not have a significant influence on the
operation of the wind farm.
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5-2 Component description

This section describes how the components employed in the DOT wind farm are modelled.
Some components in the full-scale implementation do not yet exist and are derived following
a simplified modelling approach based on the governing principles explained in Chapter 3.
The components are parametrized to reflect the real-world component behavior as close as
possible.

5-2-1 Wind field

The wind speed for each wind turbine is determined in the first block of Figure 5-1. This
is given by either a constant or time-varying wind speed, depending on the type of simula-
tion. The time-varying wind data is obtained from former wind farm simulations using the
Parallelized Large-eddy simulation Model (PALM): an open-source model based on the non-
hydrostatic, filtered, and incompressible Boussinesq approximation of the three-dimensional
Navier-Stokes equations [72][73]. This model is typically used to analyze the evolution of
turbulence and wake effects in the wind field of a wind farm. In this research, the resulting
wind field data was used as it accurately reflects the time-varying composition. While the
original model entailed six wind turbines, only the wind data just before the first row of wind
turbines is used and thereby excludes wake effects from other wind turbines.

5-2-2 Wind turbine

The wind turbine is modeled by a simple first-order rotor model [64]

ω̇r = 1
Jr

(τaero − τsys) (5-1)

where ωr is the rotor speed, Jr the combined rotor inertia, τaero the aerodynamic torque and
τsys the system torque. The combined rotor inertia entails the rotor blades, hub, rotor shaft
and hydraulic pump.

The aerodynamic torque is given by Eq. (3-5). A two-dimensional look-up table with linear
interpolation is used to determine the torque coefficient. The look-up table uses the data
from the NREL 5-MW reference turbine, as shown earlier in Figure 3-4 [34].

Lastly, the system torque is given by the hydraulic torque of the pump. The hydraulic torque
is calculated from the rotor speed and the pump discharge pressure, following Eq. (3-12). The
properties of the seawater-hydraulic pump are derived in the next subsection.

5-2-3 Seawater-hydraulic pump

The seawater-hydraulic pump is part of the main feature that the DOT introduces, but is
commercially not yet available. The hydraulic parameters derived in earlier work are assumed,
as stated in Appendix A [5]. The NREL 5-MW reference wind turbine is taken as the baseline
for a simplistic pump design. Therefore, assume the pump is driven by a mechanical shaft
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power Pmech = 5.3 MW at an angular speed of 12 RPM. Lastly, assume the seawater-hydraulic
pump operates in rated conditions at a pressure of 180 bar to minimize kinetic losses. The
required volumetric displacement then becomes

Dh = 1
(1 + Cf)∆p

(
Pmech
ωr

− ξpωr

)
= 0.22 m3/rad. (5-2)

This results in a nominal flow of

Qnom = ωrDh − Cp∆p = 0.27m3/s. (5-3)

5-2-4 Hydraulic network

The flows generated in the wind turbines flow through two initial pipelines to a collective
pipeline, as shown in Figure 5-2. Each pipeline is modelled following the dynamics described
in Section 3-3. This model follows a lumped parameter approach and its accuracy is thereby
subject to the number of segments in the model. The derivation of a single-element was
outlined in the aforementioned section; a derivation of a double-segment pipeline can be
found in Appendix B.

The derived models for a rigid pipeline of length L = 1000 m, diameter d = 0.5 m, nominal
flow and varying segments, give the Bode magnitude plot from output to input pressure shown
in Figure 5-3 and the system pole-zero map in Figure 5-4a. Both images clearly show that
adding segments increases the accuracy of the model by including more resonance peaks and
improving the location of preceding resonance peaks. When adding a segment, particularly
the location of the previously added resonance peak shows visible improvement. Lastly, it
can be seen that although additional segments shift the complex conjugate poles from the
real axis, their negative real part remains unchanged.

Furthermore, the pipeline length is a prominent variable in the resonance frequency and
damping ratio [13][44]. Figure 5-4b and Figure 5-5 demonstrate its effect for a rigid single-
element pipeline of diameter d = 0.5 m and nominal flow. As the length increases, the

Wind turbines
Pelton turbine

Pipeline 1

Pipeline 2

Pipeline 3

Figure 5-2: The flows generated in the wind turbines go through two initial pipelines, 1 and 2, to
a collective pipeline 3. The spear valve at the end of pipeline 3 exerts a pressure on the preceding
pipelines.
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resonance peak shifts to lower frequencies in the Bode diagram. The system pole-zero map
underlines this as the complex conjugate poles shift towards the real-axis. Moreover, it shows
that the negative real part of the complex conjugate poles is not affected by the length of
the pipeline. Lastly, the distance from the system poles to the origin decreases, meaning that
the damping ratio increases, which is also seen by the diminishing intensity of the peaks in
Figure 5-5.

Lastly, the effects of the nominal flow through the pipeline are investigated. The system
pole-zero map is shown in Figure 5-6. The flow of 0.07 m3/s refers to cut-in conditions and
0.27 m3/s to rated conditions. In contrast to previous parameters, the negative real parts
of the pole-zero locations are highly affected by the flow. While the complex parts and thus
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Figure 5-3: Influence of the number of segments on the Bode magnitude from output pressure
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Figure 5-4: The influence of the number of segments (a) and pipeline length (b) on the poles
(x) and zeros (o) of the system. The poles and zeros on the real axis coincide and only show a
single color.
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the natural frequency remains unaltered, the damping ratio is severely impacted. It is shown
that the damping decreases for lower flows, meaning that the system has the lowest damping
at cut-in conditions.

The Simscape Fluids toolbox allows modelling of hydraulic components in the high-fidelity
software package Simulink [74]. The numerically derived single-element pipeline of Section 3-3
is compared to the segmented pipeline from this toolbox. Figure 5-7 shows that the Simscape
Fluids elements adequately capture the dynamics. Additionally, the toolbox allows easy
manipulation of the number of segments or interconnection of pipelines. Consequently, the
Simscape Fluids toolbox is used to model the hydraulic network in the eventual simulations.

Based on the findings described above, and to limit computation times, three segments are
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Figure 5-8: The influence of (a) the nozzle diameter and (b) the spear tip angle on the desired
spear position per wind speed.

chosen to adequately capture the dynamics of each pipeline. The length of pipelines is pri-
marily dictated by the distance between wind turbines, which in turn is entirely subject to the
design of the wind farm. Based on the data available from the Offshore Windpark Egmond
aan Zee (OWEZ), the length of each pipeline is predicted at 1000m [66]. It should be stated
that this is likely an overestimation of the eventual sizes of the pipelines and may therefore
unnecessarily limit the control bandwidth for spear valve actuation.

5-2-5 Spear valve

The NREL 5-MW reference turbine model is used as baseline to aid in the initial design
of a spear valve. Its optimal rotor speed and mechanical shaft torque per wind speed, are
related to a flow and pressure respectively following the relations in Chapter 3-2. Following
the dynamics described in Section 3-4, this translates to a desired spear valve position.

The nozzle diameter and spear tip angle of the spear valve are varied to display the influence
of the respective parameter on the desired spear position in Figure 5-8. Firstly, Figure 5-8a
shows that larger diameters have less variance in the desired spear position. Figure 5-8b
exhibits a similar effect for increasing spear tip angles. The lower variance in the desired
spear position means that less spear actuation is required. Simultaneously, the spear position
sensitivity with respect to the line pressure increases. The increased sensitivity translates
to a highly precise actuation of the spear position, that may not be possible in the physical
world. Ultimately, the choice of aforementioned parameters boils down to a trade-off between
required actuation of the spear position and the sensitivity of the spear position with respect
to the line pressure.

Initially, the spear valve is designed with a nozzle diameter of 0.08 m and spear tip angle of 80◦.
The desired spear position for this spear valve then ranges from 17.3 mm to 22.1 mm. In
earlier research, the spear position was actuated at 0.44 mm/s with a precision of 0.05 mm [28].
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A similar actuator is assumed in this research and is able to cover the entire range of the
spear valve in roughly 10 seconds.

5-2-6 Pelton turbine

The last block in the series of physical components encompasses both the capture of hydroki-
netic energy by the Pelton wheel and the conversion to electrical energy by the electrical
generator. The efficiency of the Pelton turbine is calculated by Eq. (3-45), which depends on
fixed parameters and the peripheral speed coefficient. An estimation for the latter is provided
in the next section. Lastly, the electrical power produced by the electrical generator is given
by Eq. (3-49). The generator efficiency is considered to be equal to the electrical generator
of the NREL 5-MW reference turbine [34].

5-3 Controller design

With a definition of all physical components, only the definition of the blocks corresponding
to the controllers in Figure 5-1 remain. This section describes all controllers in the order of
which the controlled variable occurs in the sequence of the physical components.

5-3-1 Pitch controller

The gain-scheduled PI controller defined for the NREL 5-MW reference wind turbine is used
for pitch control [34]. Slight modifications are made to accommodate for the absence of a
gearbox and generator in the DOT wind turbine. The values referring to a generator speed,
are adjusted to the rotor speed by excluding the gearbox ratio. Likewise, the high-speed shaft
torque is modified to give the rotor shaft torque.

The rotor speed is used as input for the controller, while the measured pitch is used for the
scheduling of the control gains. Lastly, the rotor shaft torque is used to improve the switching
logic between below- and above-rated conditions.

5-3-2 Spear valve controller

The spear valve provides resistance to the outgoing flow and in doing so pressurizes the
flow originating from the seawater-hydraulic pumps. The resulting pressure depends on two
variables: the outgoing flow and the nozzle area. The former is imposed by its predecessors,
but the latter is controlled by the spear position. Active manipulation of the spear position
is referred to as active spear valve control.

The spear valve control scheme constitutes of two elements, as shown in Figure 5-1. Firstly, the
optimal pressure is determined by a feedforward pressure controller as discussed in Chapter 4.
The minimum and maximum wind speed in the wind farm are mapped to a single output
pressure using a two-dimensional look-up table with linear interpolation. Consequently, the
spear valve controller is tasked with actually obtaining the desired output pressure.
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Filter Fs feedforward Plant

PI-control

pref p∗ref x pact

e
-

Figure 5-9: An illustration of the spear valve controller: the reference pressure is filtered by
F and a combination of a feedforward- and feedback PI-control determines the desired spear
position.

The scheme of the spear valve controller derived in earlier work as introduced in Chapter 2, is
implemented [5][36]. This controller consists of a series of filters to secure a reference pressure
that does not induce water hammer effects. Subsequently, a combination of feedforward
feedback control, as illustrated in Figure 5-9, is used to determine the spear valve position.
The feedforward control action is given by an orifice compensator; an inverse model of the
spear valve determines the theoretical spear position based on the current flow and desired
pressure. This spear position is augmented with a control action from a PI controller to
account for parameter deviations in the inverse model.

Derivation of filters

A state space representation of the hydraulic network illustrated in Figure 5-2, is derived
numerically for single-element pipelines. For the synthesis of the filters, the worst-case flow
is assumed, thus the least damping at cut-in conditions.

The Bode plot of the combined hydraulic network is shown in Figure 5-10a. From Figure 5-3,
it is known that the two resonance peaks in Figure 5-10a are followed by more resonance
peaks. Therefore, a low-pass filter is applied on the desired output pressure. Furthermore,
notch filters are added to reject the first resonance peaks. The addition of notch filters
smooths out the resonance peaks and allows a higher corner frequency of the low pass filter.
The combination is given by [75]

Fs(s) = Ls(s)Ns1(s)Ns2(s) = ωlp
s+ ωlp

s2 + ζn1s+ ω2
n1

s2 + ζd1s+ ω2
n1

s2 + ζn2s+ ω2
n2

s2 + ζd2s+ ω2
n2
. (5-4)

The parameterization of the filters is based on Figure 5-10a and is specified in Table 5-1. The
combined Bode diagram of the filter is shown in Figure 5-10b.

Derivation of the controller

The feedforward controller uses the same equations from Section 3-4 as the spear valve model,
resulting in a perfect orifice compensator in the numerical model. This omits the immediate
need for a PI controller. Therefore, the synthesis of a PI controller is neglected in the work
of this thesis. To reflect the influence of the PI controller in an stability analysis however, the
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gains are taken as Kp = −2.78 · 10−10 m/Pa and Ki = −1.06 · 10−10 m/Pa based on the work
described in [5].

5-3-3 Pelton turbine controller

The derivation of a controller for the Pelton turbine is highly dependent on its parameters,
such as the pitch circle diameter or rated angular speed. This key component does not yet
commercially exist and its design to obtain specific parameters lies outside the scope of this
thesis.

It is known however that the Pelton performs optimally at a peripheral speed coefficient of
roughly 0.5. The control of the Pelton turbine is approximated by applying a first-order
actuator model

Gpt(s) = 1
τpts+ 1 (5-5)

on the optimal speed based on this peripheral speed coefficient, with an estimated time
constant τpt = 3 s.

5-4 Controller stability analysis

The pitch controller is refrained from a stability analysis as it is not derived in this thesis.
Furthermore, a feedforward controller does not affect the system stability. Therefore, the
remainder of this section focuses on the stability of the hydraulic network and the spear valve
controller.

5-4-1 Kharithonov’s theorem

Since a non-linear time-invariant model of the hydraulic network is used, the entire closed-loop
system depends on multiple variables, such as flow or line pressure. Kharithonov’s theorem
can be used to assess the stability of a system with uncertain parameters [76]. This analysis
is performed for an interval polynomial of the denominator of the system, shaped as

P (s) = ans
n + ...+ a2s

2 + a1s+ a0 (5-6)

Low-pass filter corner frequency ωlp 1 rad/s
Notch filter 1 corner frequency ωn1 1.425 rad/s

damping numerator ζn1 0 rad/s
damping denominator ζd1 2.85 rad/s

Notch filter 2 corner frequency ωn2 3.175 rad/s
damping numerator ζn2 0 rad/s
damping denominator ζd2 6.35 rad/s

Table 5-1: Parametrization of the filters.
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Figure 5-10: The (a) open-loop Bode diagram of two single-element pipelines connected to a
collective single-element pipeline at cut-in conditions. The (b) Bode diagram of the combined
series of filters from the desired pressure to the actual reference pressure.

where the uncertain coefficients an are bound by

Ln < an < Un. (5-7)

Kharitonov’s theorem applies the Routh-Hurwitz criterion to determine stability of the inter-
val polynomial. The Routh-Hurwitz criterion evaluates the stability for a single polynomial
by checking the roots of the system. If all roots reside in the left half plane, i.e. have negative
real parts, the system is said to be Hurwitz stable.

The Hurwitz stability is evaluated for a set of polynomials called the Kharitonov polynomials,
given by

P1(s) = L0 + L1s+ U2s
2 + U3s

3 + L4s
4 + L5s

5 + ...

P2(s) = U0 + U1s+ L2s
2 + L3s

3 + U4s
4 + U5s

5 + ...

P3(s) = L0 + U1s+ U2s
2 + L3s

3 + L4s
4 + U5s

5 + ...

P4(s) = U0 + L1s+ L2s
2 + U3s

3 + U4s
4 + L5s

5 + ...

(5-8)

If all members of the Kharitonov polynomials are Hurwitz stable, Kharitonov’s theorem guar-
antees that the infinite set of polynomials in the interval polynomial are also stable.

Application of Kharitonov’s theorem

The combined transfer function of the filters is already given in (5-4). The transfer function
of the PI controller is given by
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Cpi(s) = Kp + Ki
s

(5-9)

and the feedforward controller by

Cff(s) = Kff , (5-10)

where x/po < Kff < x/po with x the spear position and po the output pressure.

Subsequently, given a flow, three transfer functions Phn1(s), Phn2(s) and Phn3(s) can be
derived from the state space of the hydraulic network, mapping the output pressure to the
input pressure 1, input pressure 2 and outgoing flow respectively. Lastly, the spear valve
actuator is linearized around an operating pressure po and spear position x. Combined with
a first-order actuator model of the spear position, this yields a transfer function from the
desired spear position to a pressure

Psp(s) = ∂po
∂x

(po, x) 1
τsps+ 1 , (5-11)

where the time constant τsp is chosen at 1.69 based on the work in [28].

Ultimately this yields the set of closed-loop transfer functions

Ppi1(s) = Phn1(s)Psp(s)(Cff(s) + Cpi(s))
1 + Psp(s)Cpi(s)

LP (s)N1(s)N2(s)

Ppi2(s) = Phn2(s)Psp(s)(Cff(s) + Cpi(s))
1 + Psp(s)Cpi(s)

LP (s)N1(s)N2(s)

PQo(s) = Phn3(s)Psp(s)(Cff(s) + Cpi(s))
1 + Psp(s)Cpi(s)

LP (s)N1(s)N2(s).

(5-12)

The pressure controller operates primarily in the below-rated region and is therefore evaluated
for stability for all pressures at cut-in and rated conditions. It was found that for an interval
between 10 bar and 200 bar, the Kharitonov polynomials for each transfer function, are stable.

Figure 5-11 shows the sensitivity function of the closed-loop system for the parameters of
several operating points. For all parameters, the sensitivity remains under zero-dB line. If
the control gains of the PI-controller are increased, the sensitivity peak rises above 0 dB.
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Figure 5-11: The sensitivity function of the closed-loop transfer function.
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Chapter 6

Numerical Simulations

The numerical model described in Chapter 5 is used to determine the maximum power pro-
duction. Moreover, it is used to assess and predict the dynamic performance of the derived
control strategy in Chapter 6.

First, Section 6-1 gives a description of the numerical simulations performed on the numerical
model. Consecutively, Section 6-2 post-processes the information of the numerical simulations
to obtain the simulation results. Section 6-3 discusses the simulation results and verifies
the static maximum power production. Lastly, Section 6-4 evaluates the performance of the
derived control strategy subject to a wind time series and shows a comparison to a conventional
wind farm.

6-1 Description of the numerical simulations

This section discusses the simulations that are run on the numerical model using the model
parameters given in Appendix A. The first simulation aims to verify the static maximum
power production. The second makes a dynamic comparison between the Delft Offshore
Turbine (DOT) and NREL wind farm. Both simulations are subject to several initial and
stopping conditions, which are described hereafter.

6-1-1 Verification of the maximum power production

The control strategy derived in Chapter 4 builds entirely on the prediction of the maximum
power production and assumes that its shape is mainly determined by the optimal wind
capture. The initial prediction neglects all drivetrain characteristics, whereas the numerical
model includes all drivetrain characteristics and dynamics. Therefore, a number of simulations
is performed to validate the shape of this prediction.

The simulations follow a similar procedure as the initial prediction: two fixed wind speeds
are applied on the wind turbines and the simulation is run for several spear positions. The
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optimal pressure and corresponding desired spear position derived in the design of the spear
valve is used as a baseline. In the case of approximately equal wind speeds, an interval of
20% of the maximum spear position is placed around the baseline spear position. If the wind
speeds deviate more than 2 m/s from each other, the interval is extended until the spear valve
is fully opened.

6-1-2 Dynamic comparison of wind farm power production

The DOT wind farm ultimately has to compete with a conventional wind farm. A simulation
is performed in below-rated conditions to make a power production comparison between the
wind farms shown in Figure 5-1. The time-varying wind field described in Section 5-2-1 applies
the same wind speed on both wind farms. Lastly, the results of the simulation described above
are used to update the optimal pressure map in the pressure feedforward controller.

6-1-3 Simulation conditions

During the development of the numerical model, the initial conditions turned out to be crucial
for the functioning and speed of the simulation. If the initial conditions are too far off, this
can be considered as a step input on the system. As a result, oscillating behavior from water
hammer effects occurs in the simulation. Furthermore, several conditions are added to stop
the simulation in the event of a physically infeasible situation. All conditions facilitate a
shorter computation time of the simulation and are further described in Appendix C.

6-2 Post-processing of numerical results

The objective of the first simulation is to determine the maximum power production and
corresponding optimal pressure and spear valve position. As described above, several spear
valve positions are considered for each combination of wind speed and range from slightly
below to above of their calculated optimal value. Eventually, this is used to verify whether
the maximum power production correlates mainly with the optimal wind capture, or that the
wind farm characteristics and dynamics alter the optimal performance considerably.

The simulations are performed for a finite set of wind speeds and spear valve positions.
Figure 6-1 presents an insight into the relation between spear valve position and produced
power for a given wind speed combination. Since the set of simulations is finite, the results
may innately exclude the exact optimal value. Therefore, an ordinary least-squares approach
is used to fit a parameterizable polynomial to the obtained data. The analytical relation is
consequentially used to find the maximum power and its corresponding spear valve position.

The relation between the output power Pout and spear valve position s is estimated by the
fourth-order polynomial

Pout(s) = β4x
4 + β3x

3 + β2x
2 + β1x+ β0 (6-1)

where βi represent the unknown coefficients and x the spear position.
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Figure 6-1: The data points (blue) of power production for several spear valve positions at a
given combination of wind speeds. An ordinary least squares estimation (red) is fitted on the data
points to provide an estimate of the optimal power and corresponding spear valve position.

The full derivation of the ordinary least-squares estimation can be found in Appendix D, but
an example of the application of the ordinary least-squares approach on the data points for a
combination of wind speeds is shown in Figure 6-1. With the estimated relation, the actual
maximum power production and corresponding spear valve position are determined.

6-3 Maximum power production

The post-processing of all results of the first simulation leads to the static maximum power
production shown in Figure 6-2a. Only the wind extrema combinations within the 95%-
probability interval are evaluated. For clarity, the predicted maximum power production
from Chapter 4 is repeatedly shown in Figure 6-2b.

The numerical results show a high resemblance to the predicted maximum power production.
An important observation is made from the level of the rated-power plateau in Figure 6-2a.
The incorporation of all drivetrain characteristics reduces the power production of the DOT
wind farm to 73.2%. An analysis of the components gives insight into the contributors to this
loss.

The most significant loss is found in the fixed-displacement pump. It has an estimated volu-
metric efficiency of 93.7% and mechanical efficiency of 90.4% at rated power. The transport
through the hydraulic lines has an insignificant power loss and typically yields an efficiency of
over 99%. As theory prescribes, the nozzle has viscous friction losses resulting in an efficiency
of 95%. The overall efficiency of a multi-jet Pelton turbine typically lies around 90%, with
a maximum of 92.5% [77][78]. Assuming the Pelton turbine operates at optimal speed, the
chosen model parameters lead to a rated Pelton efficiency of 91% [79]. Lastly, the electri-
cal generator is presumed to have an efficiency of 94.4%, equal to that of conventional wind
turbines [34]. Altogether, these efficiencies result in an overall drivetrain efficiency of 69.1%.

Figure 6-3a demonstrates to what extent the DOT wind farm can obtain the static maximum
power production compared with the NREL wind farm. The comparison that is derived
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theoretically in Chapter 4 is again shown in Figure 6-3b. For both images, the focus is set on
the below-rated region as the power production is constant in above-rated conditions.

Figure 6-3 confirms that the incorporation of all drivetrain characteristics reduces the max-
imum power production to roughly 73% for equal wind speeds. In both images, the per-
formance deteriorates for a variance in wind speeds. Furthermore, both images exhibit a
bottleneck near rated conditions.

(a) (b)

Figure 6-2: The (a) simulated maximum power production and (b) theoretical optimal wind
capture of the DOT wind farm. The 95%-probability interval and boundary for operation of both
turbines are indicated by the red lines.

(a) (b)

Figure 6-3: The (a) simulated maximum power production of the DOT wind farm is compared
with the NREL wind farm. For clarity, the (b) same comparison derived theoretically in Chapter 4,
is shown again.
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(a) (b)

Figure 6-4: Initial simulation results indicate that (a) the initial nozzle design (d = 0.08 m)
requires significant spear actuation. An alternative is presented by (b) a nozzle with a larger
diameter (d = 0.1 m) that requires less actuation.

6-3-1 Optimal spear valve positions

The optimal spear valve positions corresponding to the maximum power production of initial
simulations are shown in Figure 6-4a. The actual spear valve positions near the diagonal
lie close to their expected value from Chapter 5. When deviating from the diagonal, it is
seen that the spear valve ought to be opened considerably further for optimal performance,
particularly near cut-in conditions. This effect is accredited to the acceleration of the wind
turbine with higher wind speed. As a result of the higher rotor speed, the wind turbine
produces a higher flow and the spear valve has to be opened to avoid a pressure build-up. If
the spear valve is not opened, the pressure build-up may result in the standstill of the wind
turbine with the lower wind speed.

The desired spear valve position fluctuates more than the range expected in Chapter 5. There-
fore, the actuation speed of the spear valve would likely not suffice in dynamic conditions.
Solutions to this end, are increasing the number of nozzles, the nozzle diameter or actuator
speed of the spear valve. An improved design is left out of the scope of this thesis, as it is
highly susceptible to the number of wind turbines in the wind farm, and it was chosen to
simply increase the nozzle diameter.

For comparison, the same numerical simulations are performed for the larger nozzle diameter.
Figure 6-4b confirms that the larger nozzle requires less actuation to facilitate the desired
change in nozzle area, particularly near cut-in conditions. Hence, the final set of simulations
was performed with the discussed larger nozzle.

6-3-2 Optimal line pressure

Figure 6-5 shows the optimal spear valve position and pressure associated with the maximum
power production. Both clearly display the bottleneck towards rated conditions. As Fig-
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(a) (b)

Figure 6-5: The (a) optimal spear valve position and (b) pressure for maximum power production.

ure 6-5b accounts for all drivetrain characteristics and dynamics, it is used for the proposed
feedforward of the optimal pressure.

6-4 Comparison with the NREL 5-MW Reference Turbine

The performance in terms of power production of the DOT wind farm is compared to the
NREL wind farm, as described earlier in Chapter 5. During the initial simulations, it was
observed that a slight mismatch between the first resonance peak of the hydraulic network
and target frequency of the notch filter N1 results in a significantly worse performance, as
the reference pressure input induced water hammer effects in the pipeline. As a consequence,
the in- and output pressure oscillate heavily and propagate to the power production. For the
eventual simulations, the notch was adjusted to its actual location at 1 rad/s.

The wind field applied to both wind farm is equal. First, Figure 6-6a shows the wind speeds
perceived by the individual wind turbines. Thereafter, Figure 6-6b gives the rotor speed of
the turbines in the DOT wind farm. Subsequently, the spear valve position and line pressure
of the collective pipeline in the DOT wind farm are displayed in Figure 6-6c.

Figure 6-6 shows that the wind turbine with the highest wind speed is allowed to accelerate
above its optimal rotor speed. This is derived from the fact that the second wind turbine
almost reaches 10 RPM around 600 s, while it perceives only a wind speed of 7 m/s. Fur-
thermore, it reveals that when the wind speeds converge, the rotor speeds tend to return to
optimal rotor speed as well. Lastly, both rotor speeds exhibit less fluctuation than the wind
speed, which is examined further on in this section.

Sensibly, the line pressure in Figure 6-6c correlates strongly with the lowest wind speed.
Figure 6-6c also shows that actuation of the spear valve does not necessarily cause deviations
in the collective line pressure. Especially between 500s and 600s, relatively constant pressure is
observed, while the spear position is heavily actuated. This is merely a result of the increased
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Figure 6-6: Wind farm simulation for a wind time series with mean wind speed of 6 m/s. The
(a) wind speeds and (b) rotor speeds are shown for each wind turbine in the simulation. Lastly,
the (c) spear valve position and line pressure are shown.
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Figure 6-7: Wind farm simulation for a wind time series with mean wind speed of 6.5 m/s for
several low-pass filters, characterised by the time constant τ , on the feedforward pressure control.
The performance of two DOT wind turbines is compared to conventional NREL turbines.

flow, due to the increased rotor speed seen in Figure 6-6b. Without active actuation of the
spear position, the line pressure would increase and may result in the standstill of the first
wind turbine. The amount of actuation seen clearly advocates for the necessity to actively
control the spear valve position in dynamic operation.

The power production of both wind farms is shown in Figure 6-7. The power of the DOT
wind farm revolves around 72.4% of the power production of the NREL wind farm. Despite
the expectation of added damping, no reduction in the power fluctuation of the DOT wind
farm is obtained.

Lastly, a delay can be observed mainly at the peaks of the power production in Figure 6-7.
An analysis of the available aerodynamic power, hydraulic power in the wind turbine and
hydraulic power at the Pelton turbine, shows that the delay of roughly 8 seconds results from
the hydraulic network.
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Chapter 7

Lab-Scale Test Set-Up Design

For the numerical model of the seawater-hydraulic wind farm with a collective pipeline, many
assertions have been made. As a result, discrepancies exist between a numerical model and
the physical world. A lab-scale test set-up is built to verify the derived control strategy.
This chapter starts with a general overview of the test set-up in Section 7-1. Next, Section 7-2
addresses the individual components in the set-up in more detail, including their limitations
and a forecast of possible scaling obstacles. The derivation for individual component control
is discussed in Section 7-3.

7-1 General overview

The main purpose of the lab-scale experimental set-up is to perform a hardware-in-the-loop
simulation of a seawater-hydraulic wind farm, illustrated in Figure 7-1. The hardware-in-the-
loop simulation can be used to validate the control strategy derived in Chapter 4. The set-up
is designed to allow testing of both hydraulic configurations as introduced in Chapter 1.
Another main consideration in the entire set-up design is the ability to expand towards a
Reverse Osmosis (RO) configuration. However, the RO capabilities are outside the scope of
this thesis.
As introduced in Chapter 4, two wind turbines represent the lowest and highest wind speed
in the wind farm. If a control strategy is able to control both wind turbines, it is assumed
that this strategy is effective for a wind farm with wind turbines at intermediate wind speeds
as well.
The governing idea of the proposed experimental set-up is illustrated in Figure 7-1. The
wind turbines are represented by the combination of the virtual wind turbine model and
physical components: an electric motor and hydraulic pump. The physical variables, such
as the angular speed and hydraulic pressure, determine the theoretical hydraulic torque.
Furthermore, the physical variables are used, in combination with the theoretical wind field
and wind turbine model, to simulate the virtual aerodynamic torque. Consequently, a first-
order rotor model and controller update the controlled variables in the experimental set-up.
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Wind Field Wind Turbine

PLC
M

Representation

VFD

Hydraulic Network
Pelton Turbine

Virtual simulation

Physical simulation

Figure 7-1: An illustration of the hardware-in-the-loop simulation: a combination of a virtual
simulation of a theoretical model and a physical simulation with lab-scale components. Both are
connected to a PLC that facilitates interaction between the two systems.

After the representation of the two wind turbines, it is shown that the fluid is transported
through a hydraulic network to the Pelton turbine. The network is designed to facilitate both
configurations, discussed in Chapter 1 (Figure 1-6), and so it feeds to a collective or individual
spear valve by setting manual valves. The main components are laid out in Section 7-2, but a
complete overview of the hydraulic diagram and employed components is found in Appendix E.

All components are controlled through a Programmable Logic Controller (PLC). The PLC
reads all sensor inputs and consecutively sends appropriate control values to the Variable Fre-
quency Drive (VFD) that in turn controls each of the motors. The design and manufacturing
of the electrical cabinet can be found in Appendix F.

Figure 7-2: The hardware-in-the-loop simulation consists of a virtual and physical simulation.
The physical simulation is provided by the lab-scale set-up shown in this picture, with most of
the physical components commissioned.
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7-2 Description of physical components

The components shown in the physical simulation outline in Figure 7-1 correspond to physical
components, shown in Figure 7-2. This section elaborates on these components and their
design specifications. A more detailed description of all used components is enclosed in
Appendix E and Appendix F.

7-2-1 Wind turbine representations

As introduced, the Delft Offshore Turbine (DOT) wind turbine is represented by an electric
motor coupled to a hydraulic pump. To facilitate high pressures, the DOT requires a positive
displacement pump, and as such, this type of pump is also used for the lab-scale test.
The driving consideration when selecting the size of this pump is the expansion to RO. In the
initial design, each pump was to supply seawater to a single RO membrane. The specification
of the pump is required to supply a flow of 60 L/min at 60 bar. The ideal driving power is
in theory P = Q∆p = 6 kW. As losses will inevitably occur, the electric motor power rating
is chosen slightly higher at 7.5 kW, imposing a minimal pump efficiency of 80% at nominal
pressure to achieve the desired flow.
The axes are aligned by a lantern housing and are coupled using a ROTEX flexible jaw
coupling, obviating any misalignment and safeguarding the maximum torque [80]. The lantern
is depicted right of the black, electric motors in Figure 7-3.

7-2-2 Hydraulic network

To ensure the structural integrity of the hydraulic network, the following design philosophies
were followed. For atmospheric pressure lines, conventional green suction hoses are used to

Figure 7-3: The wind turbines are represented by an electric motor and hydraulic pump, con-
nected by a ROTEX flexible jaw coupling in an aluminium lantern housing.
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Manufacturer TheWaterHydraulics
Type MB160-M35
Speed (max.) 4000 RPM
Displacement 34.6 cc/rev
Pressure (max.) 160 bar

(a)

Manufacturer Elsto
Type H3G-160M-4
Power 7.5 kW
Voltage 3 x 400V
Speed 1500 RPM

(b)

Table 7-1: Specifications of (a) the axial piston motor, used as the seawater-hydraulic pump,
and (b) the electric motor, serving as the wind turbine representation.

withstand possible pressure bursts and to avoid implosion. The hose ends are connected to a
tulle with a clamp, that typically converts to a screw connection.

Low-pressure piping is made from PVC and is manufactured in-house. The remaining low-
pressure lines and all high-pressure lines are carried by pressure hoses from a certified manu-
facturer and include swivels for easy installation.

High pressures in the hydraulic network are prevented by the application of pressure relief
valves. In general, the pressure relief valves are placed in the proximity to the possible origin
of pressure build-up, e.g. a clogged filter or pump. Additionally, pressures are constantly
monitored in the software and will trigger an emergency stop in case of an overload. In an
emergency shut-down, the pressure is instantly released from the system by an electrically
actuated emergency valve.

7-2-3 Pelton Turbine

Pelton turbines are usually implemented in combination with a basin and dam at a higher
altitude, resulting in a low-pressure, high-volume flow. The size of the Pelton turbine in the
current research is radically different as it is subject to a high-pressure low-volume flow to
minimize kinetic losses in the pipelines. The Pelton turbine is therefore custom designed and
made by Guglielmi, in Vogogna, Italy.

Figure 7-4: The Pelton turbine
and the orange spear valve actua-
tors are mounted above the tank.

Figure 7-5: A close-up picture of the Pelton run-
ner wheel. The spear valves are placed in opposite
directions and as close to the buckets as possible.
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An electric motor with VFD is used as a generator to recover energy from the water jets.
A torque sensor with speed encoder is installed between the motor and runner wheel to
measure the dynamic fluctuations in torque accurately. Again, a flexible jaw coupling is used
to account for small misalignment and ward the maximum torque.

Manufacturer Elsto/Guglielmi
Type H3G-160M2-2
Power 15 kW
Voltage 3 x 400V
Speed 3000 RPM
# of buckets 30
Deflection angle 168◦
PCD 0.325 m

Table 7-2

Manufacturer Belimo/Guglielmi
Type LVC24A-MP-TPC
Pressure 60 bar
Nominal flow 3.6 m3/h
Spear tip angle 50◦
Nozzle diameter 6 mm
Actuator Stroke 15 mm
Actuator Speed 0.43 mm/s

Table 7-3

Table 7-4: Specifications of (a) the Pelton turbine with the electric generator and (b) the spear
valve with actuator.

7-2-4 Auxiliary systems

The hydraulic pump, as part of the wind turbine representations, give definition to the auxil-
iary systems. The pumps are designed to each give a nominal flow of 3.6m3/h. Furthermore,
the feed pressure should be 3 bar to ensure proper inlet of the pump chambers. Lastly, the
pumps dictate a maximum particle size of 10 µm.

(a) (b)

Figure 7-6: The auxiliary system provide the hydraulic pumps with the proper feed flow. The
test set-up has (a) two boost pumps - only the left is used in this thesis - and (b) a centrifugal
filter.
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A simple centrifugal boost pump as described in Table 7-5, is used to meet the aforementioned
conditions. The benefit of this pump is that, by design, it does not have a strict limitation on
the particle size and allows a suction height up to 16m at the inlet. The fluid is then filtered
by the centrifugal filter specified in Table 7-6 to meet the desired maximum particle size.

Manufacturer Calpeda
Type NGX 6/22
Power 1.5 kW
Voltage 3 x 400V
Flow 0.5 - 8.4 m3/h
Pressure 2.5 - 4.5 bar
Temperature 0 - 35 ◦C

Table 7-5

Manufacturer Cintropur
Type NW500
Flow (max.) 28 m3/h
Pressure (max.) 16 bar
Membrane 10 µm
Temperature 0 - 50 ◦C

Table 7-6

Table 7-7: Specifications of (a) the boost pump and (b) the centrifugal filter providing the inlet
conditions of the hydraulic pumps.

7-2-5 Electric & control cabinet

All components in the electrical cabinet, the outer shell of the cabinet and all motors are
connected to the earth. This protects against electrocution as a result of static charges in the
coils of the motor and electric leakages.

The high-voltage circuit is protected against overload and short-circuiting by means of thermal
and magnetic circuit breakers. The DC bus of the high voltage circuit is protected by high

Figure 7-7: A picture of the electric control cabinet during the commissioning of the test set-up.
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voltage fuses. The low-voltage circuit is protected against overload and short-circuiting by a
thermal circuit breaker and field fuses after an Uninterruptible Power Supply (UPS).

All wiring is dimensioned to continuously withstand the maximum current allowed by the
aforementioned safeguards and ensures the integrity of the wiring, even in the event of short-
circuiting. Furthermore, the high-voltage wiring is entirely separated from low-voltage wiring
& sensor cables in both the electrical cabinet and the test set-up. The separation of the wiring
ensures that noise and disturbances from magnetic flux are minimized.

The low-voltage circuit encompassing the PLC is equipped with an UPS in the event of power
loss. If either voltage circuit loses power supply, an emergency stop is triggered. The system
remains controllable due to the presence of the UPS.

7-3 Subsystem control design

While the value of the desired set-point is determined by the supervisory controller, the
subsystem controllers actually obtain the desired set-point. Subsystem controllers are often
implemented by relatively simple control structures that respond quickly to reach the desired
value [81][33]. The application of subsystem controllers allows to effortlessly test the control
strategy that is incorporated in the supervisory controller.

The considered experimental set-up has multiple subsystem controllers, of which two are
derived in this thesis. The first aims at regulating the feed pressure to the hydraulic pumps
and is described next. After that, the Pelton turbine controller that ensures optimal electrical
power production, is outlined.

7-3-1 Feed pressure control

The feed pressure control is an important auxiliary system as it ensures proper inlet conditions
to the hydraulic pumps. Consider the hydraulic network between the boost pump and the
pumps as a single element. The change in feed pressure is then given by

∆ṗfeed = 1
Cfeed

(Qin −Qout) (7-1)

where Cfeed encompasses the hydraulic capacity of the entire aforementioned hydraulic net-
work. In this particular case, Qin represents the flow of the boost pump and Qout the flow of
both hydraulic pumps. Eq. (7-1) clearly demonstrates that whenever there is a discrepancy
between in- and outgoing flow, the pressure changes.

Hence, the in- and outgoing flows have to be matched to maintain a constant feed pressure.
This results in an analytical relation between the flows. Consequently, if a relationship be-
tween the flow and the angular speed of the respective pump is defined, an analytical relation
of the pump speeds can be determined. This analytical relation makes the system highly
suitable for feedforward control.

A complete scheme of the proposed feed pressure control is illustrated in Figure 7-8. The
boost pump is commanded by a simple, yet effective, feedforward control action based on the
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feedforward Plant

I-control

ωp1 + ωp2 ωbp pfeed

epref

-

Figure 7-8: An illustration of the feed pressure controller. The speed of the hydraulic pumps
lead to a feedforward control action and is augmented with an integral control action by closing
the loop on the reference pressure.

hydraulic pump speeds. Temporal differences in flow may arise, so a feedback control loop
with integral action is added to the control scheme. The analytical relation and integral gain
are derived next.

The derivation of the analytical relation between pump speeds

A perk of the working principle of the applied positive-displacement pumps is that it displaces
a fixed volume per revolution, referred to as the volumetric displacement. Hence, irrespective
of the operating conditions, the outgoing flow of Eq. (7-1) is conveniently given by

Qout = Dhωp1 +Dhωp2 = Dh(ωp1 + ωp2) (7-2)

where ωp1 and ωp2 are the angular speeds of the high-pressure pumps, and Dp is the displace-
ment given in Table 7-1a.

The boost pump employs a centrifugal impeller, of which the relation between flow and
angular speed under a pressure is not yet known. An initial experiment is performed to map
the relationship between the flow and speed of the boost pump at atmospheric pressure. The
speed set-point of the boost pump is set with incremental fixed values. The generated flow is
led through the filter back to an open end at atmospheric pressure in the tank. Each stage
of a boost pump speed will eventually result in a steady-state flow, measured after the filter.

The aforementioned leads to the relation between boost pump speed and measured flow
displayed in Figure 7-9. Based on the results, the flow at atmospheric pressure is approximated
by

Qbp = 1
kbs

ωbp, (7-3)

where kbs is the slope of 1/308 (m3/h)/RPM and ωbp is the angular speed of the boost pump.

However, the conditions during operation of the test set-up deviate from atmospheric pressure,
as the boost pump is to supply a feed pressure of 3 bar. The initial hypothesis is that the linear
relation holds, but requires a fixed increment in angular speed to account for the deviation
in desired pressure.
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As given in Table 7-6, the centrifugal filter introduces a pressure loss of roughly 0.5 bar
between the boost pump outlet and hydraulic pump inlet. Hence to obtain a feed pressure
of 3 bar at the inlet of the hydraulic pumps, the boost pump has to operate at a pressure of
roughly 3.5 bar. The technical specification sheet of the boost pump suggests it can attain
this pressure for a maximum flow of 4.25 m3/h at 2800 RPM. From the linear relation, it is
found that only 1300 RPM is required to obtain the same flow under atmospheric pressure.
Consequently, it is expected that a constant baseline speed of 1500 RPM is required to supply
the feed pressure of 3 bar in the absence of flow.

The ingoing flow of Eq. (7-1) is then given by

Qin = 1
kbs

(ωbp − kbb), (7-4)

where kbb is the constant baseline speed of 1500 RPM.

The derived relations Eq. (7-2) and Eq. (7-4) are substituted into Eq. (7-1). The change in
pressure is set to zero and then rewritten to the analytical relation

ωbp = kbsDh(ωp1 + ωp2) + kbb. (7-5)

Filtering of the hydraulic pump speed

The angular speeds of the hydraulic pumps ωp1 and ωp2 are estimated by their drives, which
yield noisy signals. To avoid a highly fluctuating target speed of the boost pump, a filter
is designed to reject the noise. An example of the measured signal at both minimum and
maximum speed is shown in Figure 7-11a. A Fast Fourier Transform (FFT) is used to analyze
the power spectral density estimation of the signals shown in Figure 7-11b [82]. The sampling
frequency of 100 Hz is dictated by the cycle time of the PLC and, by Shannon’s sampling
theorem, results in an analyzed spectrum up to 50 Hz.

A distinct peak can be observed around 20 Hz (≈ 125 rad/s) and 40 Hz (≈ 250 rad/s) during
operation at the minimum speed. At maximum speed, the power spectral density estimation
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Figure 7-11: The measured high-pressure pump speed has significant noise. A close-up on (a)
the noise and (b) its power spectral density estimate on both low and high speed.

shows a more equal distribution with only minor peaks. This merely suggests that no noise
frequency can be targeted specifically.

Therefore a combination of a notch filter Np(s) and a first-order low-pass filter Lp(s) is
synthesized to obtain a smooth signal. In the Laplace-domain, these filters are shaped as [76]

Np(s)Lp(s) = s2 + βns+ ω2
c1

s2 + βbs+ ω2
c1

ωc2
s+ ωc2

(7-6)

where ωc1 is the central rejected frequency of the notch filter, βn and βd represent the damping
coefficient of the numerator and denominator respectively, and ωc2 is the cut-out frequency
of the low-pass filter. The filter parameters are empirically tuned to ωc1 = 125 rad/s, βn = 0
rad/s, βd = 500 rad/s and ωc2 = 15 rad/s.

Loop-shaping the integral gain of the feed pressure control

It is desired to shape the integrator gain on a dynamic model of the open-loop system to ensure
the stability of the closed-loop system. First, a first-order transfer function of the system is
estimated from the time-domain data of another basic experiment. While the outgoing flow
by the hydraulic pumps is held constant at 2 m3/h, a step on the boost pump speed results
in the step response of the feed pressure, shown in Figure 7-10.

The first-order transfer function with the shape [75]

G(s) = kbpi
s+ ωbpi

(7-7)

is determined by an instrumental-variable estimation [83]. This is implemented by the tfest-
function of MATLAB’s System Identification Toolbox [84]. The identification results in the
values kbpi = 0.05 and ωbpi = 17.3. Figure 7-10 shows a linear simulation of the estimated
transfer function over the actual data.
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Figure 7-12: The Bode diagram of the
open-loop boost system P, from speed to
pressure, and the the open-loop boost sys-
tem with controller C.
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Figure 7-13: The sensitivity function of
the closed-loop system. If the integral gain
is increased further, the sensitivity peak
surpasses the zero-dB line.

Consequently, the loop is closed by applying conventional feedback and introducing an integral
action Ki/s only. The Bode diagram of the open-loop system with and without a controller
is plotted in Figure 7-12. The integrator gain is shaped to yield ample gain margin and limit
the peak sensitivity, to account for errors in the model and disturbances in the plant. An
integrator gain Ki = 300 is selected and results in a gain margin of 16.5dB and the sensitivity
function shown in Figure 7-13.

7-3-2 Pelton speed control

In earlier research, introduced in Chapter 2, it was set out that feedforward control can very
well be used to control the Pelton turbine [5][28]. The optimal performance of the Pelton
turbine, as given in Section 3-5, holds if

ωp = 1
2Rp

Cv

√
2∆pn
ρh

(7-8)

and can be rewritten as

ωp = Kpt
√

∆pn. (7-9)

Again, the analytical relation advocates for the application of feedforward control.

Assuming seawater properties from Table 3-1, Pelton properties from Table 7-2 and a dis-
charge coefficient of 0.95, yields an initial estimate for the feedforward gain
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Kpt = Cv
2Rp

√
2
ρh

= 0.128 rad/Pa0.5. (7-10)

The implementation of feedforward control is prone to parameter errors. As no feedback
is applied, a slight variance in parameters can lead to significant steady-state errors and
suboptimal Pelton operation [36].

Filtering of the line pressure

The line pressure is measured by the high-pressure sensor FT800-2000 from FirstRate. Unfor-
tunately, like most pressure sensors, this provides a noisy signal. Similar to the feedforward
controller implemented for the feed pressure, the direct implementation of this value would
lead to a highly fluctuating reference speed. A low-pass filter is added to remove the noise
from the measured line pressure [76]

Ll(s) = ωc3
s+ ωc3

, (7-11)

where the corner frequency ωc3 is empirically found to give satisfactory results at 3 rad/s.

7-4 Tuning of the subsystem controllers

The initial subsystem controllers, derived in the previous section, are tuned to improve their
performance. In this section, first, the feed pressure control is optimized empirically. There-
after, the Pelton controller is improved by data-driven performance optimization using the
Extremum Seeking Control (ESC) method.

7-4-1 Tuning of the feed pressure controller

Several observations were made during the initial deployment of the feed pressure control.
While the hypothesis of a linear relation between speed and flow was confirmed, the different
operating pressure significantly altered the slope and base of the analytical relation. Due to
the beneficial performance of the integrator gain, the actual relation could easily be derived
from the steady-state values of the integral action. This resulted in the corrected parameters
kbsDh = 0.34 and kbb = 2200.

The eventual result of the feed pressure tuning is presented in Figure 7-14a and Figure 7-
14b. From the left image, it is observed that the disturbances of the high-pressure hydraulic
pumps do not significantly propagate to the boost pump speed. Furthermore, it is seen that
especially during transitions in speed, the integral action actively provides a control action.
Most importantly, the tuned feed pressure control results in a favorable, constant feed pressure
of 3 bar.
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Figure 7-14: The system is exposed to (a) a series of step responses on the high-pressure pump
speed. The tuned controller shows exemplary performance in (b) regulating the constant feed
pressure of 3 bar. The pressure at the boost pump shows the pressure loss over the centrifugal
filter.

7-4-2 Data-driven optimization of the Pelton controller

The Pelton controller is optimized to mitigate the effect of parameter deviations. ESC is
implemented to find the improved value of the feedforward gain. The ESC algorithm is a
model-free, data-driven optimization method. It seeks to minimize a cost function based on
the output of the system by altering the control parameters subject to optimization.

The scheme is illustrated in Figure 7-15. The system parameter is excited by a periodic
excitation signal

K̂pt = Kpt + a sin(ωet), (7-12)

where a sin(ωet) represents the dither signal. The frequency ωe has to be within the bandwidth
of the system dynamics, such that the same periodic excitation can be seen in the output of

f(K̂pt)

System

J(f)

Cost function

H

Ki/s L

a sin(ωet) 2/a

+ ×
Kpt

K̂pt

Figure 7-15: The block scheme of Extremum Seeking Control algorithm.
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the system. Furthermore, the amplitude a has to yield a significant signal-to-noise ratio to
clearly distinct fluctuation of the system from noise.

The perturbed system parameter then yields a perturbed output of the system. The aim is
to maximize the generated electrical power and therefore the system output is used directly,
obviating a cost function. The objective function is written in a Taylor series expansion

Pe(K̂pt) ≈ Pe(Kpt) + a sin(ωet)
∂Pe

∂K̂pt
+O, (7-13)

where O signifies higher-order terms. The signal is filtered through a high-pass filter to remove
the first steady-state DC-term. Consecutively, the signal is multiplied by the demodulation
signal 2/a sin(ωet) and gives

2 sin2(ωe)
∂Pe

∂K̂pt
+O = ∂Pe

∂K̂pt
− cos(2ωe)

∂Pe

∂K̂pt
+O. (7-14)

If the plant introduces a significant phase delay with respect to the frequency period, the
demodulation is compensated with a phase offset as well.

The choice of the integrator gain Ki determines the rate at which the system parameter is
updated and is a trade-off between convergence speed and stability. A low integrator gain
removes the contribution of the cosine located at a twice the dither frequency. Hence, the
signal fed to the integrator is filtered through a low-pass filter, leaving only the information
of the gradient. As such, the integrator gain can be increased to yield faster convergence.
The integrated gradient updates the system parameter

Kpt = Kpt,init +Ki

∫
∂Pe

∂K̂pt
(7-15)

where Kpt,init is the initial estimate derived in Section 7-3. Ultimately, the equation above
converges to the optimal value of Kpt as the gradient information converges to zero.

Application of Extremum Seeking Control

Consider below-rated operation around 30 bar for the application of ESC, such that there ex-
ists sufficient clearance for a perturbation on the system. feedforward based on the estimated
parameter then results in an initial nominal generator speed of 2100 RPM or 220 rad/s.

The generator drive is limited to a change rate of 20 Hz/s, which translates to an angular
acceleration 104.7 (rad/s)/s. From the derivative of Eq. (7-12), it can then be concluded
that a · ω should not invoke a change rate that exceeds this value. To remain within the
dynamics of the system, this opposes the limit a · ω < 0.052. As the system naturally follows
the desired set-point, it is assumed that this limitation supersedes the limitation opposed by
the bandwidth of the system.

The noise on the speed estimation of the generator drive typically lies within 10 RPM. To
yield a significant signal-to-noise ratio, the excitation of the system parameter is chosen at
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a = 0.0052 to result in an amplitude of 100RPM. The frequency of the dither signal is chosen
as ωe = 0.5 rad/s. Although higher frequencies may still respect the opposed limitation, this
frequency was chosen to conveniently obviate the phase offset in the demodulation signal.

The high-pass filter cut-in frequency is chosen as ωhpf = 0.3 rad/s, such that the harmonics
of the dither signal pass through. The low-pass filter cut-off frequency is chosen as ωlpf =
0.8 rad/s, to suppress the double dither frequency. Figure 7-16 shows the intended effects:
removal of the DC-term and double dither frequency, but leaving information on the dither
frequency intact. Lastly, the integrator gain is empirically found to give satisfactory results
at Ki = 1 · 10−4.

The process of ESC is displayed in Figure 7-17a and Figure 7-17b. The optimized value of
Kpt stagnates at a plateau of 0.082 after roughly 1000 seconds. Figure 7-17b shows that
the generator speed accurately tracks the shape of the perturbed feedforward gain, which
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Figure 7-17: The optimization by Extremum Seeking Control updates (a) the feedforward gain
and improves (b) the power. The generator speed accurately follows the perturbed feedforward
gain.
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Figure 7-18: The optimized feedforward gain is forced on the system around 105 s. It shows
that the (a) the generator speed decreases and (b) power production increases. The dashed lines
indicate the mean power plateaus of -27 W and 473 W.

confirms that the dither frequency lies within the bandwidth of the system. Lastly, it can be
seen that the power indeed increases from roughly −27W to 473W by applying the updated
value found with ESC.

Both images show that ESC optimizes the feedforward gain, which is confirmed by forcing
the feedforward gain Kpt during operation at a steady-state flow and pressure. The results
are shown in Figure 7-18a and Figure 7-18b, and evidently demonstrate that the optimized
value produces more power than the initial estimate. Simultaneously, the result also indicates
a significant issue with the Pelton turbine.

The torque sensor with speed encoder is located between the roller bearing hub and the
generator, and therefore only reflects the mechanical energy after the hub. The Pelton turbine
is operated without any external loads to reveal the mechanical losses in Figure 7-19. The
mechanical losses grow exponentially with speed and are therefore attributed to aerodynamic
resistance.
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Figure 7-19: The mechanical losses in the Pelton turbine grow exponentially with speed.
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Chapter 8

Conclusion and Recommendations

8-1 Conclusion

This thesis focuses on deriving an optimal control strategy for a seawater-hydraulic wind farm
with fixed-displacement pumps interconnected through a collective hydraulic network to a
centralized power station, referred to as the Delft Offshore Turbine (DOT) wind farm. The
difficulty herein arises from the combination of the fixed-displacement pumps and a collective
pipeline, imposing an equal hydraulic torque throughout the wind farm. At the same time,
the fluctuating wind speed throughout the wind farm results in a varying aerodynamic torque
per wind turbine. An imbalance between the aerodynamic and hydraulic torque accelerates
the wind turbines and results in the deviation from their individual optimal operating points.

The task of the control strategy derived in this thesis is to pursue the collective optimal
performance, while simultaneously safeguarding the maximum rotor speed in all wind tur-
bines. Conventional pitch control, as derived for the NREL 5-MW reference turbine, limits
the maximum rotor speed in both below- and above-rated conditions. Pitch control with a
fixed hydraulic torque satisfies as the control strategy for above-rated conditions. However,
a hydraulic torque control strategy to obtain optimal performance in below-rated conditions
does not yet exist and is derived in this thesis.

For the DOT, the optimal performance of the below-rated control strategy focuses solely on
the partial objective of maximizing power production. Since individual wind turbines deviate
from their optimal operating point, the collective maximum power production of the DOT
wind farm is thus far unknown. Therefore, the first sub-goal of this thesis is to identify the
hydraulic torque, equivalently pressure, that maximizes the power production for the multiple
wind speeds in the wind farm.

The multiple wind speeds throughout the wind farm are approached by its extremes. The
minimum wind speed reflects the wind turbine that can obtain the lowest pressure, while the
maximum wind speed indicates the wind turbine that can obtain the highest power. The
pressure maximizing the power production of these turbines is assumed to yield the collective
maximum power production for intermediate wind speeds as well.
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Each combination of extreme wind speeds is mapped to a maximum power production and
corresponding optimal pressure. To set a narrower focus on this maximum power production
map, the probability of each combination of extreme wind speeds is included. A statistical
analysis uses wind speed measurements of the existing offshore wind farm Egmond aan Zee,
leading to the 95%-probability interval used for the derivation of an optimal control strategy.

It is concluded that within the 95%-probability interval, the maximum power production is
obtained for pressures that all wind turbines can sustain. From the perspective of collective
optimal performance, control strategies based on conventional methods do not perform well
overall. The best below-rated control strategy is the use of feedforward of the optimal pressure
based on the extremes of the measured wind speed. In order to facilitate this control strategy,
the DOT requires a measurement or estimation technology to determine the wind speeds
throughout the wind farm accurately.

Towards the second and third sub-goal of this thesis, a numerical model is derived to reflect the
characteristics and dynamics of the DOT wind farm accurately. The subsystem controllers
in the complete control scheme of the DOT wind farm are designed, including a stability
analysis, and implemented in the numerical model.

Numerical simulations confirm the performance of the control scheme, which implements the
control strategy, in dynamic conditions. The rotor speeds are free to fluctuate in below-
rated conditions but remain limited to the maximum rotor speed through conventional pitch
control. The fluctuation of rotor speeds results in a varying flow. The spear valve controller
counteracts the varying flow to maintain the reference pressure. This concludes that active
spear valve control is a necessity for the DOT wind farm in below-rated conditions.

The DOT wind farm is compared with a conventional wind farm employing the NREL 5-
MW reference turbine. In rated conditions, the DOT wind farm power production is reduced
to 73.2% compared with the conventional wind farm. In a dynamic, below-rated numerical
simulation, the power production fluctuates around 72.4% of the conventional wind farm. To
offset power production losses, and reduce the Levelized Cost of Energy (LCOE), it is therefore
concluded that the DOT wind farm must provide at least an equivalent cost reduction in the
capital and operational expenditure.

A lab-scale test set-up is built to indicate discrepancies between the derived model and the
physical world, as stated in the fourth sub-goal. Due to unforeseen problems, the derived
maximum power production and control strategy are not validated by experimental data.
However, a partial validation is obtained through the design and optimization of two subsys-
tem controllers: the feed pressure and Pelton turbine controllers.

A feedforward feedback control scheme provides feed pressure control. The feedforward con-
trol action exploits a derived analytical relation between the pump speeds, while a feedback
action on the feed pressure removes residual steady-state errors. The steady-state values of
the feedback action update the derived analytical relation. Ultimately, the tuned feedforward-
feedback controller exhibited exemplary performance and underlined the competence of such
a control scheme. If the auxiliary systems of the DOT wind farm allow an analytical relation,
a similar control scheme should be implemented.

The Pelton turbine also uses a feedforward controller based on the analytical relation for
optimal power capture. An Extremum Seeking Control algorithm is applied and improved
the power production from -27W to 473W by optimizing the feedforward gain. The value of
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the optimized feedforward gain is corrected to 67% of the estimated value. The significant
difference led to the discovery of poor mechanical efficiency of the Pelton turbine as a result of
aerodynamic friction, whereas these losses are negligible in theory. A relatively high-pressure,
low-volume flow is inherent to the DOT and results in high velocities in the Pelton turbine.
This should be taken into careful consideration during the design of the Pelton turbine.
Furthermore, it is concluded that Extremum Seeking Control is an accessible, model-free
algorithm to optimize parameters.

8-2 Recommendations

Based on the results and conclusions of this thesis, several recommendations are discussed.

• The effect of multiple wind turbines on the maximum power production
In this research, the varying wind speed in a wind field is approached by its two extrema.
For simplicity, it is assumed initially that intermediate wind speeds do not significantly
alter the collective optimum. The approach can be formulated as the following steady-
state optimization problem

arg max
τr,h

nt∑
i=1

ηr,i(τr,h, βr,i, Vw,i)Pw,i(Vw,i)

s.t. ωr,i ≤ ωmax,

where nt is the number of wind turbines in the optimized wind farm, which is in this
case two, τr,h the collective hydraulic torque, βr,i the rotor pitch angle, Vw,i the wind
speed, Pw,i the available wind power and ωmax the maximum rotor speed.
The available wind power of wind turbine i depends solely on its wind speed. Subse-
quently, the rotor efficiency of wind turbine i is determined by its tip-speed ratio and
pitch angle. The tip-speed ratio is the result of the steady-state rotor speed based on
the balance between the hydraulic and aerodynamic torque. The pitch angle serves to
limit the torque coefficient if necessary, to meet the constraint on the maximum rotor
speed.
The inclusion of multiple wind turbines with intermediate wind speeds affects this op-
timization problem following two mechanisms:

1. Intermediate wind speeds that occur in multiple wind turbines, are weighted more
in the optimization problem.

2. Higher wind speeds have more available wind power and can contribute more to
the collective power production. Therefore, higher wind speeds are more dominant
in this optimization problem.

Hence, the inclusion of intermediate wind speeds may shift the collective optimum,
depending on the distribution of the wind speeds in a wind field.
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The operating points shown in Chapter 4 suggest that wind turbines with the average
wind speed would lie closely to the optimal power coefficient. Nevertheless, both afore-
mentioned mechanisms emphasize the operating points of these wind turbines and may
affect the collective optimum.

• A control strategy for wake effects
Accounting for wake effects is of tremendous importance to the DOT. As seen in this
thesis, the deviation in wind speeds leads to suboptimal performance of the DOT wind
farm. The presence of wake significantly increases the variance in wind speeds and
thereby inherently deteriorates the performance of the wind farm.
The minimization of wake effects is a popular topic, also for conventional wind farms
[85]. Control strategies to this end are devised, which implement yaw misalignment,
rotor tilting or deliberately pitching away for example.

• The effect of individual pipelines
The employment of individual pipelines allows individual optimal rotor efficiency. How-
ever, the Pelton runner wheel can only facilitate 4 to 6 nozzles, implying that for a wind
farm multiple Pelton runner wheels have to be employed [35].
Furthermore, the flow and pressure will vary in each line, resulting in different mass
flows and jet speeds respectively. The various momenta of the jets inevitably result in
suboptimal Pelton efficiency and unknown dynamics due to asymmetrical loads on the
Pelton runner wheel.
Both effects add complexity to the design of such a Pelton turbine, yet could provide a
better overall drivetrain efficiency.

• Replace broken components in the lab-scale test set-up
The lab-scale test set-up gives insight into the behavior of the physical components. An
excellent example in this regard is the Pelton turbine that showed different behavior
than expected from theory.
Moreover, the set-up can show how differences between the model and the physical
world affect the maximum power production. In doing so, the experimental data can
validate the derived maximum power production and control strategy.

• Below-rated pitch control for torque increase
In the current research, the pitch angle is maintained at fine-pitch for below-rated
rotor speeds. As a result, a wind turbine can increase its torque coefficient by 15% by
decreasing its tip-speed ratio. However, another increase of 0.8% in the torque coefficient
can be obtained by pitch actuation to negative pitch angles. While this appears a small
gain at the cost of actuation, it could have a sizable contribution to the annual power
production.

• Development of a variable displacement pump
A variable volumetric displacement allows control of the hydraulic torque and thereby
individual rotor speeds. Consequently, the rotor speed can be controlled to maintain
optimal tip-speed ratio and leads to individual optimal rotor efficiency. Even a modular
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activation mechanism as seen in Statoil-Hägglunds, IFAS and Artemis-Mitsubishi could
yield better results.

• Development of novel rotor blades
The torque and power coefficient of the rotor blades are considered as described for the
NREL 5-MW reference turbine. Reducing the tip-speed ratio below optimal tip-speed
ratio allows increasing the torque coefficient by 15% at an equivalent loss of 15% in
captured power. A new rotor blade design may improve the possible increase in torque.
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Appendix A

Model Parameters

The model parameters used for the numerical simulations are given in the following Table.

Wind turbine
Rated speed ωr,nom 12.1 RPM
Rated torque τr,nom 4.3e6 Nm
Rotor diameter Rr 63 m
Air density ρw 1.225 kg/m3

Combined moment of inertia (DOT) Jw 3.59e7 kgm2

Hydraulic pump
Rated speed ωp,nom 12.1 RPM
Rated flow Qp,nom 0.266 m3/s
Rated pressure ∆pp,nom 180e5 Pa
Rated volumetric efficiency ηv,nom 93.2 %
Dry friction coefficient Cf 0.02 -
Viscous damping coefficient ξp 50e3 Nms
Laminar leakage coefficient Cp 1e-9 m3/s/Pa
Volumetric displacement Dh 0.224 m3/rev

Hydraulic network
Circular pipe diameter Dp 0.5 m
Line length Lp 1000 m
Internal surface roughness ε 5e-5 -
Seawater density ρf 1026 kg/m3

Dynamic viscosity µ 1.3e-3 kg/m/s
Effective bulk modulus E 2.33e9 Pa
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Spear valve
Nozzle diameter Dn 0.1 m
Discharge coefficient Cd 0.95 -
Spear tip angle α 80 ◦

Spear actuator time constant τsv 1.69 s

Pelton turbine
Jet deflection angle β 165 ◦

Bucket friction factor ζp 0.85 -
Pelton actuator time constant τpt 3 s
Generator efficiency ηg 94.4 %
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Appendix B

Derivation of a Double-Segment
Pipeline State Space Representation

Consider a pipeline with two segments shown in Figure B-1. The pressure decay over the
branches is described by

pi − pc1 = R1Q1 + L1Q̇1 (B-1)

pc1 − pc2 = R2Q2 + L2Q̇2 (B-2)

pc2 − po = R3Q3 + L3Q̇3. (B-3)

By the law of flow continuation it holds for the hydraulic chambers that

Qc1 = Q1 −Q2 (B-4)

and

Qc2 = Q2 −Q3. (B-5)

The definition of hydraulic capacitance gives

ṗc1 = 1
C1
Qc1 (B-6)

and

ṗc2 = 1
C2
Qc2. (B-7)

Substituting Eq. (B-4) in Eq. (B-2) and rearranging the terms lead to
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L1 R1 L2 R2 L3 R3

C1 C2

pi pc1 pc2 po

Q1 Qc1
Q2 Qc2

Q3

Figure B-1: A representation of a double-segment pipeline.

Q̇c1 = − 1
L2
pc1 + 1

L2
pc2 −

R2
L2
Qc1 + R2

L2
Q1 + Q̇1. (B-8)

Eq. (B-6) and Eq. (B-8) then result in

p̈c1 = − 1
C1L2

pc1 + 1
C1L2

pc2 −
R2
L2
ṗc1 + R2

C1L2
Q1 + 1

C1
Q̇1 (B-9)

Similarly, substitution of Eq. (B-4), Eq. (B-5) and Eq. (B-8) in Eq. (B-3) gives

Q̇c2 = 1
L2
pc1 −

( 1
L3

+ 1
L2

)
pc2 +

(
R2
L2
− R3
L3

)
Qc1 −

R3
L3
Qc2

+ 1
L3
po +

(
R3
L3
− R2
L2

)
Q1

(B-10)

With Eq. (B-5), Eq. (B-7) and Eq. (B-8), Eq. (B-10) is rewritten to

p̈c2 = 1
C2L2

pc1 −
( 1
C2L2

+ 1
C2L3

)
pc2 +

(
C1R2
C2L2

− C1R3
C2L3

)
ṗc1 −

R3
L3
ṗc2

+ 1
C2L3

po +
(

R3
C2L3

− R2
C2L2

)
Q1

(B-11)

Subsequently, the output variables are given by rearranging Eq. (B-1) as

p1 = pc1 +R1Q1 + L1Q̇1 (B-12)

and rewriting Eq. (B-4) and Eq. (B-5) to

Q3 = Q1 −Qc1 −Qc2. (B-13)

Assume an equal diameter and segment lengths, than the hydraulic capcitance C = C1 = C2
and hydraulic inductance L = L1 = L2 = L3. Furthermore, the in- and output flows are
inserted: Q1 = Qi and Q3 = Qo.

S.C.M. van Didden Master of Science Thesis



89

Ultimately, the derived equations are combined in a state space representation:
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(B-14)



pi

Qo

Qc1

Qc2


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Appendix C

Initial and Stopping Conditions of the
Numerical Simulations

The numerical simulations are subject to several initial and stopping conditions. The initial
conditions prevent step responses of the system. The stopping conditions aim to prevent
physically improbable or infeasible conditions.

The initial pitch angle for below-rated wind speeds is set to the fine-pitch angle. In above-
rated conditions, it is approached by a one-dimensional linear interpolation for purposes of
simplicity. Assuming that the wind turbine operates near the optimal tip speed ratio in
below-rated conditions, the rotor speed is linearly dependent on the wind speed. Hence, the
initial rotor speed is estimated using an interpolation between the limits of the below-rated
wind speeds and their corresponding optimal rotor speeds. The maximum rotor speed is
taken for wind speeds in the above-rated region. The estimated initial rotor speeds dictate
most of the remaining initial parameters, following the equations laid out in Chapter 3.

The initial pressure of each pipeline is overestimated to prevent numerical errors and negative
flows during the start-up of the numerical model. As such, each pipeline is initialised at a
pressure 4 bars higher than its successor.

The simulations are stopped if the rotor speed of either wind turbines comes to a standstill.
Furthermore a static constraint is opposed to the rotor shaft torque of both wind turbines,
which is limited to the rated torque of the NREL 5-MW reference turbine at 4.18 MNm. This
constraint is implemented by monitoring for shaft torques exceeding the limit for more than a
minute. Similar conditions are set on the pressure in the system. The static pressure cannot
exceed 200 bar for more than 10 seconds and the dynamic pressure cannot exceed 400 bar.
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Appendix D

Derivation of the Ordinary
Least-Squares Estimation

The relation between the output power Pout of the Delft Offshore Turbine (DOT) wind farm
and the spear valve position x is estimated by the fourth-order polynomial

Pout(s) = β4x
4 + β3x

3 + β2x
2 + β1x+ β0, (D-1)

where βi represent the unknown coefficients and x the spear position. The series of numerical
results are rearranged to a column-vector and yield the matrix form

Pout = Xβ (D-2)

where X contains the column-vectors of values of x to each of the orders in Eq. (D-1) and
β is the vector of the unknown coefficients. As the name suggests, the coefficient vector β is
estimated by β̂ through solving the quadratic minimization problem

β̂ = arg min
β

(
‖Pout −Xβ‖2

)
. (D-3)

Given that the columns of X are linearly independent, the minimization problem has a unique
solution by solving the equation

XTXβ̂ = XTPout, (D-4)

where XTX is known as the Gramian matrix of X. Combined with the linear independence
of X, the Gramian matrix has the beneficial property of positive definiteness. Finally, the
ordinary least-squares approach then results in the estimated coefficient vector

β̂ = (XTX)−1XTPout. (D-5)
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Appendix E

Hydraulic Diagram and Components

The hydraulic diagram is included from page 97 onwards and the complete list of components
is given on page 99. The two boost pumps in the left of the hydraulic diagram, specified in
Table E-1, provide a feed flow to the rest of the system. Only the Calpeda pump is used
in this thesis. The feed pressure is monitored by four low-pressure sensors, the FirstRate
FST800-2000, listed in Table E-2. The maximum particle size of the feed flow is secured
by the filters given in Table E-3. The Cintropur filter leads to the high-pressure pump and
the EWP-USA to the Reverse Osmosis (RO) set-up. A pressure relief valve protects the
low-pressure network from pressures over 8 bar.

The high-pressure pumps in the center of the hydraulic diagram, detailed in Table E-4, feed
a pressurized flow to the RO set-up and the Pelton turbine. The flow is monitored by four
high-pressure sensors, the FirstRate FST800-211, and two temperature sensors, the FirstRate
FST600-212, given in Table E-2. Two pressure relief valves protect the high-pressure network
from pressure over 69 bar. Furthermore, an electrically actuated valve can instantly depres-
surize the system in case of an emergency stop.

In the right of the hydraulic diagram, the high-pressure network ends with the spear valves at
the Pelton turbine, specified in Table E-5. After the Pelton turbine captures the hydrokinetic
power, the water falls in the water tank located under the Pelton turbine.

Manufacturer Calpeda
Type NGX 6/22

Flow 0.5 - 8.4 m3/h
Speed 2800 RPM
Pressure 2.5 - 4.5 bar
Power 1.5 kW
Voltage 3 x 400 V
Temperature 0 - 35 ◦C

Manufacturer Grundfos
Type CRN3-11

A-FGJ-G-E-HQQE
Flow (max.) 3 m3/h
Speed 2900 RPM
Pressure (max.) 25 bar
Power 1.1 kW
Voltage 3 x 400 V
Temperature -20 - 120 ◦C

Table E-1: Specifications of the boost pumps providing the feed flow and pressure to the system.
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Manufacturer FirstRate
Type FST800-2000 FST800-211 FST600-202
Application Low-pressure High-pressure Temperature
Pressure 0 - 10 bar 0 - 75 bar 300 bar
Sensor signal 4 - 20 mA 4 - 20 mA 4 - 20 mA
Temperature -20 - 125 ◦C -20 - 85 ◦C 0 - 50 ◦C

Table E-2: Specifications of the pressure and temperature sensors that are used for monitoring.

Manufacturer Cintropur
Type NW500
Flow (max.) 28 m3/h
Pressure (max.) 16 bar
Membrane size 10 µm
Temperature 0 - 50 ◦C

Manufacturer EWP-USA
Type HPCF-B-5DC2
Flow (max.) 9 m3/h
Pressure (max.) 6 bar
Membrane size 3 µm
Temperature 0 - 45 ◦C

Table E-3: Specifications of filters ensuring the maximum particle size of the feed flow.

Manufacturer TheWaterHydraulics
Type MB160-M35
Speed (max.) 4000 RPM
Pressure (max.) 160 bar
Displacement 34.6 cc/rev
Temperature 2 - 50 ◦C

Manufacturer Elsto
Type H3G-160M-4
Power 7.5 kW
Voltage 3 x 400 V
Speed 1500 RPM

Table E-4: Specifications of (left) the axial piston motor, used as the seawater-hydraulic high-
pressure pump, and (right) the electric motor, serving as the wind turbine representation.

Manufacturer Elsto/Guglielmi
Type H3G-160M2-2
Power 15 kW
Voltage 3 x 400 V
Speed 3000 RPM

Pitch Circle Di-
ameter (PCD)

0.325 m

# of buckets 30
Deflection angle 168◦

Manufacturer Belimo/Guglielmi
Type LVC24A-MP-TPC
Nominal flow 3.6 m3/h
Nozzle diameter 6 mm
Spear tip angle 50◦
Actuator force 500 N
Actuator stroke 15 mm
Actuator speed 0.43 mm/s

Table E-5: Specifications of (left) the Pelton turbine with the electric generator and (right) the
spear valve with actuator.
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Family Diagram label Supplier Manufacturer Details

Boost Pump HW01-BP Lenntech Grundfos Grundfos_CRN-3-11-A-FGJ-G-E-HQQE

Frequency Drive E02-FD Bonfiglioli Bonfiglioli ActiveCube EtherCAT

Boost Pump HW03-BP Calpeda Calpedaa_NGX6-22

Frequency Drive E04-FD Bonfiglioli Bonfiglioli ActiveCube EtherCAT

Filter HW05-FI Lenntech EWP-USA HPCF-B-5DC2

Filter HW06-FI Cintropur Cintropur_NW500

Pressure Relief Valve HW07-PR Goetze Goetze 451 bFK-20-f-f-20-20 PTFE

Pump HW08-PU The water Hydraulics Janus M30 35cc

Rotex Coupling M09-RX KTR Rotex 38 Standard

Electromotor E10-EM Elsto H3G-132M-4

Frequency Drive E11-FD Elsto Bonfiglioli Bonfiglioli ActiveCube EtherCAT

Pressure Relief Valve HW12-PR Goetze Goetze 451 bFK-20-f-f-20-20 PTFE

Spear Valve HW13-SV Belimo LVC24A-MP-TPC

Pump HW14-PU Hydroton TheWaterHydraulics Janus M30

Rotex Coupling M15-RX KTR Rotex 38 Standard

Electromotor E16-EM Elsto H3G-132M-4

Frequency Drive E17-FD Elsto Bonfiglioli Bonfiglioli ActiveCube EtherCAT

Pressure Relief Valve HW18-PR Goetze Goetze 451 bFK-20-f-f-20-20 PTFE

Spear Valve HW19-SV LVC24A-MP-TPC

Pelton Turbine HW20-TB

Torque Sensor E21-TS NCTE NCTE Series 3000

Generator E22-GE Elsto H3G-160M2-2

Energy Recovery Device HW23-ERD Lenntech Danfoss iSave_21plus

Frequency Drive E24-FD Lenntech Danfoss VLT Aqua Drive FC 202

RO-membranes HW25-RO Lenntech DOW Filmtec SW30-4040 & H4E4G1 pressure vessel

Pressure Relief Valve HW26-PR Goetze

Reservoir HW27-RS

Reservoir HW28-RS

Reservoir HW29-RS

Manual valve HW30-MV Fluiconnecto

Manual valve HW31-MV Fluiconnecto

Manual valve HW32-MV Fluiconnecto

Check Valve HW33-CV Fluiconnecto PH-Hydraulik  RD-I-G3/4”

Manual valve HW34-MV Fluiconnecto

Manual valve HW35-MV Fluiconnecto

Air Relieve Valve HW36-AV Fluiconnecto

Electric valve HW37-EV

Frequency Drive E38-FD Elsto Bonfiglioli

Pressure transducer E40-PT Firstrate FirstRate FST600-202

Pressure transducer E41-PT Firstrate FirstRate FST600-202

Pressure transducer E42-PT Firstrate FirstRate FST800-211

Flow transducer E43-FT IFM SM9000 SMR21XGXFRKG/US

Pressure transducer E44-PT Firstrate FirstRate FST800-211

Temperature transducer E45-TT Firstrate FirstRate FST600-202

Pressure transducer E46-PT Firstrate FirstRate FST800-2000

Pressure transducer E47-PT Firstrate FirstRate FST800-2000

Flow transducer E48-FT IFM SM7000 SMR34GGXFRKG/US-100

Temperature transducer E49-TT Firstrate FirstRate FST600-202

Pressure transducer E50-PT Firstrate FirstRate FST800-2000

Pressure transducer E51-PT Firstrate FirstRate FST800-2000

Pressure transducer E52-PT Firstrate FirstRate FST800-2000

Pressure transducer E53-PT Firstrate FirstRate FST800-211

Flow transducer E54-FT IFM SM7000 SMR34GGXFRKG/US-100
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Appendix F

Electrical Drawings and Components

The electrical cabinet was designed and manufactured under supervision of Elsto, as shown
in Figure F-1. The complete electrical drawings are shown from page 102 and components
from page 111. The low- and high-voltage systems are completely separated in the design
of the electrical cabinet to prevent electromagnetic disturbances. Both systems have their
own mains supply entering the cabinet on the left side. The mains power supplies go directly
to two mains switches, which are operated on the outside of the cabinet. The mains cables
continue to two separate terminal blocks that distribute the power in the electrical cabinet.

Each subsequent line is protected by a (magnetic) circuit breaker directly after the power
distribution. On the high-voltage side, the power lines to the variable frequency drives pass
through line chokes to remove harmonic distortions. All drives are connected to a high-voltage
DC-bus, which employs double fusing. On the low-voltage side, an AC/DC-converter supplies
power to an Uninterruptible Power Supply (UPS) to ensure continuity of the control systems,
even during loss of power. Field fuses protect further components after the UPS.

Figure F-1: The manufacturing process of the electrical cabinet at Elsto Drives & Controls.
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Glossary

List of Acronyms

AC alternating current

DOT Delft Offshore Turbine

ESC Extremum Seeking Control

FFT Fast Fourier Transform

LCOE Levelized Cost of Energy

LIDAR Light Detection And Ranging of Laser Imaging Detection And Ranging

LPV Linear Parameter Varying

MPPT Maximum Power Point Tracking

NREL National Renewable Energy Laboratory

OWEZ Offshore Windpark Egmond aan Zee

OTEC Ocean Thermal Energy Conversion

PLC Programmable Logic Controller

PCD Pitch Circle Diameter

PALM Parallelized Large-eddy simulation Model

RO Reverse Osmosis

TRL Technology Readiness Level

TSR Tip Speed Ratio

UPS Uninterruptible Power Supply

VFD Variable Frequency Drive
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