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Preface
Dear reader,

This thesis is for anyone who is is thrilled to learn about Multiparty Computation (MPC) and data mar
ketplaces at the same time. As it is in the title, I have worked on the privacy preserving technology
(PPT) MPC which situates itself in the field of cryptography. I explored what kind of effects this PPT
had on consumers and tried to reveal their willingness to share automotive data on the socalled MPC
enabled data marketplaces. I aimed to do this by hands of a constructed stated choice experiment,
where consumers were educated on the technology MPC and on data marketplaces and thereafter
they were shown different MPCenabled data marketplace alternatives which deviated in the factors
risk of data disclosure, data control, trust (in terms of herding effect) and benefit. I estimated different
types of models and ranked the factors on basis of the respondents’ revealed preferences.

Personal note, in terms of process this research also requires some reflection notes. The agenda
was always tight, doing research, performing experiments and writing things down. It was proven to
be more difficult to launch a survey and comply with all laws and regulations set up by the ethical com
mission of the TU Delft. Certain phases as the start of the data collection took way more time than
expected. Positive was that the amount of respondents came in very fast and the data analysis phase
could start quickly. Perhaps, most of the hardships are found by problem demarcation. Where strong
boundaries can lead to clarity, it can also limit the research in a way. Chosen was for strong boundaries
regarding research on MPC in a userbased way, however this narrowed the research down too much
in the author’s experience and left out the very technical properties of MPC.

In spite of the fact that these hardships were clear lessons for future studies, being the captain of your
own research and being able to execute and set sail in my own research was a very nice experience
and will always be remembered.

Christian van Aalst
Rotterdam, August 2021
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Executive Summary
Over the last several years, the volume of data generated by the Internet of Things (IoT) has expanded
at a rapid pace around the world. These often very detailed sensor data could be utilized by many
different parties in order to improve services. This same tendency is seen in the automotive sector,
where lots of data are gathered by newer and smarter cars. However, despite the fast data collection,
car businesses seldom utilize this potential value. One way to make better use of automotive data is
to share it with others via data marketplaces. Furthermore, data gathered by increasingly smarter cars
is often very sensitive data. By aggregating and analyzing these car data, other parties can learn a lot
about individual car users which could be experienced as unpleasant. Therefore, Multiparty Compu
tation (MPC), a fairly new technology that facilitates encrypted and anonymized data sharing, tries to
overcome this problem in order to increase worldwide data sharing.

Academics and businesses realize that these data marketplaces have huge potential but most of
the research done on MPC is very technical. As Multiparty Computation is a fairly unknown and not
yet massively adopted application and also not specifically on data marketplaces, it is unclear to what
extent car users are willing to provide their car data. The scientific problem herein is to find the con
sumers’ preferences in the main measurable data sharing factors which influence consumers’ data
sharing behavior on MPCenabled data marketplaces. By finding and retrieving the weights of these
factors, conclusions can be drawn on how to improve these data marketplaces by improving important
factors. This paper aims to explore the consumers’ preferences of MPCenabled data marketplace fac
tors to reveal the consumers’ willingness to share automotive GPS data on data marketplaces in order
to enhance data sharing and increase (road suggestion) products and thereby overall innovation. This
knowledge can then be utilized to create a data marketplace in which data providers are more likely
to join. To scope this research, the research is situated in the automotive sector which is considered
advanced in terms of IoTdata generation and digitalisation.

Regarding the research gap, four research questions were revised in order to formulate a recommen
dation for reaching the research goal: ’Understand the factors affecting the willingness of consumers
to participate and share automotive data on MPCenabled data marketplaces by analysing the relative
importance of data marketplace factors which consumers value when participating as data providers
within data marketplaces’. The first research question was based on finding the most important and
measurable factors which affect consumers’ willingness to share automotive data based on compar
isons with other data sharing sectors as most research on data sharing is in the medical, academic
and ecommerce sector. This question was developed to obtain a first qualitative set of factors which
are key in data sharing and appropriate to use in future quantitative stated choice experiments. Then,
the next research questions was focused on revealing the relative importance of these included data
sharing factors. This question was answered in order to gain the quantitative insights in the ranking of
each factor, to have a better understanding of the relative importance and to have the knowledge to find
the most important bottlenecks in data sharing on MPCenabled data marketplaces. The third research
question was focused on checking whether there are differences among consumers in valuing different
data sharing factors. This way, we could check whether models and consumers have differences in
their ’taste’ on the factors. This way, different models could be compared and statements could be
drawn about the ranking of the models to have a word about which model to use in defining the con
clusions. The last research question was based on attaching a general conclusion to the research and
the obtained answers on the aforementioned three research questions to draw a final conclusion or
recommendation.

To answer the first research question, literature research was conducted in order to find appropri
ate and measurable data sharing factors. To analyse the user valuation of these data sharing factors,
the stated choice method was considered a appropriate method as users can hardly value a factor
based on a single question. Users do not know themselves how important a factor is, however by
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extracting their tradeoffs in stated choice experiments, their preferences for specific factors could be
extracted. During the process the literature process, 4 factors were considered appropriate in terms of
importance and measurability to include in the stated choice experiment. The factors which were incor
porated were risk of data disclosure, the probability in terms of amount of incidents per 100 incidents
which were hypothetically probable when sharing automotive data on MPCenabled data marketplaces.
Data control, the amount of control the user had within the process of data sharing via MPCenabled
data marketplaces. This could either be in a centralised or decentralised form. The difference is about
the storage and processing of the data during the MPC process, whereas a centralised setup saves
and processes the data on a central server, the decentralised setup saves and processes the data in
the users’ own car. Trust, in terms of a herding effect, is about the way consumers make decisions.
The herding effect shows that various consumers might imitate each other as consumers are inclined
to think that other consumers are better informed and know what is right. This way, consumers herd
and follow each other. Benefit, which is about the amount of money users retrieve on a monthly basis
for sharing their automotive (GPS) data on monthly basis on MPCenabled data marketplaces. An
online survey was constructed to set up a stated choice experiment which was completed by 428 re
spondents. By processing the data with a discrete choice modeling (DCM) approach, an evaluation of
the components was obtained, as well as their associated corresponding values. The analysis derived
from research question two showed that risk of data disclosure was far most important to consumers,
closely followed by benefit. Trust followed and data control was least important to consumers. The third
research question was answered by analyzing and comparing different types of models and showed
that the MixedLogit model (ML) was the best in explaining the obtained choice data. This model, in
corporated and showed that there exists variety of taste among consumers when valuing the different
factors. The fourth research question was answered by bundling the obtained information of aforemen
tioned answers.

The results show that the feature importance of all factors is distributed as follows: Risk of data
disclosure (38%), Benefit (30.3%), Trust (17.2%) and Data control (14.5%). This means that risk is
good for 38% of the total importance of an alternative which is based on a combination of the four
factors. What is important to see is that benefit is by far the second important factor. consumers value
the amount of benefit over having more control over their automotive (GPS) data or more general trust
in the MPCenabled data marketplace. It is also shown that the benefit factor is not linear. The first
increase in benefit from 0 to 10 dollar increased utility far more than an increase from 10 to 20 dol
lars. Furthermore, as the ML model explains the data best, it is shown that there is taste heterogeneity
within the population when considering different alternatives. This means, as mentioned in the previous
section, that consumers value factors differently as for example the factors risk of data disclosure or
benefit. Different consumers have different preferences regarding which factors are important.

In terms of willingness to pay (WtP), in general, consumers are willing to deteriorate their low risk
position (1 incident in 100 occasions) to moderate risk (5 incidents in 100 occasions) by receiving 9.50$
on a monthly basis. For an additional 20.40$, even to high risk. Consumers are very sensitive to risk
of data disclosure. Furthermore, on average, consumers are willing to receive 6.90$ less on a monthly
basis to have the MPC protocol installed at their own car to keep the data in their own car and have
decentralised computations to share their data in a encrypted and anonymized way. Furthermore, by
indexing consumers on different privacy concerned categories, it was shown that these three types of
consumers (Privacy Fundamentalists, Privacy Pragmatists and Privacy unconcerned consumers) do
not make significant different choices whenever it comes to choosing the most preferable MPCenabled
data marketplace to share their GPS automotive data on.

In the end, it is recommended to data marketplace platform owners to focus on the factors risk
of data disclosure and benefit in order to attract more data providers and fulfill the demand of data
consumers. This means, that beforehand the MPCenabled data marketplace platform release, the
techniques preserving privacy are solid. Thus by investing in data security and data security mainte
nance, these platform owners can mitigate the risk of data disclosure among data providers. Benefit,
is like risk of data disclosure, a very costintensive factor. By ensuring that each data provider receives
the right and fair amount of money in exchange for his or her data, consumers are more willing to share
their automotive GPS data on MPCenabled data marketplaces. These are by far the most important
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factors to data providers in deciding whether to use aMPCenabled datamarketplace to tradeGPS data.
This would mean that improvements of concerns of trust and data control would have far less effect in
general. For other researchers, it is advised to focus on more complex factors within data sharing on
MPCenabled data. One may seek to dig deeper into MPC by introducing the option to be informed by
a consent form, the probability of having malicious parties in the data sharing group, sharing different
types of automotive data. Moreover, interviews could be valuable in asking the users themselves which
factors they would find important in sharing automotive data on MPCenabled data marketplaces. As
the included factors in this thesis were based on comparisons with other data sharing sectors within
literature, users could come up with very different factors. As noted before, mostly general attributes
were included in this choice experiment and under limited and simple attribute levels in order to make
the experiment understandable for respondents and measurable in the analysis. It is also possible to
dive into the deep understanding of these general attributes, in forms of qualitative research. As men
tioned before, MPC is still relatively new and behavioral user experience is lagging behind as it is not
operational yet. Furthermore, as most research on MPC and MPCenabled data marketplaces is very
technical, it is important to also focus on the value proposition side of MPCenabled data marketplaces
in order to attract data providers and realise MPCenabled data marketplaces. These types of research
can yield new insights.
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1
Introduction

If people were unbound from all obstacles that exist in data sharing, this would increase huge amounts
of opportunities to increase innovation and wealth. Multiparty Computation (MPC) could enable the
removal of these barriers and could be groundbreaking in accelerating data sharing. However, the shift
to this emerging technology will impose multiple challenges which need to be faced first. Consequently,
the context of exchanging data and Multiparty Computation will be presented in 1.1, and the potential
and barriers of MPC are briefly stated. This thesis is situated in the automotive field, because the
automotive field is full of data sharing opportunities and an important source of accelerating internet
of things (IoT) data generation due to increasingly smarter cars. Per primarily research, the problem
statement is identified in 1.2. Then, the goal of the research is stated in 1.3. Then first, in 1.4 the
academic and societal relevance are addressed. Thereafter, questions leading to the research goal
are stated in 1.5. The research design is discussed and visualised in 1.6 and a structure and outline
of this thesis in 1.8. In the end, the context wherein this project is situated is addressed in 1.7 and a
comment on the suitability of this thesis within the MSc’s program in addressed in 1.9.

1.1. Research Context
While worldwide data and loads of information captured by car usage increase massively, data shar
ing with automotive firms stagnates. M. Chen, Mao, and Liu (2014) and Kaiser et al. (2018) already
stated that IoT applications generate large volumes of data everyday which could be very valuable to
car manufacturers or telematics providers to make room for consumertobusiness (C2B) data sharing.
IoT data are thus very valuable for improving and monitoring business processes or even for the (re
)construction of (new) business models in the automotive field (Noronha, Moriarty, O’Connell, and Villa,
2014). IoT data could thus be more and more valuable when it is shared to businesses (I. Lee and Lee,
2015).

However, while data sharing could generate more value due to aggregation, sharing sensitive data
is not without risks. Due to an increase in the gathering of sensitive information by online businesses
and a number of additional breaches in recent years, privacy research has gained traction in the sys
tems engineering sector (Harborth and Pape, 2020). Even inside public organizations, there are still
substantial hurdles to data exchange and reuse. The social and economic consequences of a poten
tial disclosure of sensitive information (e.g. personal data and trade secrets) are frequently the primary
reasons for people and organizations refusing to share their data (OECD., 2019). It is unclear whether
individuals can effectively assess the dangers associated with data sharing, allowing them to give in
formed permission for using their personal information (Skatova et al., 2013). Moreover, as users are
unaware and lack understanding of many possible privacy threats and consequences (Harbach, Fahl,
and Smith, 2014), users make intuitive risk judgements as a result of their lack of awareness of probable
outcomes (Bal, Rannenberg, and Hong, 2015). Plus it is shown that by rewarding people for sharing
their data, this can increase the willingness to share (Jian and Jeffres, 2006; S. Kim and Lee, 2006),
without decreasing the risks.

2
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Recent years it has become clear that data sharing could accelerate innovation and welfare world
wide. This is true because it brings companies multiple benefits: as data can be exchanged and it can
generate revenue (Thomas and Leiponen, 2016) or shared to other companies to improve businesses
(Dwaikat, Money, Behashti, and SalehiSangari, 2018; Kumar, Pugazhendhi, Muralidharan, and Murali,
2018; Veselovská, Kožárová, and Zavadsky, 2018). Due to these facts, there have already multiple
data marketplaces been risen up where all sorts of data is traded (Arzberger et al., 2004). However,
whereas in the Dutch Horticulture industry a start is made in trading data among businesses via data
marketplaces and by regulation (De Prieëlle, De Reuver, and Rezaei, 2020), the automotive sector
is one of the first sectors where data marketplaces reached some form of maturity (Bergman, 2020).
Nevertheless, due to a combination of regulations and safety reasons in combination with difficulties
in stating data ownership, there still exists a lack of data sharing in the automotive industry (Mosterd,
Sobota, van de Kaa, Ding, and de Reuver, 2021). Furthermore, based on multiple interviews done by
Agahari (2020), car manufacturers often tend to have no idea about what to do with the obtained user
data. As there are thus many privacy related terms which preserve data sharing, active firms often tend
to just store the data to avoid risks. Moreover, by trading these sensitive data to other companies which
can in turn aggregate these data with their own data to increase its value  the manufacturers which
are willing to share data actually deteriorate their own marketposition vis à vis. This current business
climate often leads to the decision to keep the data safe and sound on own servers which opposes
data sharing. Due to this sphere, consumers are indirectly also not incentivised by carcompanies to
contribute their data on data marketplaces.

Because of the secretive nature of the automotive sector, which generates multiple types of sensi
tive data  consumers come up with well understood privacy or security concerns for rejection of data
sharing. Hence, it is important for data marketplace owners to construct new secretive tradingmethods
on data marketplaces which strive to encourage automotive C2B data sharing to attract consumers and
start accelerating tradings. These new ways of sharing IoT data from the automotive sector will make
data governance an important topic as data sharing poses many legal issues, for example about data
ownership and the way it may or may not be distributed (Cheong and Chang, 2007).

Nonetheless, the growth of the world’s connectivity generated by the increasing use of the inter
net has created vast amounts of opportunities for parties to jointly calculate functions by entering their
private data. However, within the pools wherein multiple participants share data, not always all par
ticipants are trusted. Generally, participants in such pool can be divided in trusted, partially trusted
and even nontrusted actors. The latter two cause privacy concerns. Here, MultiParty Computation
(MPC) comes in to ensure that no private inputdata is revealed to other participants (Canetti, Feige,
Goldreich, and Naor, 1996). One of the first works on MPC was done by Yao (1986), whereafter many
more researchers started researching on MPC in the mid 80’s and 90’s. Noticeably, there seems to be
a big gap in literature within the years 2000 to 2015, till first MPC thoughts in the automotive context
about car traffic where proposed.

Today there are alreadymultiplemethods to achieve this goal of secretive sharing, but the encryption
and sharing of data byMultiparty Computation on data marketplaces seems to have enormous potential.
MPC is a cryptographic technique which allows to distribute data among parties without disclosing the
sensitive data (Archer et al., 2018; Choi and Butler, 2019; M. de Reuver, Fiebig, Agahari, and Faujdar,
2020; Zhao et al., 2019). This thus allows for transition towards MPCenabled data marketplaces which
offers consumers the opportunity to safely share their sensitive automotive data without disclosing it.
However, Kanger and PruulmannVengerfeldt (2015) identified barriers which withhold MPC from being
used. As MPC is still a relatively unknown and complex technology to understand, this could lead to
consumers not feeling the need for MPC. Furthermore, the Usable and Efficient Secure Multiparty
Computation (UaESMC), a project of the European Commission, identified barriers in terms of data
visibility and transparency (Toldsepp, PruulmannVengerfeldt, and Laud, 2012). However, currently the
willingness of consumers to share data with automotive companies MPCenabled data marketplaces is
still unknown. Since it is often not explicitly said why consumers refuse or fail to involve in exchanging
automotive data on MPCenabled data marketplaces(Gubbi, Buyya, Marusic, and Palaniswami, 2013),
it is valuable for MPC software developers which try to increase the speed of this move to a exchanging
culture, to look into consumerbehaviour on data marketplaces to determine their preferences and
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tradeoffs in automotive data sharing by MPC. The scientific contribution herein lies, to distinguish and
show the importance of these barriers in a well set up experiment in order to improve that perceived
level of adaption of MPC.

Figure 1.1: Vehicle usage data used by various actors (Kaiser et al., 2018)

The research is positioned within the automotive sector, as cars are currently getting more and
more advanced electronic addon services (IoT) that generate data, allowing them to serve more as a
central platform, driving a change in the value proposition (Athanasopoulou, Bouwman, Nikayin, and
de Reuver, 2016). This way, everyday, more and more data is gathered which is key for data shar
ing on MPCenabled data marketplaces and therefore increases innovation and welfare. Figure 1.1
clearly illustrates the current situation and potentials in the automotive sector when data sharing oc
curs. Hence, by gathering these loads of data, security and privacy are the core topics to talk about in
the willingness of people to share data (Viereckl, Ahlemann, Koster, and Jursch, 2015).

People’s inclination to exchange information in datamarketplaces is influenced by a variety of known
and unknown factors that vary by person and industry. Literature describes a bundle of common fac
tors in data sharing within the C2B automotivesector: trust (Kanger and PruulmannVengerfeldt, 2015;
M. Spiekermann, 2019), the amount of data control (Koutroumpis, Leiponen, and Thomas, 2017, 2020,
the risk of data disclosure (Koch, Krenn, Pellegrino, and Ramacher, 2021) and current benefits (Derikx,
De Reuver, and Kroesen, 2016). In addition, based on conjoint analysis of Derikx, De Reuver, and
Kroesen (2016), personspecific characteristics such as age, gender and educational level are show
ing to have significant influence on in the willingness to exchange automotive data of customers. In
this research, we are going to compare these very concrete and measurable factors with other sectors
and perform the stated choice experiment in the context of MPCenabled data marketplaces.

1.2. Problem Description
The data created by IoTequipment is primarily owned by the manufacturers of these devices but is
frequently private consumer data (Javaid, Zahid, Ali, Khan, Noshad, and Javaid, 2019). External par
ties on the other hand, may benefit from access to such data; the difficulty is granting them permission
on terms that data owners deem appropriate. There’s a chance to create a data marketplace where
IoTusers can sell personal automotive data and data buyers can buy it. Academics and businesses
realize that these data marketplaces have huge potential (Mišura and Žagar, 2016). However, much
research on data marketplaces is too technical or about; the pricing of data (Fricker and Maksimov,
2017) and value proposition (M. Spiekermann, 2019), or marketing data (Leon et al., 2013), but hardly
any research is done on the willingness of people to share on these data marketplaces. To reach a
strong platform, both data suppliers and customers need to adapt to the platform. This makes it impor
tant to study on why customers do or do not adapt to these platforms in order to contribute to literature
on C2B data sharing via central platforms.
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Academics are realizing that MPC could create value in various sectors and on multiple societal
fronts (Bestavros, Lapets, and Varia, 2017; Lapets et al., 2018; Lapets, Volgushev, Bestavros, Jansen,
and Varia, 2016). Furthermore, most of the past research onMPC is technical, but little research is done
on the user research of MPC. Also, hardly any research is done on the effect of MPCtechnology on
data marketplaces yet (Roman and Vu, 2018). There are enormous amounts of studies performed on
revealing the consumer’s willingness to share data in general, however most of these studies are about
health data (K. Kim, Sankar, Wilson, and Haynes, 2017), scientific data (Ghosh, 2018) or ecommerce
data (Sarkar, 2015), and very limited in the automotive setting. The automotive setting could be seen
different due to its commercial aspects and its sensitive data whereas health and scientific data often
is situated in a noncommercial setting and ecommerce data not involves sensitive data. Therefore,
as the automotive sector reaches out to commerciallytinted sensitive data, this sector differentiates
among the sectors where consumers behavior in data sharing is studied extensively. Specifically, it is
not yet studied which factors within automotive data sharing in a MPCenabled data marketplaces are
most explaining consumer willingness to share data.

Therefore, it is interesting to investigate which of these factors are the most important for people in
order to help the companies which are developing data marketplaces to focus on the most important as
pects. Perhaps software developers are focusing mostly on reducing of risk of data disclosure whereas
trust is far more important. Or the focus is mostly on the amount of control people have over their data
whereas the amount of benefit people get is more important. And so on, business developers could
be mostly focusing on the business model and the benefits whereas people might be less interested in
benefits and are more aware and worrying about the security of their data. The problem is thus, that
it is yet unknown what data sharing factors on MPCenabled data marketplaces are most important
to consumers. A combination of all these aspects will translate into ”MPCconfigurations”, which will
consist of variations of all these factors together.

The research problem in this context is thus visioned from perspective of the data marketplace de
velopers. These are seen as the problemowner in this research as they want to clarify which factors
are important to people in order to improve these and thus attract more people in automotive data shar
ing to enable car manufacturers in aggregating these data to improve their services. Within the context
of the knowledge gap relating the unknown willingness of people to share data in C2B automotive data
marketplaces that is described earlier  this paper aims to explore the effects of data marketplace fac
tors on the consumers’ willingness to share automotive data on data marketplaces in order to enhance
data sharing.

To achieve this, understanding which factors influence the willingness to share data via MPC
enabled data marketplaces is vital in order to improve people’s interest in sharing automotive data
and participate in data marketplaces.

1.3. Goal of this study
The study’s goal will be to address the stated research gaps and provide a specific solution that will
help solve the given scenario. Below, the research goal is stated:

Understand the factors affecting the willingness of people to participate and share automotive data on
MPCenabled data marketplaces by analysing the relative importance of data marketplace factors

which people value when participating as data providers within data marketplaces.

To put it another way, the research will investigate the factors that influence citizens’ interest in
engaging in a data marketplace for automotive data, as well as the respective value of these factors.
By comparing the factors, this will be accomplished. Gaining an understanding of the important as
pects and their relative importance will help figure out what needs to be done to change the current
dataexchange environment. As a result, in order to fulfill the study’s goals, this study will be problem
solving and practiceoriented.
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The goal of this exploratory study is to collect and analyze quantitative data in order to identify trends.
(Goundar, 2012). To explore the potential and people’s willingness to share data via MPCenabled
data marketplaces, discrete choiceexperiments are envisioned to be the right tool to accomplish this.
This method of examining actors’ behavior using Discrete Choice Modeling (DCM) could be regarded
as exploratory in nature. (Salampessy et al., 2015). Also, the appeal of data marketplaces and the
illustration of causal links can be shown between factors in addition to identifying patterns. As there is
a lack of understanding of the current functioning of MPCenabled data marketplaces, this is consistent
with the overarching purpose of this study, which is to visualize the influence of MPC in specific data
marketplaces and contribute to global data sharing acceleration.

1.4. Practical and Academical relevance
The practical relevance of this study is to get more insight into the relative importance of factors that
influence the participation of automotive data providers on MPCenabled data marketplaces. These
digital platforms allow automotive firms and telematics providers to collectively create value with these
data. This data marketplace could be seen as a multisided platform which enables the interaction
between participants as data providers and automotive firms (S. U. Lee, Zhu, and Jeffery, 2017). To
have a successful platform, the amount of data providers is very essential. These platforms are typified
by the network effects, which indicate the correlation between providers and endusers (M. de Reuver,
Sørensen, and Basole, 2018). When data markets reach a critical mass of demand, additional end
users are likely to enter as the service will become more attractive. Thus, for sustainability reasons,
this study could bridge the gap to increase the supply of data which is highly relevant and an important
research aspect regarding online platforms (M. de Reuver, Sørensen, and Basole, 2018). The partic
ipation of both sides is needed but it is yet unclear how this participation is guaranteed. Furthermore,
value development is a driver to keep ahead of the competition, so not utilizing a significant part of
future value which can be utilized is undesirable. Awareness of what data providers consider to be
essential in joining a data network and providing data to share with the community will help to ensure
data provider participation. Platforms typically seek ’generativity’, which refers to the platform being a
selfcontained system capable of producing new content, structure, or behavior without the need for
feedback from the system’s creator (Tilson, Lyytinen, and Sørensen, 2010).

Whenever it comes to the academical relevance of this thesis, because little has been known about
why consumers falter or refuse to share the automotive data (Gubbi, Buyya, Marusic, and Palaniswami,
2013), knowing which considerations are relevant would contribute literature in the data sharing envi
ronment. As a consequence, when academics know which factors are important to consumer in data
sharing on data marketplaces, this could be generalized and further used in technical research on data
marketplace architectures or the types of usage of privacy preserving technologies on these platforms.
In the end, this research in consumer valuation of various factors in automotive data sharing on data
marketplaces, contributes with a proposed ranking of factors, to literature by giving an overview of
the important data sharing factors to focus on in further research. This will also assist researchers in
analysing the value from the rapidly increasing amount of produced IoT data as sharing IoT data with
other organizations is closely correlated with value creation from IoT data (Jernigan, Ransbotham, and
Kiron, 2016).

1.5. Research Questions
Solving the study questions would give the necessary competence to accomplish the abovementioned
research goal. The MPC technology is expected to have multiple direct and indirect (covariables) im
pacts on peoples’ perspective of data sharing, such as impacts on trust, on perceived data control, or
on preserved privacy levels. At this step, there is not yet considered which attributes to include in the
choice experiments. To answer this question, we need to consult the literature and reports on MPC
and consider ourselves which of the dozen of attributes seem most likely to have impact on peoples’
choice behaviour. This way, the choice experiment does not get too big for respondents to argue their
choices. The first subquestion will gather:
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1: What factors could drive consumers’ choices regarding sharing automotive data on MPCenabled
data marketplaces?

After the retrieval of sufficient responses, it is important to analyse which attributes thus play a sig
nificant role in explaining directions of choices to generalize findings for the population. This way, the
results can be used in further research in conceptualising MPCenabled data marketplaces. By obtain
ing the choice data, this will provide a list of the respective values within the field of sharing data via
these types of data marketplaces:

2: What is the relative importance of factors that influence the willingness of consumers to join and
share data in MPCenabled data marketplaces?

It is important when comparing different configurations of MPC, that the implications and limitations
in the relative importance are clearly addressed. This way the over and underestimations of the re
trieved results are mentioned and the validity and reliability of the performed research can be discussed.
Therefore, different models are estimated and sociodemographic effects on the main factors will be
tested.

3: How does the respective value of factors differ across different people?

The last research question is aimed at analysing the results of all prior research questions in order
to translate the findings into a clear story and to have a word to improve the willingness to share
automotive data by data providers which are in fact car users or people in general. These revelations
may assist people in getting a greater understanding of the conditions that led to the knowledge gap
that this study is looking into.

4: What are the policy inferences of the factors and their respective value?

1.6. Research Design
After identification of the data sharing factors within the automotive sector by extracting literature, ques
tion 1 will be answered qualitatively. Essentially, this research is a quantitative research as multiple
explorative methods are used to answer the other research questions. As explorative research is about
collecting and analyzing numerical data which can further be used to find certain patterns (Goundar,
2012), discrete choiceexperiments are set up in order to obtain stated preferences of consumers in
data sharing onMPCenabled data marketplaces. This Discrete ChoiceModeling (DCM)method for an
alyzing consumers’ behavior, can be described as explorative in nature (Salampessy et al., 2015). Be
sides finding patterns, attractiveness for specific combinations of factors can be estimated and causal
relationships can be shown. This fits with the overall goal of this research which consists of visualising
the effect of combinations of data sharing factors on peoples’ willingness to share automotive data. Fur
thermore, sampling will be done via a respondent pooling platform where respondents are incentivised
by monetary benefits to collect the data efficiently. The respondents group will be broadly based on all
adults without other requirements.
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To structure this research, a research framework is set up to visualize the process and make it more
clear. Figure 1.2 shows the research framework which is a schematic representation of the research
and shows the steps to reach the research objective (Verschuren, Doorewaard, and Mellion, 2010).
In the first step (a), literature review is performed on the comparable data sharing factors in different
sectors in order to use these in the automotive sector. In step b, literature is searched on the three core
concepts as sharing behavior in automotive sector, data marketplaces and MPC. Step a and b form the
fundament of step c, here the choice experiment is constructed and released. Then, in the final step
(d), data analysis will be performed and will be used to estimate the logit models and reveal consumer
preferences for certain data sharing factors on MPCenabled data marketplaces. Finally, in step d, the
conclusion and recommendations will be drawn and these will be compared to the obtained literature.

Figure 1.2: Research Framework

1.7. Context of this Research Project
As the automotive sector seems a potential field for first implementation of data sharing platforms,
providers of these platforms or providers of certain data sharing methods (as SafeDEED) are very in
terested in this innovation already. This research paper, wherein automotive C2B willingness to share
in data marketplaces by MPCtechnology is analysed, is part of a larger PhD Research Project which
in terms is embedded in the larger European SafeDEED (Safe DataEnabled Economic Development)
project.

The SafeDEED ambition within the field of data sharing is to accelerate the data sharing process,
together with knowledge institutions as car manufacturers, automotive suppliers or telematics service
providers. The SafeDEED project brings together experts from the fields of cryptography, data analyt
ics, entrepreneurial ventures, and law to work on strengthening security systems, increasing trust, and
spreading privacyenhancing solutions. Their goal is to do this via MPC.

1.8. Outline of this thesis
To begin with chapter 2, this part is all about determining the factors related to the consumers’ willing
ness to share sensitive data in various sectors. This way, comparisons can be made with other sectors
and factors can be obtained which can eventually be of value in data sharing in the automotive sector.
Here, the focus lies in retrieving factors, selecting measurable factors and defining these measurable
data sharing factors. It is about fining literature which underline the importance of these factors and
aggregating these findings to current research. This subsection is the essence of this research and
needed to construct the choice experiment and the answer research question 1.

In chapter 3, the first part is about the core concepts as the background and domain. Here data
sharing in the automotive sector, data marketplaces and the MPC technology are described. These
three parts form the theoretical background and domain wherein consumer data sharing is analysed.
As data marketplaces and MPC are relatively new concepts, this is argued necessary.

In chapter 4 and 5, themethodology and the experimental design are proposed. Choices for multiple
models and techniques will be well argued. The experimental design will be shown which respondents
will fill in later on. In this chapter, the core of the experiment will be constructed in order to perform the
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analysis part in the next chapter.

In chapter 6, the results of the survey and are presented including the analyses. Different models
will be estimated and their model fits will be drawn. furthermore, estimations on the factors and signifi
cance levels will be stated. Research questions 2 and 3 are answered in this chapter.

In chapter 7, the results will be attached to multiple conclusions plus limitations and these will be
discussed. Recommendations on future research will also be given. In this chapter, an answer will be
given on the fourth research question.

1.9. Suitability with MSc Program
Because of three factors, this thesis project is exceptional for the MSc Engineering & Policy Analysis
degree.

Firstly, this research has a clear technical component embedded: investigating consumers’ prefer
ences regarding the data sharing factors on MPCenabled data marketplaces for identifying the willing
ness to share data through discrete choice modeling (DCM). These results can be further used to focus
on themost important aspects of data marketplaces by data marketplace owners or developers of MPC.

Secondly, the main flaw that is causing the situation is Europe’s innovation shortfall of low growth,
insufficient innovation and environmental and societal grand challenges (Commission et al., 2012). It
is vital to develop breakthrough technologies and transform them into innovations (new products, pro
cesses, and services) that are adopted by the rest of the economy in order to enhance future produc
tion efficiency. Therefore, this research has a strong societal aspect to it: contributing to the ‘Decent
Work and Economic Growth’ and the “Industry, Innovation and Infrastructure” Sustainable Develop
ment Goals of the United Nations. This way, it is possible for creation of decent jobs and improved
living standards. Furthermore, enhanced data trading allows for more efficient resource utilization and
stimulates research and development, both of which can help to unleash vibrant and challenging eco
nomic forces that produce revenue and jobs.

Lastly, this research covers multiactor involvement. Consumers provide data which is the funda
ment for all actors in 1.1 to start data sharing. Data marketplace owners have to be involved in supply
ing the platform, and software developers are needed to provide the technology and knowledge to help
consumers and private automotive firms in providing the correct environment for these innovations to
comply to the governmental laws and ethical values.

This demonstrates that this is a study of a sociotechnical process that requires both technical and
institutional expertise, making it appropriate for a thesis project in the MSc Engineering Policy Analysis.



Part II

Literature Research

10



2
Factors relevant to willingness to share

on MPCenabled data marketplaces
In this chapter, first the literature review strategy is described in 2.1. Then, the literature review is
performed and focused on people’s incentives and subsequent factors which affect their willingness to
share data in other sectors in 2.2. These factors will be mapped and chosen based on generalizability,
measurablility, and perceived importance. Thereafter, in in 2.3, the factors which are deemed relevant
in this statedchoice research are addressed and more indepth literature is sought on these factors.
The same holds for the demographic variables which will are potentially affecting the willingness of
people to share data on MPCenabled marketplaces. Thereafter, a conclusion is drawn on the factors
in the experiment in 2.4.

2.1. Literature review strategy
This study can be defined as a method of collecting and summarizing prior findings in a methodical
manner (Baumeister and Leary, 1997; Tranfield, Denyer, and Smart, 2003). Reviewing literature by a
decent methodology is very important and critical to successive findings in any educational way of re
search (Webster andWatson, 2002). By integration of findings, literature reviews can address powerful
research questions like no other study does (Snyder, 2019). Structuring a literature review is deemed
necessary to discover clear knowledge gaps and to determine the need for further investigation (Levy
and Ellis, 2006). However, the traditional ways of describing the current literature often lack systemati
cal approaches or transparency on all research done in the field (Tranfield, Denyer, and Smart, 2003).
It frequently indicates a lack of understanding or the correct information needed to make decisions
about the integration of various studies. Therefore, in this study, it is important to look at both sides of
the evidence instead of selective cherrypicking, otherwise problems within the results and conclusions
sections can arise (Snyder, 2019).

In this literature review, the proposed approach by Levy and Ellis (2006) is taken as guiding strategy
to create structure. Three steps are distinguished. In this systematic way, this research will be con
ducted. Step 1 is conducted in order to explicate the reasons of individuals to share personal data and
connect the most relevant data sharingfactors to this concept (current Chapter 2). Step 2 will be used
to explicate everything about data marketplaces and sharing data in the automotive sector (Chapter
3). Then, step 3, shows all about the MPCtechnology and why the included data sharingfactors are
influenced by MPC (Chapter 3).

Furthermore, as key terms to search for will probably yield many articles on the web, the right ap
proach is required to check which sources are valuable to include in a evaluation (Snyder, 2019). First,
criteria will be set up (i.e. Year of publication, Language of the article, Method). In this literature review,
scientific papers, conference papers and journals beyond the year 2010 are mainly included in order to
build further on the most current information. The repositories which will be used to retrieve the relevant
studies are Google Scholar and the TU Delft library database. Only Dutch and English written papers

11
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are considered in order to speed up the process by avoiding translation issues. Sources are mainly
retrieved by hits on keywords and forward and backwards snowballing to stay in the line of research.

In table 2.1, an overview of all used keywords is stated where the review is based on. Some of the
sources where already obtained by reviews for the research proposal, these might deviate from the
systemic approach, but this seems not a big problem. The systematic literature review was aimed to
provide theoretical foundation for the main study, the stated choice experiment. This literature review
was divided in three different parts as data sharing, automotive data on data marketplaces and MPC.
To compose a broad literature of instant sources, plenty of search terms were used.

For the topic ”data sharing”, searched was at how individuals experience this and what factors they
find important when sharing data. After obtaining a first glimpse of the factors and different fields, a
choice was made to narrow the scope to a small group of factors to do a more detailed literature study
on these afterwards. These factors were narrowed down on the criteria: generalisability, measurability,
and perceived importance. Thereafter, more literature was searched on these factors by specifically
stating these factors in the search terms (”trust”, ”risk and benefits”, ”data control”). Thereafter, for
finding interaction effects, basic demographics as ”Age”, ”Gender” and ”Education” were added to ex
plore if these demographic factors affected people’s willingness to share in other fields (as medical,
academical and ecommerce sectors) or preferably in data sharing in the automotive sector. To gain
knowledge about how data marketplaces work, different synonyms were used for data marketplaces:
”emarketplace”, ”data platform” and ”data market” delivered relevant sources. Moreover, these terms
were linked to the terms ”automotive”, ”car” or ”vehicle” in order to find information on specific automo
tive data marketplaces. The same held for the literature search on MPC, Multiparty Computation has
many different forms: ”Secure Multiparty Computation”, ”Multiparty Computation”, ”MPC”, ”SMPC” etc.
For every category, each iteration, the complete first page of hits was scanned for relevant sources.
Relevant sources were researched till these yielded no relevant additional information anymore. The
following table shows the search terms which were used during the literature research process.

Thus, by splitting the material into three parts (Section 2.22.4, Section 3.13.2.4, and Section 3.3
3.3.3) the major purpose of this study is to make a clear perspective of the underlying base of informa
tion. Data sharingfactors, automotive data on data marketplaces and the MPC technology section. In
all sections, a conclusion section will be included to show why the read information is important to start
each next chapter. To summarize, all deemed relevant data sharingfactors will be addressed, automo
tive data marketplaces will be explained, and the MPC technology will be introduced and elaborated
more closely. In the end, all these obtained information will be used as fundament for the next phase:
the experimental design.
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Table 2.1: Literature Review Search Terms

Topic Search Terms

data sharing data sharing AND (individuals OR consumers)
”data sharing” AND online
data sharing AND ”risks and benefits”
”data sharing” AND trust
”data sharing” AND ”herding effect”
”data sharing” AND ”data control”
”data sharing” AND ecommerce
”data sharing” AND ”social media”
”data sharing” AND ”academic sector” OR ”research”
”Privacy calculus” AND ”benefit structure” AND ”gender differences”
”Age” AND ”willingness to share data”
”Educational level” AND ”willingness to share”
”Educational level” AND ”willingness to share” AND dataplatform AND (vehicle OR
car)
”familiarity with technology” AND share AND data

data marketplaces ”Internet of Things” AND (”willingness to share” OR adoption OR acceptance) AND
(”data platform” OR emarketplace OR data marketplace) AND privacy
”willingness to share” AND ”data marketplace” AND (vehicle OR car)
emarketplace AND adoption OR acceptance
(”privacy preserving technologies” OR ”privacy enhancing technologies”) AND
(”data marketplaces” OR ”data markets” OR ”datamarketplaces”)

MPC ”Multiparty Computation” OR ”Multiparty Computation” OR ”Secure Multiparty
Computation”
(SMPC OR MPC) AND data AND ”automotive”
MPC AND (applications OR ”Usecases”)
MPC AND ”anonymization technologies”
MPC AND privacy AND data
”multiparty computation” AND ”secret sharing” AND ”datamarketplace”

2.2. General data sharing factors by individuals over other sectors
Why do people share data? One might assume that people have certain reasons to share personal or
sensitive data. The way one investigates these reasons for sharing data has a lot to do with the way
of interpreting peoples’ concerns which are related to the willingness to share data and the things they
gain by sharing data. The willingness to share data is influenced by various types of factors which we
will try to explore in the this section.

In this research, to keeps things clear, we will follow an utilitarian view on privacy which implies that
privacy can be given up again other forms of utility (i.e. money). This is true as long as the benefits
exceed the sacrifices of losing privacy. This is important to mention, because our approach to the will
ingness to share is based on utilitarian models. Privacy concerns can be defined as a deviation of the
required privacy interest and privacy interest which are satisfactory. So to summarize, in this research,
we assume that people strife to obtain happiness and this is reached by an obtaining things with the
highest utility. So, it is assumed that sharing data brings people thus something that increases their
utility and this increases happiness which is the main goal in life. Based on this assumption, research
for reasons and factors for data sharing will be conducted in order to use these in the stated choice
experiment to deviate utilities and find patterns.

There are multiple different fields where individuals are already willing to share data. The medical
sector, the academical sector or think of social media platforms or ecommerce. It is interesting to dig
deeper in the motives for data sharing in these sectors and try to connect these to data sharing in the
automotive sector as in this sector the research is shallow. Are there factors that could be similar in
the automotive sector? Let us split up each field and search for individual’s factors which affect data
sharing in these fields and try to connect them with data sharing in the automotive sector.
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2.2.1. Medical Sector
In a systematic literature review by Nanibaa’A et al. (2016) of individual’s perspectives on data sharing
in the US, 4659 adult participants were asked to share their information with other academic institutions.
92% of the participants were willing to share data with academical institutions. The majority was posi
tive in donating the data because this could lead to advancements in future research. Around 40%
recognized the benefits of sharing but wanted to share as long as the potential risks were disclosed
or the data to be restricted (Haga and O’Daniel, 2011). Furthermore, the study was not able to perform
analyses on interaction effects of demographic factors due to most of the respondents did not consent
for those analyses. A quite similar study in the US, performed by Sanderson et al. (2017), showed
that there was little to no evidence that suggested that differences in sociodemographic factors lead to
interaction effects in people’s willingness to share sensitive medical information. Another study, of the
Vanderbilt University showed that 18.5% of the 4050 staff respondents were more likely to share data
with the university’s biobank than with the national database (Brothers, Morrison, and Clayton, 2011).
Other studies showed that most people are concerned about the fact that the government could access
the database, 39% would not consider would not provide their biomedical data if governmental parties
could access these (Beskow and Dean, 2008). Most of these respondents mentioned to mistrust the
government and police having access to these types of data (Hiratsuka, Brown, and Dillard, 2012).
They pledged for more transparency from the researchersside about how the data is handled and
stored.

Other study by Bell, OhnoMachado, and Grando (2014), asked 70 healthy respondents if they
were willing to share their health records for research purposes. This research showed that the volun
teers were more comfortable when they were given the options to choose about which portions of their
healthcare data would be shared and with which institutions or persons. 83% showed had a strong
preference on having control over their own specific data and 68% of the respondents mentioned that
they were having serious privacy concerns about the situation that their data would be used for un
known profit purposes (Bell, OhnoMachado, and Grando, 2014). However, 80% of the respondents
were still in favor of data sharing to improve quality in the care for everyone while there is general dis
trust in the project (Dixon et al., 2014). The indications for control on their own medical data affected
their behavior in a positive way towards the willingness to share. Again transparency and data con
trol were important factors for the decision to share medical data for research. Other factors were the
type of healthinformation (Whiddett, Hunter, Engelbrecht, and Handy, 2006) or own health condition
(Willison et al., 2009), the level of anonymity (Mamo, Browe, Logan, and Kim, 2013), and the type of
funding of the research and which type of actors they were sharing their data to (Willison et al., 2009).

Although sharing participating member clinical trial data offers potential benefits, several pharma
ceutical sponsors and researchers have advised caution due to worries about possible danger to re
search participants. The opinions of clinical trial participants about the hazards of data sharing are
mostly unknown (Mello, Lieou, and Goodman, 2018). Mello, Lieou, and Goodman (2018) conducted
a survey on the risks of sharing medical information where 771 participants from three medical cen
tres were attracted. This was done by mail and by waiting room hardcopied papersurveys. Their
study showed that merely 8% of the respondents were feeling that potential negative consequences
outweighed the benefits of sharing data. This induces that there people do not feel that there are many
risks involved. The greatest concerns were that the sharing of data would make other less willing to join
clinical trials (37%), 34% thought that these data could be used for marketing purposes, 30% saw the
danger that the data could be stolen. Far less concerns were in the range of discrimination (22%) or
the exploitation for profitable purposes (20%). The potential to undermine patient identity and privacy
is perhaps the most serious danger in clinical data exchange, and one that has been underplayed to
some extent. When patients engage in clinical studies, researchers make a promise to protect their
privacy (Rosenblatt, Jain, and Cahill, 2015). This could be one of the reasons that few people are
having strong concerns about the risks of data sharing in the medical field.

A European based study on motivations for data sharing for research in diabetes by Shah et al.
(2019) showed that attitudes towards data sharing diverges between countries on protecting privacy,
beliefs about risks and corresponding benefits and advancing research. Around 50% showed that data
control is important, and control over with whom the data is shared is more important than which types
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of data are shared. Danish people found control on data types more important and Dutch respondents
more on with whom the data was shared. The findings state than even with anonymized data, people
prefer privacy above all other things. Resulting conclusion was that a movement from consent forms
about data use and reuse could be better adapted to participantspecific choices about with whom to
share with and which types of data (Riordan, Papoutsi, Reed, Marston, Bell, and Majeed, 2015; Shah
et al., 2019).

2.2.2. Ecommerce sector
Within the ecommerce sector, tons of data are also shared every day. The Internet has grown in im
portance as a marketing tool as a result of fast technological advancements, causing privacy issues
(L. Chen and Liu, 2015). Individuals and companies benefit from the acquisition, use, and exchange of
private information online (Sánchez and Viejo, 2017). It is shown that the reasons for sharing data in
the ecommerce sector are dependent on the attitude the customer has towards the way the data is or
will be handled (Anic, Škare, and Milaković, 2019). This also allows for the limits of people’s autonomy
and the misuse of their private details (identity fraud, spying, scamming, prejudice, and manipulation),
all of which have a detrimental impact on internet companies as well as the implementation of new
information communication technologies (ICT) (Acquisti, Brandimarte, and Loewenstein, 2015; Choi
and Butler, 2019). Recent events have sparked heated debate over what should be done to safeguard
people’s privacy and howmuch data control customers should have over internet purchases (Sánchez
and Viejo, 2017).

Not only data control is important to the consumer, their beliefs about the possible risks and danger
of data disclosure also play a role according to Anic, Škare, and Milaković (2019). It is the company’s
reputation which displays the trust of consumers in the way they handle their customers’ personal data.
Therefore, the perceived risk people feel by sharing ecommerce data to specific companies, plays
a particular role in the decision whether to share their data. D. J. Kim, Ferrin, and Rao (2009) also
highlighted the supreme role of trust and risk in the context of decisions in online shopping. The per
ceived risk relates to trust in a sense, whether these companies handle the sensitive data properly
is based on trust as consumers cannot check in detail where or how these data is stored (Y. Chang,
Wong, LibaqueSaenz, and Lee, 2018). Also, on the internet, sensible governmental management en
hances perspectives and reduces both perceived danger and increases peoples’ willingness to share
data (Choi and Butler, 2019; Dienlin and Metzger, 2016.

2.2.3. Research data sector
The research data sector is about researchers and academics sharing their research papers and mak
ing these publicly available on the internet. Data is an intellectual asset that helps to scientific develop
ment, according to the findings. Data generated by academics or research groups can be reanalyzed
and processed by other scientists using various methodologies or techniques to uncover new informa
tion or discoveries in this setting. By literature search, several factors were found which influence data
sharing behaviour with regard to research data. Chawinga and Zinn (2019) comes up with the following
factors; absence of compensation, control over the data, fears of data misuse and seniority and
age.

Following Chawinga and Zinn (2019), missing of benefits is themost important factor for researchers
to not share research data. It’s not odd that most studies mentioned compensation as a barrier to data
sharing since it appears that data sharing provides researchers with few or no intrinsic advantages;
they can only be acknowledged or credited by reusers. This way, besides being responsible in ad
vancements in science and minimizing total research costs, the individual researcher has no additional
reason to share his or her results with other researchers.

Then, as also in the ecommerce, the amount of control which persons or institutions have over their
own research papers, are found important in researchers’ data sharing behaviour. Scientists seeking
control over their data do not imply they are afraid to disclose it; they simply want to know how the
information is stored, how it’s used, and for what reasons it is being used, as well as be credited or
credited by others who are utilizing it. Likewise, in Germany, 80 percent of academics said that main
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taining control over shared data was critical (Fecher, Friesike, and Hebing, 2015). As there are certain
ambiguities around sharing data in popular data sharing platforms, academics may want control over
their data. Intellectual property rights are one of the unsolved issues (Milia et al., 2012). Because giv
ing academics more control over their data motivates them to disclose more, the study indicates that
academics should have sufficient control over the data they disclose when formulating institutional and
national research policy.

Another factor which tends to influences the willingness of researchers to share data is the fear of
data misuse. Misuse incidents decreased the willingness of academics to share research data (Cragin,
Palmer, Carlson, and Witt, 2010). Data can be used for intentional misuse as ”falsification, commercial
misuse, competitive misuse or flowed interpretation” (Fecher, Friesike, and Hebing, 2015, p. 16).

In the end, it is shown that older and more senior researchers were more willing to share research
data with other researchers as they value data sharing more than young academics (Milia et al., 2012).
Young researchers are often less skilled and their research data is of low quality and therefore they
afraid of posting their research online (Chawinga and Zinn, 2019). Whereas, older and senior aca
demics are more mature and see the bigger picture of advancements in research and thereby are
more willing to share their research data (Tenopir et al., 2011).

2.3. Selection of general data sharing factors
The previous section lighted a glimpse on comparable data sharing sectors and the subsequent fac
tors found in literature research. The factors which will be used in this research will be based on the
provided information of the previous section. These factors are chosen based on the aforementioned
criteria as generalisability, measurability and perceived importance. The chosen factors are likely to af
fect peoples’ willingness to share automotive data on MPCenabled data marketplaces. In this section,
a selection is made to include themost important factors which will be included in the choice experiment.

After the first literature scanning on factors in different sectors than the automotive sector, the follow
ing factors were found by comparing and looking to the aforementioned different sectors. The following
table 2.2 shows which factors were commonly mentioned and whether these are chosen to be in line
with this study’s purpose.

Not all factors are included for further investigation, a selection is made. To speak of the factors
Risk of Disclosure and Data Control, these are seen as keyfactors which influence the willingness to
share data when compared to Wang, Duong, and Chen (2016). It is always important to be aware of
the risks within data sharing and it is important to know what your capabilities are in measurements of
the amount of control as mitigation measure. These two factors are expected to be important to people
in the automotive field of data sharing (Treiblmaier and Chong, 2011).

Furthermore, the factor Trust is also included. More investigation is needed about why trust influ
ences data sharing behaviour. This factor is assumed to be relatively complex to design.

The factor Benefit is expected to be important (Chawinga and Zinn, 2019). As it is known that people
are sensitive to monetary or nonmonetary benefits (, people could be able to throw privacy concerns
overboard in exchange for benefits. This is interesting and insightful relative to the other factors. This
could give insights to what extend risk, data control or trust are accepted in exchange for some sort of
value.

In the end, the factors Age, Gender, Educational level and familiarity with the technology, are in
cluded and these are measured as sideeffects. These are assumed to be the covariables which could
give insight in the differences between respondents. All factors and covariables will now be further in
vestigated in detail in each subsection, to gain more knowledge and definitely decide whether to include
them in the experiment or not.
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Table 2.2: Factors found by comparing sectors

Factor Sector(s) Generalisable
to automotive
sector?

Measuarable
to concrete
levels?

Perceived
relevant?

Chosen
for this
study?

Risk of data
disclosure

Medical, Ecommerce,
Research

Yes Yes Yes Yes

Data Control Medical, Ecommerce,
Research

Yes Yes Yes Yes

Trust (herding
effect)

Medical, Ecommerce,
Research

Yes Yes Yes Yes

Institution to
share with

Medical No No No No

Purpose of
sharing

Medical Yes Yes No No

Type of data Medical Yes No No No

Benefit Medical, Ecommerce,
Research

Yes Yes Yes Yes

Gender Medical Yes Yes Yes Yes

Educational
level

Medical Yes Yes Yes Yes

Advancement
in future
research

Medical, Research Yes No No No

Reputation
sharing part
ner

Ecommerce No No No No

Governmental
laws and
regulations

Ecommerce Yes No No No

Data misuse Research Yes No No No

Seniority or
Age

Research Yes Yes Yes Yes

2.3.1. Risk of Data Disclosure
While technology advances, different definitions of sensitive data rise on the web. In this paper, we see
sensitive data as information that people want to keep classified, unless specific parties are granted
permission by the owner of these sensitive data (Pretty, 2020). Moreover, we follow OECD. (2019) and
define the factor risk of data disclosure as; the probability of a data breach which can be determined
as a loss due to unautherized parties having access to to personal data which is due to failure of the
organisation to completely safegaurd these data via privacy preserving techniques. In this study only
automotive data is targeted. Due to the high confidentiality of these data, these data are often paired
with strong laws and regulations to discourage cybercriminals (Skatova et al., 2013). Sensitive data, as
defined by the courts, is information that must be secured from unlawful disclosure and named person
ally identifiable information (PII). If these data falls in the wrong hands, this could turn out very badly
for the consumer and the platform owner. Important to note, in this study we simplify the factor risk of
data disclosure by leaving out the risk of data disclosure which go beyond data security. OECD. (2019)
state that these risks are based on contractual agreements and consent forms between data providers
and consumers in data sharing and are about sharing data to third parties. This is also important, but
left out in our scope on MPCenabled data marketplaces.
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An important factor in datasecurity of online data sharing is the amount of risk which is involved.
This risk is mostly based on the level of encryption of the data on the centralised or decentralised servers
(Rao and Selvamani, 2015). This is about the risk of decryption of the sensitive automotive data which
is shared in good trust. It is rather difficult to address the amount of risk which is involved in a single
process as this is also dependent on the parties involved. Risk of data disclosure can be addressed
by probabilities in terms of percentages. Often, risk is not concretely addressed and defined by ordinal
values as ”High”, ”Medium” or ”Low” risk (Koch, Krenn, Pellegrino, and Ramacher, 2021). These val
ues are often based on the amount of occasions in the past. In Koch, Krenn, Pellegrino, and Ramacher
(2021), the risks of information disclosure are defined on the likelihood and the impact in the LINDUNN
methodology which is based on Linkability, Identifiability, Nonrepudiation, Disclosure of information,
Unawareness and Noncompliance. Priorities are attached to these different cases which clearly out
lines where to stress on in data sharing applications in order to keep this safe. Trabelsi, Salzgeber,
Bezzi, and Montagnon (2009) performed a study in data disclosure risk evaluation and came up with
statistical tools to evaluate data disclosure risk. This is a more technical approach and was linked to
combinations of attributes within a dataset and their combined probability of information disclosure was
calculated. This approach is more solid, however still based on many probability assumptions and very
difficult to assess in this type of research. MPC is not yet implemented which denies the possibility to
retrieve a basis of disclosure incidents to use as starting point.

A risk assessment is thus often based on estimations on the possible impact and the likelihood a
malicious attack may have. This impact assessment is further highly based on the type of data which
is shared (Krasnova, Spiekermann, Koroleva, and Hildebrand, 2010; Skatova et al., 2013). Some
types of automotive data have higher value or contains more sensitive information than others. This
is something which varies and needs clarification within the experiment. In the experiment this type of
data will be fixed on automotive GPS data, as it is expected that most respondents are familiar with
this type of data is every respondent makes the same assumption on the type of data which is shared.
This is important as this highly affects the way people perceive the level of risk of data disclosure (Xie,
Teo, and Wan, 2006).

2.3.2. Data Control
This factor is based on the control which users have to mitigate data disclosure and to increase the
datasecurity. The opportunity to define which data will be shared and to decide how the data is shared
to preserve datasecurity. This is the only lever consumers have to mitigate databreaches. As full pre
vention of security breaches is impossible, it is therefore valuable for users to have knowledge about
which steps to perform in mitigating the damage (Dhillon, 2015). This control can translate itself in
measures of instructions, feedback and levers to cancel the computationprocess. Data Control is very
dependent and related to the platform architecture. Low data control comes with a centralised archi
tecture, whereas high data control relates to a more decentralised architecture where the data stays at
your own car during the computation process.

M. Spiekermann (2019) constructed a taxonomy for data marketplaces in order to give an overview
and to categorize different types of data marketplaces. One of these factors is the factor platform
architecture, which is about the platform design. A distinction can be made between centralised, de
centralised and hybrid platform architectures (M. Spiekermann, 2019). For the centralised approach
this means that data is provided by different suppliers on a central server which enables better control
on the data. This overcomes all types of technological difficulties for data providers and consumers. On
a decentralised architecture, the data is kept at the supplier’s which raises technical difficulties regard
ing processing and storage of data but increases the datasovereignty. Furthermore, a decentralised
architecture enables direct trades, which is possible by distributed ledger technologies (DLT) such as
blockchain where trades are verified by market participants (Koutroumpis, Leiponen, and Thomas,
2017, 2020). Hybrid architectures bundle these two architectures by decentralised trading and supple
mentary technical support in forms of infrastructure from the centralised platform architecture. It may
be interesting to include the factor Platform Architecture as consumers can be affected in datasharing
behaviour by this factor.

S. Spiekermann (2007) worked on the first researches regarding data control in ubiquitous comput
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ing environments using privacy enhancing technologies. She assumed that when users experience a
certain sense of data control, they indirectly experience themselves exercising the right of privacy. She
defined 6 different catagories within control; Power, Contingency, Helplessness, Choice, Information
and easeofuse. The choice to choose between architecture types and thereby the amount of control
one has, is an important aspect within this study. By letting people choose between different types,
makes people feel they have certain power to steer the outcome to the desired outcome (Langer and
Abelson, 1983). In this case about sharing automotive data via data marketplaces, this would imply that
respondents can easily state where there data is stored during the computation process. Furthermore,
a study performed to discover the factors of selfdisclosure on social media by Xu, Dinev, Smith, and
Hart (2008), showed that control perceptions affect peoples’ formation of privacy concerns. Krasnova,
Spiekermann, Koroleva, and Hildebrand (2010) stated that literature back then already provided useful
insights into the factors on data sharing and information disclosure. They found that benefit, control,
and beliefs relating to risk and trust are the main factors whether to share data or not. They all have a
certain amount of overlap and affect each other. Trust, data control and benefit can be riskreducing
factors for platform participants (Krasnova, Spiekermann, Koroleva, and Hildebrand, 2010). Malhotra,
Kim, and Agarwal (2004) concluded that among these factors, data control could be viewed as the
most active component in preserving privacy.

Wang, Duong, and Chen (2016) also did research on peoples’ intention to disclose personal infor
mation via mobile apps. This factoranalysis research was also based on privacy calculus perspectives.
They built up on Culnan and Armstrong (1999) who found that consumers have a reduced sense of
being invaded and become less concerned about disclosure risk if they feel they have certain control
over their information and how it will be processed. So by offering a high level data control, this miti
gates the concerns about the involved risks in their personal data being processed (Malhotra, Kim, and
Agarwal, 2004). See figure 2.1 how the factors are assumed to interact in a data sharing environment.

2.3.3. Trust (Herd Effect)
Trust is often described in a way of a person or institution’s confidence on the fact that the other party
will behave integer and responsibly conform the rules. As there is trust between two parties, this means
that parties are convinced that they will meet the rules and expectations of agreements and do not ex
ploit each others’ weaknesses (Pavlou, 2002). These weaknesses are dependent on the context in
which trust is needed. In the scope of current research, these weaknesses lie in the sensitive automo
tive data of consumers which is used by other parties in the MPC process to compute functions (see
3.3.1).

Before engaging in a data marketplace, a crucial threshold of trust needs to be overcome (H. H.
Chang and Wong, 2010). Trust becomes an issue in situations were risks are involved, people’s be
haviors in these situations are dependent of trust (Luo, 2002; Sirdeshmukh, Singh, and Sabol, 2002).
Kramer (1999) defined trust as ”the reliance on the integrity, ability, or character of a person or thing”.
Trust itself is dependent onmultiple factors, in a consultancy report of Otonomo (2020), trust in datashar
ing is branched into different aspects as: transparency, safety, previous experiences, incentives (in
terms of return) and unknown factors why people are reluctant in datasharing and have a certain level
of trust. This section relates to how the MPCtechnology is viewed or regarded as being more user
friendly. The people’s comprehensibility with the computation technology and if this meets the require
ments of the quality standards. (Chiregi and Navimipour, 2016). Furthermore, a good reputation of a
company is also one of the key enablers of increasing consumers’ trust in the company and to start
sharing their (sensitive) data (Chiregi and Navimipour, 2016). This factor will be included as in the form
of a herding effect, as trust is in essence a complex factor to design and by defining trust in a way of
herding behavior, we can make the factor more measurable in terms of levels.

Mattke, Maier, Reis, and Weitzel (2020) did research in herding effects regarding advertisement
clicks on social media platforms. The herd theory itself is a commonly described theory which offers
a useful theoretical foundation on further insights regarding the way people make decisions (Banerjee,
1992; Bikhchandani, Hirshleifer, and Welch, 1992). The herd theory explains how behavior of other
persons or close relatives affects one’s own current behavior (Mattke, Maier, Reis, and Weitzel, 2020).
The herd theory states that a user who is observing others, only looks at their behavior and not at the
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reasons behind that behavior. H. Sun (2013) states that the decision to decide to do the same as the
predecessors is based on two aspects: discounting own initial formed information and imitating others.
As mentioned before, the herd can consist of only unknown persons or can also include known relatives
as a friend or experienced person (Bikhchandani, Hirshleifer, and Welch, 1992; H. Sun, 2013; Tucker
and Zhang, 2011). The first aspect shows a preference by assuming that others are better informed
and make a better decision by higher cognitive analyses.

This theory on herd behavior can be linked to the concept decision making to share data on MPC
enabled data marketplaces. The observation of others already sharing automotive data on MPC
enabled data marketplaces could trigger one’s decision to also start sharing automotive data. For
the same exact aspects as in the herd theory, people may discount their own information and imitate
more experienced persons or friends or even unknown persons in the decision to share automotive
data. This way, trust in the form of a herding effect will be used in the experiment.

2.3.4. Benefit
Within datasharing, privacy interest can be affected by multiple activities. Solove, Rotenberg, and
Schwartz (2006) differentiated four activities which affect people’s privacy: (1) Collection of information,
(2) Altering of information, (3) Spreading of Information (4) Contravention. Finn, Wright, and Friedewald
(2013) updated Clarke’s (1999) types of privacy, as they were outdated due to recent technological ad
vancements in scanning devices. The following seven privacy types are considered: personal privacy,
behavioural privacy, communicational privacy, data privacy, privacy of senses, spatial privacy, and pri
vacy of association. Moreover, spatial privacy and data privacy are often affected by the way mobile
devices or cars are used or insurance companies act.

As disclosure of sensitive information often leads to increasing privacy concerns (Bansal, Gefen,
et al., 2010), these negatively affect people’s willingness to utilize online applications (Malhotra, Kim,
and Agarwal, 2004; Miyazaki and Fernandez, 2001). People perform ”calculus of behavior” to map
the outcomes of uploading sensitive data (Lwin and Williams, 2003). As a result, people are mapping
tradeoffs between potential pros and cons for releasing sensitive information. Thus, in order to make
people willing to use applications which require uploads of personal information, people have to be
compensated for it. Hann, Hui, Lee, and Png (2007) proposed two methods to mitigate the cons of
data disclosure on the intention to use: (1) by offering benefits in the manner of monetary rewards,
or (2) by offering privacy policies regarding management of usage of personal data. Jen, LU, Wang,
and Chang (2013) also showed that monetary benefits (i.e. direct payouts or discounts) are positively
affecting people’s intention to use digital services.

There is much research done in the field of rewarding people for certain actions, also for data or
information sharing. Jian and Jeffres (2006) and Willem and Buelens (2007) state that by direct and
indirect incentives, the intention of datasharing can be increased. And, as performance based reward
systems are also able to encourage people to start datasharing (S. Kim and Lee, 2006), rewarding
people with benefits on data marketplaces may increase their willingness to share sensitive data. Also
Derikx, De Reuver, and Kroesen (2016) showed that people were willing to share personal automo
tive data in exchange for 9.54 euro per month. People are basically compensated and exchanging
privacy concerns for monetary value. As these exchanges are possible and currently a big part of data
marketplaces, we include the option of having certain Benefit in exchange of data input.

2.3.5. Gender
In the following subsections, apart from the MPC, the personal demographic dimension is branched into
measurable factors which might affect people’s behavior in datasharing. These are the demographic
factors. These will be explained factor by factor as across people, many significant variations exist in
terms of intention to exchange data. It is interesting to map these in order to have a clear understanding
of the reasons why adoption levels can deviate between people.

Sex differences in the use of mobile products and social networking sites exist (Kennedy, Wellman,
and Klement, 2003; D.Y. Kim, Lehto, and Morrison, 2007). The foundation of choosing the demo
graphic attribute gender lies within the social role theory of Eagly (1987), which tries to explain gender
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differences in behaviour. Multiple studies show that within datasharing, differences arise between
genders. This is mostly because of the difference between men and women in the processing of infor
mation which happens different patterns (Bem, 1981; Venkatesh and Morris, 2000). In Ziefle, Halbey,
and Kowalewski (2016), significant differences in the shared type of data were found between males
and females (a factor findable in the next subsection). Where females were more reluctant to share
locational data, males were more reluctant to share lifestyle habits. Furthermore, Y. Sun, Wang, Shen,
and Zhang (2015) and Hui, Teo, and Lee (2007) showed that males are more sensitive and willing to
interchange privacy for a certain form of benefit than females.

2.3.6. Age
As for gender, also the demographic variable Age could be a predictive variable in people’s willingness
to share sensitive data on data marketplaces. For instance, Leon et al. (2013) showed in a study re
garding users’ willingness to share to online advertisers, that senior citizens were less eager to disclose
demographic data but more inclined to give locational data than younger citizens. However, a study in
researching which factors affect the willingness to share in electronic healthcare data showed no effect
in age but in other factors as race, educational level, benefit and control (K. Kim, Sankar, Wilson, and
Haynes, 2017). Contradictory, research showed that younger scientists were more willing to share their
findings, but were disclosing less information to the world relatively to more senior scientists (Tenopir
et al., 2015). Nevertheless, as there is rarely any evidence on correlation of the factor Age on the
willingness to share in data marketplaces of automotive data  Age will be included.

2.3.7. Educational Level
As for educational level, it might have a certain correlation between the willingness to share data on
data marketplaces. Higher educated people often have a better understanding of threats within digital
services (Kowalewski, Ziefle, Ziegeldorf, and Wehrle, 2015). Unless there is little knowledge available
about the relation between educational levels and to which extent this leads to more datasharing on
data marketplaces, Haeusermann, Greshake, Blasimme, Irdam, Richards, and Vayena (2017) showed
that higher educated people are more eager to exchange genetic information for medical research.
Because this is yet unclear in the field of data marketplaces, Educational level will be included.

2.3.8. Familiarity with technology
As the digital world and thereby digital threats are evolving, people increasingly get more privacy con
cerns. Karpati (2011) described digital literacy as the set of basic abilities which are required to protect
and retrieve digital information. There are levels within digital literacy, which define the control and
understanding of people in certain digital environments, as also on MPCenabled data marketplaces.
Therefore, we follow Harborth and Pape (2020) which state that digital literacy affects the way people
understand and value privacy preserving technologies as for instance MPC. As MPCenabled data mar
ketplaces are a relatively new concept and expected is that few people know about the MPC technology
or datamarketplaces, digital familiarity with privacy preserving technologies (PPT) or datamarketplaces
is used. This way an indication can be retrieved and correlations can be analysed.

Familiarity with technology could be an important factor in one’s eagerness to exchange sensitive
information on web applications. The concept of familiarity with the technology relates to people’s in
dividual familiarity in computerrelated functions and technologies (Bunz, 2003; Jenkins, 2006). As
Hargittai (2007) described that certain levels of familiarity can either promote or discourage people to
get involved in parts of the internet which involve the contribution of personal data and the control over
it. In this sense, familiarity with the technology could serve as a form of motivation to empower users
to undertake control of their sensitive data online. Park (2013) divided this factor in Knowledge, Infor
mation control behavior, Internet experience and sociodemographic characteristics (as age etc.) and
came up with very confirming results that more digital familiar people were more in control and willing
to share data online.
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2.3.9. Westin’s (1968) privacy index
Westin did research in the way consumers valued businesses and laws & regulations regarding data pri
vacy. He provided statements that respondents may use to express their degree of agreement, ranging
between strong disagreement (1) and strong agreement (5). Based on these combinations of values,
people were categorized in different groups: Fundamentalists, Pragmatists and Unconcerned. We’re
interested if these different categories of people make different choices in the stated choice experiment
regarding alternatives of MPCenabled data marketplaces where we thus vary the factors Risk of data
disclosure, Data control, Trust (Herding effect) and Benefit. These statements will be included and
asked in the survey, after the choiceexperiment. These will be further explained in chapter 5.

This first researchbackground part of the thesis discussed the literature on the workings and factors
of MPC and the demographic factors which may affect the willingness to share automotive data on
MPCenabled data marketplaces. To have a more clear understanding of these links between factors,
figure 2.1 depicts a theoretical model, including direction on causalities between entities. In the next
chapter, these polarities can be useful in designing priors within an efficient experimental design by
Ngene software to have an indication and to decrease the number of required shown options to reach
significant estimates. Thus, this will ensure that less respondents are required in the experiment while
obtaining same valid and reliable results.

2.4. Conclusion
As all factors which will be included in the choice experiment are clear now, the first question of current
research is answered:

1: What factors drive consumers’ choices regarding sharing automotive data on MPC enabled data
marketplaces?

The final factors which will be considered in the experiment are thus the following: Risk of Disclo
sure, Data Control, Trust (in terms of a herd effect), Benefit, Age, Gender, Familiarity with technology,
Educational level and Westin’s (1968) privacy index. These main factors are list in table 2.3 and will
be further branched into various levels in the next sections, in order to construct the choice experiment
and let respondents make tradeoffs. In figure 2.1, a simple conceptual model is constructed where
all factors are decomposed with their expected polarity on the willingness of people to share automo
tive data on MPCenabled data marketplaces. This + or  sign indicates the expectation of which the
factor contributes to the utility of an alternative. Higher Data control, Trust and Benefit are predicted to
influence people’s willingness to share in a positive way whereas Risk will probably lead to a negative
influence on people’s willingness to share data. For the covariables, it is yet hard to have an indication
on the influence on people’s willingness to share on MPCenabled data marketplaces.

Figure 2.1: Conceptual model of datasharing factors and covariables
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Table 2.3: Factors and covariables influencing willingness to share data

Factor Definition Reference

Risk of data
disclosure

refers to “the probability of a loss, unauthorised access to or dis
closure of personal data as a result of a failure of the organisation
to effectively safeguard the data”.

Definition of(OECD.,
2019 cited. )

Data Control refers to the degree in which parties have power and authority over
their automotive data in terms of data storage and processing on
MPCenabled data marketplaces.

Definition of (Dhillon,
2015) and (M. Spieker
mann, 2019) modified to
current scope.

Trust (Herd
Effect)

refers to the way the herd effect affects consumers’ decision mak
ing process of sharing automotive data on MPCenabled data mar
ketplaces.

Definition of (Bikhchan
dani, Hirshleifer, and
Welch, 1992; Chiregi
and Navimipour, 2016)

Benefit refers to the degree in which benefits for trading automotive sensi
tive data affects people’s willingness to start data automotive shar
ing on MPCenabled data marketplaces.

Definition derived from
results of (Derikx, De
Reuver, and Kroesen,
2016) and (Agahari,
2020).

Covariable Definition Reference

Gender refers to the degree in which males and females, or different gen
ders categorized by ”other”, value the main factors which are as
sumed to be affecting the willingness to share on MPCenabled
data marketplaces, differently.

Definition of (Bem, 1981;
Kennedy, Wellman, and
Klement, 2003; D.Y.
Kim, Lehto, and Morri
son, 2007; Venkatesh
and Morris, 2000).

Age refers to the degree in which different age groups value the main
factors which are assumed to be affecting the willingness to share
on MPCenabled data marketplaces, differently.

Definition of (Leon et al.,
2013) modified to data
marketplaces.

Educational
level

refers to the degree in which different groups of educational level
value the main factors which are assumed to be affecting the will
ingness to share on MPCenabled data marketplaces, differently.

Definition of (Haeuser
mann, Greshake,
Blasimme, Irdam,
Richards, and Vayena,
2017; Kowalewski,
Ziefle, Ziegeldorf, and
Wehrle, 2015) modified
to data marketplaces.

Familiarity
with technol
ogy

refers to the degree in which different groups of familiarity with the
technology value the main factors which are assumed to be affect
ing the willingness to share on MPCenabled data marketplaces,
differently.

Definition of (Bunz, 2003;
Jenkins, 2006) modified
to data marketplaces.

Westin’s
(1968) pri
vacy index

refers to the degree in which different groups of privacy concerned
groups value the main factors which are assumed to be affecting
the willingness to share on MPCenabled data marketplaces, dif
ferently.

Definition of (A. F.
Westin, 1968)



3
The Core Concepts (Background &

Domain)
This chapter is all about datasharing of automotive data in the automotive sector, the concept of data
marketplaces, and the privacy preserving technology MPC. First, in section 3.1, a concise but clear
introduction will be given on datasharing in the automotive sector to gain specific knowledge about
the domain where the MPCenabled data marketplaces could be of added value. Then in section
3.2, data marketplaces are introduced wherein each subsection will give a detailed explication on the
architecture of data marketplaces and why these could be valuable in the automotive sector to use for
sharing automotive data. The last subsection (3.2.4) of the datamarketplace section, introduces privacy
preserving technologies (PPT) in order to understand the next section (3.3) better, which is all about
the Multiparty Computation technology. This privacy preserving technology (PPT) will be explained in
detail in order to have an understanding of how this PPT can be of any use on data marketplaces where
automotive data is traded.

3.1. Data sharing in the automotive sector
Automobile manufacturers are beginners in the field of the data sharing. According to KPMG’s (2020)
analysis on vehicle data sharing, the digital services and shared mobility markets were practically non
existent. However, as we speak, this is becoming a competitive industry in which European car manu
facturers are competing not only with one another, but also with an increasing number of nonEuropean
car manufacturers. Data has become increasingly crucial in the worldwide automotive business. De
spite the fact that manufacturers have been collecting data from their connected vehicles for many
years, they have only just begun to look at the possibility of sharing these data(Mosterd, Sobota, van
de Kaa, Ding, and de Reuver, 2021). Because the economic potential of their data is unpredictable,
manufacturers have generally been hesitant to do so last years (KPMG, 2020). In 2019 and 2020,
however, the manufacturers gradually increased the sharing of automotive data with external parties,
signing agreements with both data aggregators and data marketplaces. Manufacturers are gaining
additional revenue sources as a result of these agreements.

The global automotive environment is complicated, and alliances change frequently. Here Technolo
gies, which is owned by Audi, BMW, Daimler, Mitsubishi, Bosch, and Continental, is a selfdeployed
datamarketplace to share and monetize automotive data (Hansen, 2020). But there are many more
marketplaces in which automotive data is shared. Otonomo, Caruso, VINChain, and AMO labs are all
very popular automotive data platforms where data is traded and supplied by manufacturers1. Huge
volumes of data are being generated as the number of connected cars on European roads continues to
grow. This data is important to a variety of parties, and OEMs (original equipment manufacturers) are
increasingly looking into methods to monetize it while maintaining control over the data and dealing with
consumers’ data privacy concerns (McKinsey, 2016). On an European level, there have been debates

1https://datarade.ai/platform-categories/automotive-data-platforms
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on market trends, but due to a conflict of stakeholder interests, no resolution has yet been identified
that is fair to all parties concerned.

As the automotive data sharing ecosystem is emerging in tremendous speed, a variety of actors is
already active in the sharing environment. To give a certain idea, the following actors are making their
mark currently:

Automotive data analytics is already being used by car repair companies to effectively gain knowl
edge about the usage of cars, to better structure repairing choices plus to enhance dealercustomer
interaction (Delgado, 2021). Furthermore, car manufacturers are working on the mechanics that will
make up the environment for detecting, processing, and leveraging automotive data. Despite the large
number of apps available, car manufacturers are now faced with the task of figuring out how to use
data to 1) directly reach end customers; 2) strengthen their own product and service portfolio; and 3)
help improve their target audience (Delgado, 2021; Otonomo, 2020). Then there are the insurers, the
insurers are using automotive data by offering utilisation contracts, investigating occurrence policies
(e.g., shortterm, area vehicle insurance), and are increasing their awareness of consumers’ behavior
beyond the yearly main event pinch point (Keller, Eling, Schmeiser, Christen, and Loi, 2018). Road
side assistance providers are gathering and analysing realtime radio signals from vehicle sensors and
automated warnings, they are also optimizing rescue vehicle routing, and are evaluating incident data
to deliver helpful information to car manufacturers and infrastructural operators. Startups are design
ing new apps, manufacturing innovative tools (e.g., retrofittable motion controls), and are delivering
services via novel monetization strategies as Spotify via carplay. Government institutions are defin
ing the parameters for the gathering and distribution of vehicle data. They also have the power to
impose publicbeneficial car dataenabled services, such as emergency call features, and to control
contentious issues like connected car technological qualification, data property rights, and intellectual
property rights over shared technologies and services (McKinsey, 2016). Regulators are using road
traffic data to alleviate congestion and car incidents by collaborating with infrastructure operators using
big data.

3.1.1. Data viewed in Automotive Sector
Cars generate a variety of data output kinds. As the disclosure of private data results in general in
increasing privacy concerns (Bansal, Gefen, et al., 2010), each type of data brings its specific risks
when it is shared to others. These categories imply thus different perceived customer sensitivities
which are shown in figure 3.1:

Figure 3.1: Car data categories based on data sensitivity

These classifications denote varying levels of customer sensitivity when it comes to data sharing.
According to McKinsey (2016), consumers are most willing to submit data in the lowsensitivity data
types as external exogenous conditions, car technical states, and driver activities. The technical status
of the vehicles which include the motor temperatures, technical malfunctions and airbag status is also
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on the low sensitivity end. The vehicle usage data, which is about speed, GPS, load weight is per
ceived as medium sensitivity. Then, personal data as radio channel, driver’s identity are on the more
high sensitivity end. The most sensitive data are the data which are directly communicated from the
vehicle to the telephone or vice versa. Think of calendar, Spotify, telephone or email data (McKinsey,
2016). These data types are thought to be more ”objective” and therefore less critical (McKinsey, 2016).
Nonetheless, as with vehicle location and usage, effective management of this data is necessary. Con
sumers, on the other hand, consider data categories to be riskier when it is about sharing personal data
and interests, as well as the substance of personal conversations sent from within the car. Customers
are more hesitant to disclose these types of information since it is considered personal (KPMG, 2020).
Consumers expect a decent amount of benefit in return for sharing data in the ”nonpersonal” category
where they are most inclined to do so. Once it concerns to what people could get in exchange for the
highly sensitive data they give, their demands are even higher, and being aware of data management
faults is critical for the image of the sector players. Consumers’ tolerances for sharing automotive data
are constantly shifting (Otonomo, 2020). Although a large portion of customers is initially opposed to
data sharing, over half of those who voice reservations say that their apprehensions will fade if specific
assurances are provided according to the research reports of McKinsey and KPMG.

In the end, automotive data is being used to create value in one of three areas (or a mix of them) by
players in the expanding automotive market. First, players make money by selling products/services to
clients, customizing advertising, and selling data to third parties. Second, they’re leveraging automotive
data to cut expenses by improving RD efficiency or reducing necessity repairs, for instance. Third,
businesses are improving security and safety by leveraging the potential of automotive data to speed
up safety interventions that protect drivers from actual injury or the theft of their personal property or
documents.

3.2. Introduction to data marketplaces
To elaborate more on how automotive actors can share data in the automotive environment, an introduc
tion on data marketplaces is useful. In this subsection, data marketplaces are elaborated by different
aspects and taxonomies within literature.

In this research we follow Abbas, Agahari, van de Ven, Zuiderwijk, and de Reuver (2021) and
define a data marketplace as a multisided platform where data providers can sell data to data con
sumers in exchange for financial transactions. People have the possibility to engage in various sorts of
data marketplaces nowadays, ranging from onetoone bargaining, to manytomany marketplatforms
(Koutroumpis, Leiponen, and Thomas, 2020). As Roth (2009) explains, these markets must meet cer
tain standards of perceived safetylevels, low transaction costs and mass of demand and supply in
order to be attractive to consumers. These four aspects are the fundament of data marketplaces. M.
Spiekermann (2019) already came up with a clear set of multiple dimensions and factors of data mar
ketplaces. Let us follow his taxonomy to decompose data marketplaces.

Each data marketplace has a certain value proposition, this value proposition is the core idea of
the data marketplace and provides thus value for the users of the platform. In M. Spiekermann (2019),
two types of value propositions are differentiated. Transactioncentred and datacentred data market
places. The difference herein is that the former also provides tools for dataanalysis and visualisation
to gain direct insights in the data, besides providing the required infrastructure to bring data buyers and
sellers together.

The market positioning is about the independence of the platform. This is about whether the plat
form owner is also a data seller or if it is merely the neutral marketplace operator which is neither seller
nor buyer (Richter and Slowinski, 2019).

The degree of openness on a data marketplace is based on the degree of accessibility. A closed
data marketplace is only specified for specific actors whereas an open data marketplace is open to any
one or any company that wants to trade data. The former opens a lot of cooperation between actors,
however this reduces the control over the quality of the data on the data marketplace (S. Spiekermann
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and Korunovska, 2017). In an closed data marketplace, the opposite on hand.

The degree of integration is about the types of data which are traded (Lange, Stahl, and Vossen,
2018). A data marketplace can have a broad domain and general data offerings across various sectors.
There are also data marketplaces which are specified on data within one specific domain. The aspect
data transformation makes a distinction between data marketplaces where the data is syntactically
checked and prepared (S. Spiekermann and Korunovska, 2017). It is about whether on the data mar
ketplace only raw data is traded and forwarded or that the data is also normalised and and aggregated
or converted in an uniform format. With aggregation, the data is organised in reportbased packages
which makes the data ready for instant analyses.

The characteristic platform architecture differentiates centralised, decentralised and hybrid platform
architectures (M. Spiekermann, 2019). For the centralised approach this means that data is provided
by different suppliers on a central server which enables better control on the data. This overcomes all
types of technological difficulties for data providers and consumers. On a decentralised architecture,
the data is kept at the supplier’s which raises technical difficulties regarding processing and storage
of data but increases the datasovereignty. Furthermore, a decentralised architecture enables direct
trades, which is possible by distributed ledger technologies (DLT) such as blockchain where trades are
verified by market participants (Koutroumpis, Leiponen, and Thomas, 2017, 2020). Hybrid architec
tures bundle these two architectures by decentralised trading and supplementary technical support in
forms of infrastructure from the centralised platform architecture.

The price model is all about the way the price is determined which the data buyer pays to the data
seller, 6 basic forms are distinguished (Stahl, Löser, and Vossen, 2015). Public institutions or nonprofit
institutions offer their data often for free. This helps the data marketplaces to gain the mass of demand
of users. Fixedprice is a specified price, and the subscription price model gives parties access to the
data over a certain period against a price. The payperuse model calculates which data is used and
measures the final price on a summation of all used datasets. The progressive model is specified on
the popularity or demand for the datasets. Thus, the price of an dataset increases when more con
sumers buy that particular dataset. This is used when data spreading is to limited.

The revenue model explains the profit generation of data marketplaces. This is mostly done by
commission on each data purchase. It is also possible that fees are calculated on memberships of
data marketplaces, the use of storage space or use of data service. On Freemium data marketplaces,
basic functions are free of charge and for more functions the user has to pay a fee. There are also flat
rate tariff data marketplaces where users pay a lump sump for an amount of time to use the complete
platform with all its services. At last, there are also completely free of charge data marketplaces, often
constructed by nonprofit organisations as governments.

As this study is scoped at automotive data, it may be interesting to have an overview about the kind
of automotive data marketplaces there are currently running online. The following table 3.1 contains
an classification of B2B and B2C data marketplaces where automotive data is traded and is based on
categories of M. Spiekermann (2019). In the automotive field of datasharing, different types of data
can be traded from consumers (i.e. car users) to different business actors as shown in figure 1.1 by
Kaiser et al. (2018). Most of these are already traded on these data marketplaces.
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Table 3.1: Classification overview data marketplaces which trade automotive data

Data
marketplace

Value
proposition

Data
transformation

Platform
architecture

Revenue
model

Type of
data

Founded

Caruso Data Aggregation Centralised Membership Fee Vehicle
information,
invehicle
data, pro
cess data

2017

Otonomo Data Aggregation Centralised Transaction Fee Traffic
data, BMW
Car data,
Mercedes
Benz data,
Avis budget
group data,
road sign
data

2015

Here Data Aggregation Centralised Freemium Location
based data

2018

IOTA Transaction Raw Data Decentralised Transaction Fee Sensor data,
but unclear
for the mo
bility

2017

MDM Data Raw Data Hybrid Transaction Free Traffic data,
Parking
information,
Information
on road
works, Inci
dent alerts,
Petrol sta
tion prices,
Static road
network
data, En
vironment
data

2010

VINChain Data Aggregation Decentralised Progressive Historical
vehicle data

2017

AMO Transaction Raw and Ag
gregation

Decentralised Progressive V2X data,
Incar data,
Environ
ment data

2017

The data marketplaces above, are all commercial and still online. However, various early founded
data marketplaces already closed due to multiple challenges. This has to do with the obstacles in
datasharing which are the lack of trust and lack of data security (S. Spiekermann and Korunovska,
2017) which induces the risk of data disclosure. Data owners are fearing that they lose data con
trol if these data is used by other parties (Miller, 2014). This has a lot to do with the vulnerability of
data marketplaces to the risk of strategic behavior by users, as the opportunity exists that their data
can be easily and illegally transferred to thirdparties after being sold to a party on the marketplace
(Koutroumpis, Leiponen, and Thomas, 2020). This in term raises doubts on the pricing mechanism of
the data and increases the intention to construct small onetoone, bilateral data marketplaces where
highconfidential and highvalue data is traded. This type of data marketplace has strong rules and
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invasive monitoring but provides little space for economies of scale unfortunately (Koutroumpis, Leipo
nen, and Thomas, 2017). Another challenge lies in the pricing mechanism as many customers find
the prices for the data too high. This is partly because consumers are not qualified to weigh the prices
and on the other hand do not know that ensuring data quality is can also raise the costs (Miller, 2014;
Stahl, Löser, and Vossen, 2015. In the end, this situation urgently asks for clear valuation procedures,
however these are not yet available because valuing data is far harder than valuing material goods
(Moody and Walsh, 1999).

Besides Spiekermann’s taxonomy, Abbas, Agahari, van de Ven, Zuiderwijk, and de Reuver (2021)
conducted a study where they categorized all relevant literature on data marketplaces by the STOF
model (Bouwman, Faber, Haaker, Kijl, and De Reuver, 2008) to structure the articles and investigate
the state of the art of data marketplace research. This STOF model (Service, Technology, Organisation
and Finance) is perfectly suited for this approach as it is designed for ICT services as data marketplaces
(Abbas, Agahari, van de Ven, Zuiderwijk, and de Reuver, 2021). Currently, most research is dominated
by literature scoped on the technical aspects of data marketplaces. Abbas, Agahari, van de Ven, Zuider
wijk, and de Reuver (2021) argue that the reason behind this trend may be due to the funding programs
of the EU which are mostly focused on technological development. Furthermore, most platforms are
still in the platform design processes, which are all about technical aspects instead of organisational or
financial or service aspects. This might be one of the reasons that these data marketplaces are not yet
commercially active, knowledge and research about nontechnical topics are lacking (Abbas, Agahari,
van de Ven, Zuiderwijk, and de Reuver, 2021). Consider the service category, within this category, the
basis is laid to propose business models and increase commercial exploitation. However, few studies
are found which also discuss nontechnical literature; M. Spiekermann (2019), S. Spiekermann and
Korunovska (2017) and Schomakers, Lidynia, and Ziefle (2020).

Nevertheless, there are certain directions towards manytomany data marketplaces by means of
distributed ledger technologies (DLT) such as blockchain, to reach a more securely monitored and de
centralized data marketplace which could enable trading of highvalue and confidential data on large
scale. Instead of a central mediator, these transactions would be conducted and validated immedi
ately by market players (Koutroumpis, Leiponen, and Thomas, 2020). The negative externalities of
users’ strategic behavior to take data of ledger and the possibility of data breaches could still remain.
Nonetheless, it could potentially be a viable start for multilateral data market designs (Koutroumpis,
Leiponen, and Thomas, 2020). Strangely, most research is done on these multilateral data markets
taxonomies by M. Spiekermann (2019) (as in table 3.1) and Fruhwirth, Rachinger, and Prlja (2020),
whereas most data marketplaces based on bilaterally negotiated contracts (Koutroumpis, Leiponen,
and Thomas, 2017). For that reason, van de Ven, Abbas, Kwee, and de Reuver (2021) conducted a
study to gain more knowledge on both types of contracting in order to set up a broad taxonomy which
also includes business model dimensions. This better knowledge of data marketplace business mod
els might aid in commercialization, making data more available and usable to consumers, corporations,
and governments (van de Ven, Abbas, Kwee, and de Reuver, 2021).
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3.2.1. Platform actors and interactions
In data marketplaces there are mainly three or four actors involved. Two of them are the well known
buyers and sellers. In our view, we follow M. Spiekermann (2019) where in addition, the infrastructural
manager (data marketplace owner) is added as third main actor. It may happen that the third party
service provider is also the data marketplace owner, then the fourth actor is not present. Figure 3.2
below shows how the four different actors interact with each other.

Figure 3.2: Schematic representation of data marketplace actors (M. Spiekermann, 2019).

The data providers can be seen as the data sellers of the system. These are individuals which sell
their automotive data on the datamarketplace via applications or devices. These sellers frequently have
minimal awareness of the platform’s internal dynamics, requiring simple and succinct user interfaces.
Furthermore, the amount of sellers can be very large but on the same time providing limited amount of
data. In the end, they are often providing very sensitive userdata which raises tracking and profiling
issues which urge for strong data security. These data providers can be commercial or noncommercial
as mentioned in the previous section. The data buyers are the consumers in this case. These are
often organisations who are aiming on aggregation of users’ data to perform Machine Learning or
profiling tasks (Giaretta et al., 2021). The sellers and buyers are connected by a certain infrastructure
(data marketplace) which is in need for governance. Often, additional actors provide the computational
power to the platform in order to enable the datasharing and computation processes, these are the
third party service providers. They facilitate the services which consumers can use to make better use
of the bought data. As mentioned in the previous section these could be aggregation of data or the
preparation. Then, in the end, there is the data marketplace owner which is responsible for the platform
and the main facilitator of storage of the data.

3.2.2. Platform Incentives and Actor requirements
Before sellers connect to the platform, there have to be certain incentives to attract them. Benefits and
requirements are the constraints which need to be fulfilled in order to bring up the supply side of these
data marketplaces. The following requirements are needed to attract sellers (Giaretta et al., 2021):
1. Data Control, the ownership of the data must be maintained at the sellerside. Full control over

storage and distribution must be preserved.
2. Data Privacy, without authorization from the seller, no entity must be able to access the sellers’

data. This aims at minimizing the risk of data disclosure.
3. Benefit, this ensures that value generated by the sellers will largely be given back to the sellers

on the marketplace.
From the consumers’ side, these other requirements are envisioned (Giaretta et al., 2021):
1. Workload Confidentiality, this is focused on the situation that whenever a buyer buys certain

data  this must not be available to any other consumer somewhere for free. Even the trade and
transaction information of could represent certain information.
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2. Data Authenticity, which is focused on identification and rejection of data that is intentionally
wrong and affecting cleaned and honest information.

3.2.3. Platform Roles
To have a certain idea of the different roles and functions within a datamarketplace, figure 3.3 shows
a sequence diagram of an highlevel trade on a data marketplace. First, data consumers submit their
specifications in which they specify the preconditions where the data must fulfill. These conditions can
be specified on validity or reliability, the minimum amount of data or the type of data provider. The
providers continuously produce (automotive) data which are stored on the storage subsystem of the
data marketplace. They must determine whether or not they want to contribute their data to this effort.
As a result, the database is in charge of permanently keeping these data and connecting buyers to
sellers. The executors (third party service providers) are purely providing the computational power to
execute the workloads. The governance actor (data marketplace owner) is mainly auditing the platform
and keeping track of all transactions of workloads between data providers, executors and consumers.
This layer also distributes the rewards (benefits) and verifies that no actor is behaving maliciously
(Giaretta et al., 2021).

Figure 3.3: Sequence diagram of trade on datamarketplace (Giaretta et al., 2021)

3.2.4. Privacy Preserving Technologies (PPT’s)
As it is in the name, privacy preserving technologies (PPT’s) are designed to ensure privacy on (per
sonal) data. Privacy preservation is an essential concept in big data since it is required to give security
to data once it is moved or communicated between multiple parties so that other organizations do not
learn what data is shared between the original parties (Aldeen, Salleh, and Razzaque, 2015). As a re
sult, privacy preservation differs from traditional data security. We follow Yu (2009) and define PPT’s as
encryption technologies that regulate access to data, aiming to prevent information disclosure by unau
thorized parties. Thus, when the output data is important and private, privacy preservation techniques



3.2. Introduction to data marketplaces 32

in data sharing entails concealing the information. This way, PPT’s help to keep the data classified
which enables people to share (personal) data which would otherwise not been possible. Within liter
ature, there are various sources explicating the different types of PPT’s. It may be useful to explain
multiple PPT’s to show the difference between MPC and other PPT’s and why specifically MPC, could
be useful on data marketplaces.

The GDPR accepts various encryption methods as long as the keys to decrypt are only available
to the ones who are entitled to have them. However, most data analyses are not compatible with en
cryption methods, often the clear raw data is needed (Christen, Gordijn, and Loi, 2020, p. 293). We
follow (Christen, Gordijn, and Loi, 2020) which describe two different encryption technologies which are
compatible for privacy preserving computations. Thus, these technologies preserve privacy and are
simultaneously able to directly perform computations on the encrypted data. Thus, these technologies
calculate a function based on encrypted data, and the ones who are able to decrypt it get the same
answer as if the function was calculated on the real raw data. First another current, less technical way
of data sharing will be introduced.

Currently, confidential information from different parties can be shared and analyzed through the
intervention of a Trusted Third Party (TTP) (Sousa, Antunes, and Martins, 2018). As the name sug
gests, a TTP is a party that is trusted by the parties that want to combine their confidential data sets
in order to arrive at answers (TNO, 2020). Figure 3.4 illustrates in a simplified way the process of
analyzing data with a TTP. The data purchaser can be an external party interested in the aggregated
output of the analysis, but can also be the data provider. To guarantee that the third party handles
the data confidentially, a confidentiality agreement is usually signed (AlSharidah, Syed, Alsannat, and
Gaddourah, 2020). The disadvantage of this method is that it is often expensive, it requires a great deal
of trust in the third party and that there is a security risk if the data is insufficiently protected (Lapets,
Volgushev, Bestavros, Jansen, and Varia, 2016). The data providers have the option of being selective
in which confidential information they disclose to the TTP (Lapets, Volgushev, Bestavros, Jansen, and
Varia, 2016). Nevertheless, due to a lack of technology that can guarantee the privacy and security
of the data, there are risks associated with sharing data with a trusted third party (Roman and Vu, 2018).

Figure 3.4: Analysis of data via a Trusted Third Party (TTP)

Besides trusted third parties, within the privacy preserving technologies there exists homomorphic
encryption (Gentry, 2010). Homomorphic encryption could serve as an anonymization method. Ho
morphic encryption, is a combination of multiple encryption techniques which allow for computation
processes on encrypted data (Gentry, 2010). These provide confidentiality while preserving data en
cryption which makes them very reliable. However, this leads to many additional operations and an
increase in timeduration during these computation processes. Therefore, on huge datasets it is cur
rently a big task to apply this technology in a efficient manner. Alternative strategy is to make the data
no longer linkable to the individuals which is called differential privacy (Dwork, 2006; Dwork, Roth, et
al., 2014). The data is no longer personal which lifts the legal restrictions that apply. There are differ
ences between these techniques while they look that similar (Apfelbeck, 2018). For instance, in MPC,
multiple data providers are required to start computations. Furthermore, differential privacy makes use
of the introduction of random noise in the data analysis without encrypting data. In the end, one has
to look at the ways how these technologies can improve or complement each other to reach robust
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data security as in these various use cases (e.g. Alter, Falk, Lu, and Ostrovsky, 2018; Pettai and Laud,
2015) (Agahari, Dolci, and de Reuver, 2021). As MPC makes it possible to simultaneously share data
in a safe and privacy preserving manner, MPC is expected to have relatively more potential to be of
value to data marketplaces than the other privacy preserving technologies. This is because multiple
data providers can simultaneously provide automotive data which could enable more efficiency in the
data sharing process and multisided results. Therefore MPC is further used in this thesis and will be
explained in the next section.

3.3. Multiparty Computation (MPC)
This section is written in order to broaden the reader’s understanding on MPC, as the experiment will
be based on MPCenabled data marketplaces. This section is the last missing part besides having
elaborated the data sharing factors, the automotive data sharing context, data marketplaces. Now, this
privacy preserving technology which aims to facilitate secure data sharing of sensitive automotive data
on data marketplaces. As MPC can be perceived as a complex privacy preserving technology (PPT),
the main components of the MPC technology are first elaborated, and two examples are given in this
section. Second, a glimpse of the general MPCarchitecture is given in 3.3.1 in order to understand
the different steps within a MPCprocess. Then, various current MPC applications are stated in order
to broaden the knowledge in 3.3.2. In section 3.3.3, the conclusion is given on MPCenabled data mar
ketplaces and why these should influence the selected data sharing factors in a positive way. Then,
the next chapter will address the method and experimental design wherein the chosen data sharing
factors of the previous chapter will be used to deviate in MPCenabled data marketplaces.

Multiparty Computation (MPC) is a technique where the use of Third Trusted Party (TTP) could
be neglected as shown in fig 3.5. MPC requires the presence of multiple parties which together input
the data and compute these functions to gain knowledge. However, due to these active participation
of multiple parties, increases the delays in communication between the parties which makes it more
demanding to employ MPC on platforms which perform many operations (Giaretta et al., 2021). Never
theless, MPC is besides homomorphic encryption the only currently possible technique where multiple
parties can calculate a function based on the encrypted data (Apfelbeck, 2018). MPC could therefore
potentially be suited as technique for data sharing on data marketplaces where the raw data is aggre
gated and needed for complex calculations. In the next section 3.3, MPC will be extensively explicated.

Figure 3.5: Analysis of datasharing via Multiparty Computation (MPC)

The MPCtechnology can be a possible solution for quite diverse applications. Either within organi
sation layers or between different parties on data marketplaces. Between unknown or known, trusted
and nontrusted parties, or just to secure a connection to enter a certain profile. Before explaining the
MPCtechnology further in detail, we explicate why MPC could affect the way people look at our four
different identified data sharing factors. As MPC is a technology meant to preserve privacy, this may af
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fect the way risks of data disclosure, data control and trust (in the form of a herding effect) are perceived
by consumers. Furthermore, even benefit could be valued differently than in data marketplaces where
no privacy preserving technologies are applicable. For instance, it may happen that people perceive
data marketplaces more safe and more trustworthy, and feeling themselves more in control of their own
data and therefore do demand different benefits than in old fashioned data marketplaces. We expect
people to behave differently and value the four proposed factors differently in MPCenabled data mar
ketplaces. The MPC technology could be a valuable tool in enabling ’Computation on Encrypted Data’
(CoED) (Archer et al., 2018), thus to extend data marketplaces with data analyticproperties. This will
be discussed later on in section 3.3.3. Now, let us therefore dive deeper in the innerworkings of MPC.

In MPC, multiple IP’s (actors), possessing disclosed datasets  can interactively and jointly compute
a objective function by inputting their datasets (Zhao et al., 2019). As in the following figure 3.6, a
schematic visualisation is shown of multiple actors jointly interacting in order to compute a function by
their contributed input data.

Figure 3.6: Visualisation of Multiparty Computation (MPC) (Zhao et al., 2019)

This figure could for example visualize a computation, determining which company yields the high
est yearly revenue. For example, suppose that four companies (i.e. Adidas, Bol.com, Carglass and
Decathlon) want to compute a function based on private inputs a, b, c, and d respectively. They agree
to compute the following function:

F (a, b, c, d) = max(a, b, c, d) (3.1)

while keeping their private inputs disclosed.

Before engaging in the computation of this function, all parties engage in a predefined protocol. We
follow Archer et al. (2018) which interprets a protocol ”as a set of instructions in a distributed computer
program”. That application consists of a set of interactive fixed steps which are made explicit to all par
ties involved in advance. Each party provides a confidential bit of data and receives a final output. In
general, the protocol can thus be seen as an functionality that deterministically maps inputs to outputs
without randomness.

For the above example, if for instance Carglass’ input c, is the general output  this company will
know they have the highest input. Whereas Adidas, Bol.com and Decathlon will only know that their
input is not the highest. This basic example can easily be generalised to more complicated functions
combined with multiple inputs and outputs which subsequently are further used as inputs. One can
imagine that it can be rather difficult to decrypt one’s input values.

Another example could be an benchmark application between for instance different winecompanies
on their Average Labor Productivity (ALP). Therefore, the different companies have to deliver their la
bor costs in euros (L) and the amount of dispatched bottles (N). Due to MPC, this benchmark can be
computed without disclosing their sensitive L and N. In figure 3.7, an example function is written down.
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Figure 3.7: Visualisation of Benchmark Code (Petronia, 2020)

In this example, an arbitrary protocol is executed where companies collude to extract information
from eachother in order to compute a function. The envisioned properties which MPC protocols aim to
ensure are thus:

1. Input Privacy: ”The information derived from the execution of the protocol should not allow any
inference of the private data held by the parties, bar what is inherent from the output of the function”
(Archer et al., 2018, p. 2).

2. Robustness: ”Any proper subset of adversarial colluding parties willing to share information or
deviate from the instructions during the protocol execution should not be able to force honest
parties to output an incorrect result” (Archer et al., 2018, p. 2).

However, while these companies from the example do not want to reveal their data, it keeps possible,
even when the program is secure  to extract some information from other companies. Maurer (2006)
calls this the vulnerability which could be explained as the threshold for opponent to inflict corruption
to the collaboration. Of course, this example is not really complex and benchmarks often are based
on more data which induces that this example could lead to misleading conclusions (Petronia, 2020).
As ZareGarizy, Fridgen, and Wederhake (2018) accurately describes, more data is needed to draw
correct conclusions  but this increases the traceability of actors’ input values. Extra information as de
valuation of goods, transportation costs are also needed in order to fully grasp the correct benchmark.
But, this could increase the possibilities to link all results to specific IP’s or rather companies. As Petro
nia (2020) clearly describes, even though a protocol is safe, the calculation itself may leak classified
info about the inputs.

The issues generate challenges in the MPC protocol requirements which need to be fixed. There
is thus still room for attacks of an opponent which affect the privacy, correctness, fairness and the
output (Zhao et al., 2019). Based on the perceived level of crime within a group of datacontributors,
different models are set up to categorize for the required level of security of the MPC application. These
situations may also exist on data marketplaces so the following situations are defined to give an certain
idea of the scenarios:

• Semihonest adversary model, where the users will probably execute the protocol as delivered,
but might try to derive knowledge from the solution.

• Malicious adversary model, where corrupted parties might deviate from the instructions of the pro
tocol based on enemy’s orders (Bestavros, Lapets, Jansen, Varia, Volgushev, and Schwarzkopf,
2017; Catrina and Kerschbaum, 2008).

• Covert adversary model, where parties try to cheat if they know that they will not get caught or if
they expect the loot to be bigger than the damage of getting caught (Zhao et al., 2019).

• Rational adversary model, where participants will deviate from the protocol if it will benefit their
utility function. (Miltersen, Nielsen, and Triandopoulos, 2009).
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In the end, there is a constant tradeoff between advancement of security and practicality. While in
more advanced secure MPC models the imposters among the participants have less room for strategic
behavior, the entire service will be computationally more expensive and therefor less practical. Never
theless, Zhao et al. (2019) mention that a MPCprotocol is only secure if it can handle any malicious
attacks in the current state of security. As MPC is fairly new (Choi and Butler, 2019), not all techno
logical concerns have been resolved by today. (Zhao et al., 2019). As, within the Usable and Efficient
Secure Multiparty Computation (UaESMC) research2, various implementation challenges already have
been risen up (Kerik, Laud, and Randmets, 2016). Simultaneously, individuals are more ready to ac
cept models that aren’t as good as they could be. Bestavros, Lapets, Jansen, Varia, Volgushev, and
Schwarzkopf (2017) address that weak models which are more advanced and efficient in a technical
sense, can prove to be valuable in computations without collaboration. Other ways to enhance the
security level of the protocol is by accompanying risk profiles or reputationbased systems (Bestavros,
Lapets, Jansen, Varia, Volgushev, and Schwarzkopf, 2017).

Furthermore, complex variables as trust and risk of data disclosure may affect the way people are
willing to share data on MPCenabled data marketplaces. Recently, M. de Reuver, Fiebig, Agahari,
and Faujdar (2020) examined and demonstrated that the visualisation of Multiparty Computation has
effect on how these two factors are perceived. It may be useful to estimate how these two factors
influence peoples’ behaviour regarding automotive datasharing on MPCenabled data marketplaces,
so that we can check whether there exists a direct connection between increased security and trust (in
terms of a herding effect) in this technology. In the end, in order to gain from this type of datasharing
and information winning, it depends completely on the party’s next step which is to analyze and utilize
the gained information.

3.3.1. MPC Architecture
In figure 3.8, an example architecture of MPC is visualized. Often, the distributed computation by
multiple servers is used as shown in the middle Computing parties (CP). A common MPC system is
defined by three fundamental roles whereby each person or institution which is involved in a MPC
computation may hold one or more of the following roles (Archer et al., 2018);

• Input Parties (IPs), ”delivering sensitive data to the confidential computation” (Archer et al., 2018).
• Result Parties (RPs), ”retrieving results or partly results from the confidential computation” (Archer
et al., 2018) .

• Compute Parties (CPs), ”jointly computing the confidential computation by using the confidential
inputdata” (Archer et al., 2018).

But, these roles often diverge in practice, as often very heavy computations need to be executed which
require many parties to take the role of CP in the computationprocess. As this can be heavily demand
ing on companies’ total computation power, this could lead a burden on resource requirement which
hinders MPC adoption.

The process of MPC is divided over 4 steps in the figure. The first step (A) is the submission of the
data, this data is then encrypted and collected through applications or webbased forms or different
plugins. The second step (B) can differ between architectures. This step B is the distribution of the IP
encrypted input data to different servers, this is secured by a HTTPs channel3 in Bogdanov, Talviste,
and Willemson (2012)  which serves as secure transportation of data. While in Bogetoft et al. (2008),
in a small application, each share of input data is encrypted by various public keys and sent to storage
servers. In this example, step C is performed on a decentralised architecture where all parties have
the data on their own servers (Keep in mind that this can also be saved and computed centrally, as in
our experiment later on).

2see the project at: https://cordis.europa.eu/project/id/284731
3see here for elaboration on HTTPs: https://www.cloudflare.com/learning/ssl/what-is-https/

https://cordis.europa.eu/project/id/284731
https://www.cloudflare.com/learning/ssl/what-is-https/
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Figure 3.8: Example MPC architecture with data flow (Bestavros, Lapets, Jansen, Varia, Volgushev, and Schwarzkopf, 2017;
Bogdanov, Talviste, and Willemson, 2012; Bogetoft et al., 2008)

In step C of figure 3.8, the multiparty computation process starts. Each party performs the same
instructions given by the MPC protocol on the datashares they possess. In the last step D, the output of
all functions is distributed over all Result Parties (RPs). It is important that the environment architecture
among the Compute Parties (CPs) safeguards against recreation of datashares to the original input
value (i.e. by private or public keys). Therefore, it is also important that Compute Parties (CPs) (and
the Input Parties (IPs)) are independent and are not inclined to collaborate strategically.

3.3.2. Various current MPC Applications
As MPC is a coeducational technique that does not rely on trusted individuals or institutions, Archer
et al. (2018) conclude that MPC can be used (in a variety of different forms) to create more trustworthy
institutions than those we have today. To get a certain sense about the use cases of MPC, Archer et al.
(2018) already proposed multiple use cases which can be divided in two sets: small encryption of keys
and encryption of entire databases. Here follow a couple of use cases to broaden the understanding:

• The Jana system, an MPCenabled secure database, offering PDaaS (Private Data as a Service).
This is unique among encrypted databases due to the ability to offer also encryption during the
processing of data instead of the storage only.

• Cybernetica, similar MPCenabled database. Unique in the fact that it is not an centralbased
encrypted database but decentralized by distributed ledger technology.

• Offexchange matching, Alternative Trading System (ATS) which specializes matching services
to match and facilitate buyers and traders in securities. These retrieve lot of data about buyers’
willingness to pay (WtP) and sellers’ willingness to accept which is encrypted by MPC.

• Privacy preserving statistics and passwords, several applications on mobile devices make use
of user profiles including passwords. These passwords are very vulnerable if stored in plaintext.
Therefore, by MPC between the server and mobile devices, long hash values can be computed
in order to secure the users’ credentials.

• Cloud key management, TLS key protection which is heavily used in the banking sector to secure
keys in ATM’s or to secure data in payment card systems.

• Voting and benchmarking mechanisms for elections, where all people vote but individual votes
can hardly be disclosed (Sousa, Antunes, and Martins, 2018).
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3.3.3. Conclusion: Potential of MPCenabled data marketplaces
This conclusion explicates why MPC would help data marketplaces to overcome the barriers as in the
lack of trust, security (risk of data disclosure), privacy and transparency (Agahari, Dolci, and de Reuver,
2021). As explicated in the the data marketplacesection (3.2), data marketplaces suffer from technolo
gies that enable data control on the platform in order to keep data ownership to the data providers
owning the data. As MPC is currently not yet applied on data marketplaces, we follow Agahari, Dolci,
and de Reuver (2021) who within an European founded organisation SafeDEED are investigating on
adoption of MPC on data marketplaces to ensure data control to data providers. They found out that
MPC could overcome the pitfalls of lacking security and privacy (1), the provider having control over
their own data (2) and ensuring the correct computations (3). MPC could even generate value to data
marketplaces.

Three aspects of MPC could overcome these barriers, as MPC is based on (1) computational secu
rity, (2) based on protocols for computation and the correct control mechanisms by suspicious actions,
and (3) therefore correct executions of computations (Agahari, Dolci, and de Reuver, 2021). These
three aspects could make it possible to preserve the provided data at the data provider and enable
data ownership and the preservation of of results by the multiparty computation. These three values
could thus have a positive impact on the factors risk of data disclosure, data control, trust and ben
efit and therefore this userbased study is interesting to perform to check whether this effect is true.
These values are solutions to the data marketplace objectives with the help of MPC.

However, beware, Agahari, Dolci, and de Reuver (2021) also recognised several factors which may
hamper the adoption of MPC on data marketplaces. The technology is relatively complex to under
stand this negatively affects the perception of MPC (1), due to this it may that data marketplace owners
or users may not see the need for this technology (2). Even if they see the need for this technology,
there is no recourse availability yet as the maturity is not adequate to fulfill the desires (3). The radical
change to adopt MPC could also be one of the factors which affects the adoption (4). Furthermore,
some implications arise by implementing MPC on data marketplaces. First of all, by implementing
MPC on data marketplaces, this changes the platform architecture of the data marketplace. As MPC
works in a decentralised way, centralised data marketplaces need to change to decentralised platform
architectures (Agahari, Dolci, and de Reuver, 2021). Also, data marketplaces which only provide their
service in a way of a broker, have the opportunity to offer new types of services as data analytics. And,
constructing MPCenabled data marketplaces can result in additional costs.

Nevertheless, by promoting MPC on data marketplaces, this could generate awareness of the
technology which may further incentivizes people to dive deeper in MPC. The only studies which are
currently focussing on MPCenabled data marketplaces are Koch, Krenn, Pellegrino, and Ramacher
(2021) and Roman and Vu (2018). The former couple initiated a type of architecture for data market
places where MPC is attached to blockchain based smartcontracts (Agahari, Dolci, and de Reuver,
2021). Koch, Krenn, Pellegrino, and Ramacher (2021) tried to already provide privacypreserving data
analytics with the use of MPC.

To conclude, besides that there are still many barriers to overcome when conceptualizing MPC
enabled data marketplaces, MPC could bring value to data marketplaces which may affect the four
selected userbased data sharing factors in this study: risk of data disclosure, data control and benefit.
In the next chapter, the methodology behind the stated choice experiments will be explicated in order
to move towards the experimental design where the experiment on these MPCenabled data market
places will be realized and released. Then, answers will be given on how important these factors are
relatively to each other.
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4
Methodology

The methodology is the building block and crucial step before entering the experimental phase. In
this chapter, first an overview is given on the general approach of this study in 4.1. Then, the method
which is used to gain and analyse the data will be explained in 4.2. This will serve as the framework
and fundament of the next part; the experimentation phase. This chapter is thus the fundament for the
experimental design and the further input to the stated choice experiments and analysis. In the sections
4.3, 4.4 and 4.5, different models are explained which are further used to compare among each other
to have a certain sense of which model to use and which model performs best. Several models are
thus used in order to address the research questions and subquestions stated in section 1.5. The
model and the reason why this model should be used will be described there. The relative weights
of the components will be calculated using survey data acquired objectively. The selected research
approach will now be explained in greater detail.

4.1. Research Approach: Modeling
As explorative research is about collecting and analyzing numerical data which can further be used
to find certain patterns (Goundar, 2012), discrete choiceexperiments are set up in order to obtain
stated preferences of consumers for exploring how consumers value the four data sharing factors on
MPCenabled datamarketplaces. This Discrete Choice Modeling (DCM) method for analyzing actors’
behavior, can be described as explorative in nature (Salampessy et al., 2015). Besides finding pat
terns, attractiveness for datamarketplaces by MPC can be estimated and causal relationships can be
shown. As there is a lack of understanding of the functioning of MPC datamarketplaces, this fits with
the overall goal of this research which consists of visualising the impact on automotive businesses in
certain (hypothetical) datamarketplaces and contributes to the SafeDEED project which is focused
on worldwide acceleration of datasharing.

The approach to come up in this thesis is the modeling approach. Discrete choice sets about
MPCenabled data marketplaces will be constructed for car owners and the requirement of sufficient
respondents needs to be fulfilled. After receiving the choicemodelling data, a Rmodel will be used in
which (mixed) LogitModels are applied to the retrieved data. This will determine the weights of partic
ular factors which make the data most likely. The model’s loglikelihood (LL) and the significance of
attributes can be evaluated. Moreover, this model could iteratively be improved to identify if different
additional attributes (which were not involved in the initial model) make the estimation of the model’s
likelihoods even better.

Advantages of this stated choice modeling approach is that the approach is very flexible in nature,
it is not bounded by existing datamarketplaces due to its experimental design (Mandeville, Lagarde,
and Hanson, 2014). Furthermore, DCM is a fairly mathematically elegant way to determine market
shares of certain MPC datamarketplaces, because it shows people’s preferences of attributes without
asking them these difficult questions directly. Apart from these advantages, one has to be very aware
of the hypothetical bias in this type of modeling and of the respondents (Rakotonarivo, Schaafsma,
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and Hockley, 2016). Because of the experimental nature of this approach, people’s choices might not
reflect what people would choose in reality. One should also be aware of constant tradeoff between
reliability and validity of DCM which is reflected in the results (Carson et al., 1994).

4.2. Research Method: Discrete Choice Experiment
In general, consumers currently have a lack of understanding in MPC (Bogetoft et al., 2008), and data
marketplaces are not yet commonly known, the consumers’ willingness to share automotive data on
MPCenabled data marketplaces is yet unknown. It is therefore hard to ask consumers directly how
they value their own willingness to share automotive data on a platform which is unknown to them
with a technology which is perceived as relatively complex. Thus, people do not know exactly how
important they value different data sharing factors in this new context. Therefore, Stated Choice Ex
periments (SCE’s) will be constructed in order to let people make choices between MPCenabled data
marketplace options, instead of asking the willingness directly. This way, by Discrete Choice Modeling
(DCM), the way in which consumers value the data sharing factors can be retrieved. Thus, by letting
people make these choices between different options, the evaluation and estimation of the data will
obtain the preferences of people. It is therefore very important that the choices display clear and real
tradeoffs between different factors and are correctly formulated according (technical) rules to minimize
standard errors and maximize validity and reliability. Also the requirement on sufficient respondents
needs to be fulfilled. The choice data of the people are the crucial data which needs to be obtained in
order to analyse the perceived factor importance. This data is thus key for the next step, in which our
constructed software programs will help analyze the important elements within the data.

Advantages of this stated choice modeling approach is that the approach is very flexible in nature,
it is not bounded by existing data marketplaces due to its experimental design (Mandeville, Lagarde,
and Hanson, 2014). Furthermore, Discrete Choice Modeling (DCM) is a fairly mathematically elegant
way to determine market shares of certain MPCenabled data marketplaces, because it shows peo
ple’s preferences of attributes without asking them these difficult questions directly. Apart from these
advantages, one has to be very aware of the hypothetical bias in this type of modeling and of the
respondents (Rakotonarivo, Schaafsma, and Hockley, 2016). Due to the experimental nature of this
approach, people’s choices might not reflect what people would choose in reality. One should also
be aware of constant tradeoff between reliability and validity of DCM which is reflected in the results
(Carson et al., 1994).

There are various Discrete Choice Models that can be used in estimating the factors which are
varied in the SCE’s. In this research, the Multinomial Logit Model (MNL), the MixedLogit (ML) and the
RandomRegretModel (RRM) are used to analyse the choicedata. Each different model has its own
technological niceties and advantages and disadvantages. Nevertheless, by having a broad analysis
on the obtained choicedata by different models, a more explicit analysis can be drawn which enables
the room for discussion and conclusion on the different models which enlarges the utility of this re
search. In the following subsections, each model is explained in a succinctly manner. But first, let us
compare this study with similar studies which were also based on DCM. This way, we can better argue
why we used DCM instead of basic surveys or interviews.

The tools are of great importance. Two different softwaretools (Ngene and R) are needed in order
to fully grasp the desired information. Ngene is a software tool, capable of generating survey struc
tures for a broad spectrum of discrete choice experiments. Ngene assists in optimizing a survey by
maximising the information and making choice experiments more realistic and familiar to respondents.
Afterwards, the filled in choice experiments data is used as input for the constructed Rmodel wherein
the weights will be estimated which make the data most likely. The weights display the importance of a
factor in a numerical way. Besides this, significance levels, standarderrors, LogLikelihoods (LL) and
data marketplace market shares can be obtained which are needed to evaluate the decision making
process whether MPC is valuable within data marketplaces. The mentioned terms are all important
in concluding if the results are suited to be generalized to the whole population instead of just on the
group of respondents.
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4.3. MultinomialLogit model (MNL)
In the MultinomialLogit model (MNL), the estimation of each factor, called the beta, is based on the
Maximum Likelihoodprinciple. This principle finds the set of parameters that makes the filledin choice
data most likely. Instead of the likelihood, the logarithm is used which becomes very large and negative.
This is done as this gives easier numbers to calculate with and to report. MNL models are also based
on random utility maximization (RUM). This holds that the alternative with the highest utility, has the
best possibility of being selected by people. Utility of an alternative is based on the summation of each
factor plus a error term. Let us first handle all key elements in a RUM MNL choice model, for each
individual n:

1. Alternativesubscripts (e.g. MPCenabled marketplace 1, MPCenabled marketplace 2) i, j
2. Factorsubscripts (e.g. risk of data disclosure, benefit) m
3. Factorvalues (e.g. low risk, 20 dollars) x
4. Weights (e.g. for risk of data disclosure, benefit) (to be estimated) β
5. Randomness (error term) ϵ
6. Decision rule (for the moment: RUM)

n’s utility of alternative i:
Uin = Vi + ϵin =

∑
m

βm ∗ xim + ϵin (4.1)

i is chosen by n if: ∑
m

βm ∗ xim + ϵin >
∑
m

βm ∗ xjm + ϵjn,∀j ̸= i (4.2)

Note that weights are estimated at the sample level, not for each individual. For simplicity, it is
assumed that factorvalues are the same for each individual

Thus, a random sampled individual chooses the alternative whose total utility is the highest among
all alternatives in the choice set.

TotalUtility = SystematicUtility + errorterm =
∑
m

βm ∗ xim + ϵin (4.3)

Systematic utility: samplespecific summary of all that can be related to the observed factors (e.g.
risk of data disclosure, data control, trust, benefit)

Error term: everything else that governs the individual’s choice (unobserved factors, heterogeneity
in tastes, randomness in choices)

So: even when the systematic utility is highest, that alternative may still not be chosen by a particular
individual in a particular choice situation. In other words, a choice can only be predicted by a probability:
a higher systematic utility leads to a higher choice probability. The probability of i getting chosen is then:

P (i) = P (Vi + ϵi > Vj + ϵj ,∀j ̸= i) =
exp(Vi)∑

j=1..J exp(Vj)
=

exp(
∑

m βm ∗ xim)∑
j=1..J exp(βm ∗ xjm)

(4.4)

(where i is included in J)

The NewtonRaphsonmethod is often used for the estimation of the parameters (the weights of the
factors)(C. Chorus, 2017). A loglikelihood (LL) is thus the logarithm of the likelihood that the found
betas make the obtained choice data most likely.

The MNLmodel gives the following outcomes:

• The parameter estimates (betas)
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• The final loglikelihood (LL)
• The standard errors associated with the parameter estimates (se’s)

The LL can be used to determine a model’s fit, by using the McFaddens’ rhosquared (McFadden
et al., 1973):

p2 =
LLβ

LL0
(4.5)

Where LLβ is the loglikelihood of the estimated model, and the LL0 is the loglikelihood when all
betas were zero (which would mean random model). If p2 is equal to zero, the model does not estimate
better than throwing a dice. If it is 1 (which is almost impossible), the model has a perfect fit.

However, we need to adapt a statistical perspective in order to check whether this model has a good
fit in relation to other estimated models and not merely due to coincidence. To check this, there are two
methods:

• For nested models (where one model has more parameters than the other), a LikelihoodRatio
Test is performed (C. Chorus, 2017).

• Nonnested models: BenAkiva & Swait test (BenAkiva and Swait, 1986)

Standard errors can be used to compute the 95%confidence intervals (CI), this interval has the
95% probability of containing the true population beta:

P (−1.96 ≤ β̂ − β

SE
≤ 1.96) = 0.95 (4.6)

4.4. MixedLogit model (ML)
The Multinominal logit model is a relative easy and nice way to estimate choice behavior, however it
has some disadvantages when taking it to reality. The MNLmodel ignores the correlation within ’nests
of alternatives’ which are similar in unobserved and/or observed factors. The random errors of the
MNL are i.i.d. (independent and identically distributed, they are all drawn and assigned independently),
which may be unrealistic. This leads to biased estimation outcomes. Solution: Mixed Logit Model (ML).
As a result:

cov(ϵn,MPC−enabledmarketplace1, ϵn,MPC−enabledmarketplace2) ̸= 0 (4.7)

The i.i.d. error term assumption is the source of the IIAproperty (Independence from Irrelevant
Alternatives): the relative popularity of two alternatives does not depend on a third one. This doesn’t
hold for some situations, thus the use of it can lead to flawed results. Adding a constant to the utilities
or enriching the specifications of systematic utilities will not help to overcome this problem, as there still
would be variation across individuals in terms of unobserved utility.

To sum up, the i.i.d. assumption of logit models (MNL) is invalid if:

• One or more subsets of alternatives share common factors (e.g. lack of privacy)
• Utility associated with these factors varies across individuals (some like, others don’t like data
sharing due to the risks involved)

• This variation is not fully captured in the systematic utility (correlation between alternatives in
terms of unobserved utility)

Solution: an extra error term is added that represents variation of the utility of the common unob
served factors. (note: ”DC” stands for Data Control)

Un,MPC1 = βRisk ∗RiskMPC1 + βDC ∗DCMPC1 + ϵn,MPC1

Un,MPC2 = βRisk ∗RiskMPC2 + βDC ∗DCMPC2 + vn,decentralised + ϵn,MPC2

Un,MPC3 = βRisk ∗RiskMPC3 + βDC ∗DCMPC3 + vn,decentralised + ϵn,MPC3
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where Vn,decentralised ∼N(0,σv)

The size of sigma reflects the degree of correlation between (unobserved) utilities. It is estimated
from the data (it’s an extra parameter). If it is zero, then ML > MNL. It is preferable to always estimate
a ML when in doubt about the aforementioned utilities.

Another biased assumption of MNL is that it assumes that tastes are the same within the population,
assumed is that there is exactly one taste parameter (beta). However, these tastes will vary. This again
ignores correlations between unobserved utilities of alternatives with similar factors. Solution: specify
a probability density function for one or more of the betas in addition to the additional error term only:

Un,MPC1 = βRisk ∗RiskMPC1 + βDC ∗DCMPC1 + ϵn,MPC1

Un,MPC2 = βRisk ∗RiskMPC2 + βDC ∗DCMPC2 + vn,decentralised + ϵn,MPC2

Un,MPC3 = βRisk ∗RiskMPC3 + βDC ∗DCMPC3 + vn,decentralised + ϵn,MPC3

where Vn,decentralised ∼N(0,σv) and βn,Risk ∼N(βDC ,σβ)

At last, MNL assumes that choices made by the same individual are uncorrelated. However, if a
traveller makes T consecutive choices, those choices are correlated as well. If he chooses car at trip
t=1, it is likely that will choose car at t=2 as well. What goes wrong is: if every choice is independent of
all the others, every case provides an equal amount of information. But the choice at t=2 provides less
information than the choice at t=1. So, the model is expected to have more information than it has in
reality. The model will assign too much certainty to the estimated parameters so it will underestimate
the SE’s of parameters which leads to overestimated tvalues which can lead to a misconception that
parameters might look significant, while they are not. Solution: use ML and thus make the preferences
individualspecific. To conclude, MNL is more userfriendly and has a way faster runtime whereas ML
is closer to reality but has a way slower runtime. Even billiondollar investments are often still estimated
by MNL due to these reasons.
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4.5. RandomRegretMinimization model (RRM)
One of the most interesting findings from behavioral economics: people care less about absolute fac
tor levels than about relative factors levels. Reference points can be status quo, norms, expectations,
peers. Losses loom larger than gains of equal magnitude (C. Chorus, 2017). This model is different
than the MNL and ML as it is based on regret minimization (RRM) instead of utility maximization (RUM).
The core assumptions:

• People choose the alternative with least regret (C. Chorus, 2012)
• Regret = the sum of regrets associated with binary comparisons with all other alternatives (C.
Chorus, 2012)

• Attributeregret is a convex function of factor difference

Figure 4.1: Comparisons factors in RRM

Achieving regret is assigned more weight than attaining rejoice. Summation over all attributes gen
erates regret. The minimum regret alternative is chosen. Here the generic RRM model is formulated:

Ri =
∑
j ̸=i

∑
m

µ ∗ [ln(1 + exp[
βm

µ
∗ (xjm − xim)])− ln(2)] (4.8)

Where Ri is the regret of alternative i.
The sum is taken over all competing alternatives within j and over all factors m.
A weight βm is taken according to the importance of a factor m.
Each performance of factor m is compared to other factors within j.

Different uses of µ:

• µ = 0.01 (towards 0), this means no care for rejoice, only for regret (pureRRM)
• µ = 1 , this is an conventional RandomRegret Model (CRRM)
• µ = 100 (towards infinity), rejoice and regret are equally important in this case (MNL)

In the end, the probability that an alternative i is chosen over j in a RRM model is:

P (i) = P (RRi < RRj ,∀j ̸= i) =
exp(−Ri)∑

j=1..J exp(−Rj)
(4.9)
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Note: RRM predicts a preference for compromise alternatives as seen in this plot (choice probability
of B):

Figure 4.2: Compromise Alternative RRM

This is because being an extreme alternative (very strong performance on some attributes, very
poor on others) is inefficient in terms of regret.

When testing if a RRM model explains the obtained data statistically better than a RUM model, we
can’t use the LRS of the RUM, as this assumes nested models (difference in parameters). Now the
goal is to compare nonnested models. Thus, the BenAkiva & Swait test is performed:

p = NormSDistr(−

√
2 ∗N ∗ ln(J) ∗ (LL(RUM)− LL(RRM))

LL(0)
(4.10)

Where, NormSDist(x) = the probability that draw from standard normal < x
N = Number of observations
J = number of alternatives in the choice set

When interpreting the RRMparameters: the absolute value of beta gives the maximum increase
in regret associated with the comparison of two alternatives, caused by one unit deterioration in the
considered alternative’s factor. The differences between CRRM and RUM are often significant but
small (C. Chorus, 2012). Much bigger differences become apparent when deviating the µ. To check
whether the chosen µ is statistically significant, the difference with 1 is used from the CRRM model:

tratio(µ ̸= 1) =
µ̂− 1

SE(µ̂)
(4.11)



5
Experimental Design

This chapter will outline the complete experiment design which will be based on a methodology where
the goal is on aiming to explore which factors affect the willingness to share on MPCenabled data
marketplaces. Therefore, a high validity and reliability is aimed for in order to lay confidence in these
findings. We first start with explication of the participant selection criteria in 5.1. Thereafter, all general
platforms used for the data collection (5.2) and the experimental setup (5.3) are defined. The factors
will be branched into levels in the statedchoice section in 5.4. This chapter concludes in section 5.5
with an example choice set. The design choices will be shown which are the foundation for the next
chapter, namely the data gathering and data analysis.

5.1. Participant Selection
In order to see if perceptions are conform the population, a large group of individuals is asked to par
ticipate in the experiment. This way, in the data analysis part of this study, these obtained data can
be used to say meaningful things about the population. A large enough sample group of respondents
is required to approach the population and improve the validity of the results. The targeted group of
respondents in this study consists of adults (18+) whose (driving) data will be hypothetically processed.
As the targeted population is very big and contains all kinds of people, incentives (voluntary) response
sampling will be used to obtain the sufficient amount of participants. This voluntary response sampling
method could lead to bias, as respondents who knowmore about a subject are more likely to participate
in the experiment (Nield and Nordstrom, 2016). However, by rewarding the volunteers, it is aimed to
gather a appropriate representation of the population to increase the validity.

The survey development tool Qualtrics will be used to construct the stated choice experiment. This
offers a number of advantages. Qualtrics hosts its experiment on own servers and stores these data
there. Each noted response by Qualtrics will be able to be placed on own devices for data analysis.
Qualtrics satisfies all GDPR privacyrelated rules which are set up by the European Union. This strat
egy is only based on respondents from Qualtrics and Prolific. So no social media platforms will be
considered in this strategy as dataheterogeneity is no issue in this study as the target group is not very
specific. For the minimum sample size requirements per factor, we follow C. Chorus and Molin (2017)
and Bliemer and Rose (2005, p. 11) with the following equation in order to reach a 95% certainty that
it is statistically significant. That is:

N ≥ (
1.96 ∗ sef (β∗

f )

β∗
f

)2 (5.1)

Where :
N is the sample size
sef is the standard error for factor f
β∗
f is the estimate of factor f
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For a general rule of thumb according to the amount of respondents which are needed for the entire
choice experiment, we follow Rose and Bliemer (2013, p. 1024):

N ≥ 500 ∗ (L
max

J ∗ S
) (5.2)

Where :
N is the sample size
Lmax is the largest number of levels for any factor
J is the number of alternatives
S is the number of choicetasks

In our case (L=3, J=3, S=9) this would results in a minimum of 56 respondents within the sample
size to reach significance. The recommended amount of respondents from Qualtrics is 120. This is not
expected to be an issue to reach by Prolific.

5.2. Gathering of the data
The data collection will be organized by a self constructed survey and choiceexperiment by the survey
software Qualtrics1. This software tool is supported by the TU Delft (TU Delft, n.d.). To analyze the
data, an constructed RScript will be used to gain information from the raw data. The analysis is done
by the software programm RStudio2. All respondents will be reached by the platform Prolific3, which is
an platform for participant recruitment. Prolific provides the option to set up filters to have customer pre
screening, an age requirement of eighteen years old will be set. Within this platform, each respondent
will be compensated for filling in the survey or experiment truthfully. This platform is expected to be
suitable for this study as it offers several advantages. Firstly, the main advantage is the speed in which
participants are gathered when the eligibility criteria are broad, the median amount of time needed to
reach a N = 100 is around 1.5 to 2 hours (Prolific, 2020). Furthermore, this platform offers a wide
reach. Moreover, despite that the conditions of lab and online testing are very different, evidence is
growing towards that findings are being comparable. See Crump, McDonnell, and Gureckis (2013)
which replicated many experiments on MTurk or Peer, Brandimarte, Samat, and Acquisti (2017) which
did similar research on the platforms Prolific and Crowdflower. At last, whereas most university studies
are based on samples which are often highly concentrated in the age range 1823 and often highly
educated, Prolific has a older participant pool with a range of education and employment levels.

5.3. Design
This section elaborates the way the research is set up. Figure 5.1 shows an schematic representation
of the process. By collecting data about the backgrounds of respondents and their digital literacy and
experience with datasharing, it is optional to analyze whether there exists correlation between people’s
background and their prioritization in the stated choice experiments. First the education and stated
choice experiment is executed in order to have the best attention of the respondents. Thereafter, the
demographics and privacy concerns will be asked. It is expected that respondents will take approxi
mately 20 minutes to complete the survey. This section further explicates the factors plus levels. The
relevance of the factors is already discussed in section 2.

Figure 5.1: Experiment Process

The education on MPC consists partly of a 3minute video (initial is 6 minutes) in which the MPC
1https://www.qualtrics.com/
2https://www.rstudio.com/
3https://www.prolific.co/

https://www.qualtrics.com/
https://www.rstudio.com/
https://www.prolific.co/
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technology is explained. This video4 is developed as part of the SafeDEED deliverable (D2.6) and
part of Petronia’s (2020) MSc thesis. The video contains a short introduction on the goal of MPC plus a
small MPC example to make people more familiar with the technology. The example is about a group of
colleagues which want to know who of the group earns the highest salary, without disclosing their own
salary. In the example, the respondents are shown how MPC is used as a solution in order to obtain the
name of the person earning the highest salary. The representation of MPC in the video is a simplified
display of the technique which gives the advantage that people are expected to understand the concept
easily. However, as it might be better to educate respondents more extensively about MPC, this could
also confuse them. The respondents can watch the video as many times as they desire, this way they
can fully understand the concept. After watching the video, the respondents are asked to check the
box if they watched the video and are ready to start the choice experiment. This is required to proceed
the experiment and this way there is a certain check about whether the respondents understood the
concept.

After the video, an textual announcement is made on the statedchoice experiment to introduce the
method to the respondents. This announcement also includes the scenario in which the respondents
need to make a choice between three different alternatives each time. This first block is estimated to
take 7 minutes. The scenario in which people make choices between the alternatives is the following;
people are asked to exchange personal car data to help navigation companies improve their services
(i.e. road suggestions). By improving their services, consumers will have a better product in the future.
The context of helping navigation companies is chosen as this situation is expected to be most familiar
to the respondents group, this way we expect the situation to be clear to the respondents to increase
validity. Furthermore, by ensuring that the services will be better in the future due to this data sharing,
the respondents have an initial incentive to share their GPS data. Shown is, that sharing their car data
will be done on MPCenabled data marketplaces. Beware, in the scenario they share sensitive GPS
data and disclosure of these data by malicious parties could have negative effects on the consumers.
This is the situation where the respondents are in. This scenario is held constant in each choice situa
tion because if this is not the case, people can make different assumptions and this affects the validity
of the experiment in a negative way. See appendix I for the full detailed survey.

n the stated choice experiment, each time, one option with three alternatives is given to the respon
dents. Three alternatives are chosen in order to gain more information per choice set than in a choice
set with two alternatives (C. Chorus, 2017) (see for the justification the example in Appendix C). Each
respondent retrieves the same 9 options. Each alternative is a combination of the four factors; risk of
data disclosure, data control, trust and benefit. See for example figure 5.3. Every time, respondents
need to make a choice on which alternative they would prefer in the scenario of sharing their GPS data
to navigation companies. By showing the respondents multiple combinations, the average importance
per factor can be pinpointed. This is important to base future decisions on. This part of the survey is
estimated to take 5 minutes.

The demographic factors are asked after the experiment. This way the respondents have the best
focus on the experiment. The demographic questions are straightforward questions on their gender,
age, nationality, employment. Furthermore, people’s familiarity with privacy preserving technologies
and data marketplaces is asked. These questions are found relevant in explaining relations between
respondents and the choices they make in the stated choice experiment of section 5.4. This block is
expected to take around 5 minutes.

At the end of the experiment, it is interesting to get a certain sense of the privacy concerns of the
respondents in order to link these to respondentchoices in the analysis phase. A. Westin and Interac
tive has committed themselves over the years 1993 to 2003 on showing people’s privacy segmentation
and on constructing the core privacy orientation index in order to compare groups of people in their
feelings about privacy today. They also constructed an index on online consumer privacy, in which we
follow A. Westin and Interactive (1999) in their criteria to derive the privacy index. By doing this, the
following statements in table 5.1 will be asked to respondents to anwers on a (1) ”strongly disagree” to
(5) ”strongly agree” scale:

4https://www.youtube.com/watch?v=90jcXCHsBF0&ab_channel=Safe-DEED

https://www.youtube.com/watch?v=90jcXCHsBF0&ab_channel=Safe-DEED
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Table 5.1: Aspects of A. Westin and Interactive’s (1999) privacy index.

Year of Study Criteria used for deriving privacy index

19952003
Privacy Segmentation
& Core Privacy
Orientation Index

(1) Consumers have lost all control over how personal information is collected and
used by companies.
(2) Most businesses handle the personal information they collect about consumers
in a proper and confidential way.
(3) Existing laws and organizational practices provide a reasonable level of protec
tion for consumer privacy today.

These three statements in which people need to fill in to what extend they agree or disagree with
these statements. The values for fundamentalists, unconcerned and pragmatists were found to be:

• ”Privacy Fundamentalist: At the maximum extreme of privacy concern, Privacy Fundamentalists
are the most protective of their privacy. These consumers feel companies should not be able to
acquire personal information for their organizational needs and think that individuals should be
proactive in refusing to provide information. Privacy Fundamentalists also support stronger laws
to safeguard an individual’s privacy” (A. Westin and Interactive, 1999).

• ”Privacy Unconcerned: These consumers are the least protective of their privacy  they feel that
the benefits they may receive from companies after providing information far outweigh the poten
tial abuses of this information. Further, they do not favor expanded regulation to protect privacy”
(A. Westin and Interactive, 1999) .

• ”Privacy Pragmatists: Privacy Pragmatists weigh the potential pros and cons of sharing informa
tion; evaluate the protections that are in place and their trust in the company or organization. After
this, they decide whether it makes sense for them to share their personal information” (A. Westin
and Interactive, 1999).

5.4. Stated Choice Experiment
To retrieve which factors are most important to respondents, multiple sets of statedchoice questions
are presented in the experiment. Each factor influencing the willingness to share on MPCenabled data
marketplaces has certain levels which are altered between different questions between MPCenabled
data marketplace. The respondents are each question asked, to choose their most preferable MPC
enabled data marketplace on which they would like to share their sensitive automotive GPS data on.
This section holds the levels of the factors and the design by Ngene where the choice sets are based on.

For constructing a experimental design, two different methods are found appropriate. Either effi
cient or orthogonaldesigns based on basicplans. Basic plans are template designs which are set up
by mathematicians in order to reduce standard errors and thus have as reliable parameters as possi
ble (Molin, 2017). These basic plans hold likewise properties as efficient designs and are focused on
reducing the total number of questions for the respondent. However, these orthogonal designs do not
allow for prior values on factors (Molin, 2017). These efficient designs are in technical terms focused
on minimizing the Derror which is a measure of covariance between the factorlevels which are shown
to the respondents (Bliemer and Rose, 2005). Derror is a metric that evaluates how effective a design
is in retrieving knowledge from experiment participants. The smaller the Derror, the better the design.
Hence, by minimizing the Derror, the coherence between choicetasks will be reduced. In the experi
ment design phase in Ngene, efficient designs were able in 9 choicetasks whereas orthogonal designs
are possible from 18 choicetasks per respondent. Less choice tasks per respondent are preferred in
this case.

As fullfactorial designs, which entail all possible combinations of factorlevels, are way too big for
respondents to answer and would lead to respondentfatigues and eventually to unreliable or invalid
estimates  we choose to employ an efficient design to construct various of different scenarios of result
ing in different choices. See figure 5.2. Based on mathematical optimization and the possibility for prior
estimates on factors, these efficient designs try to make the standard errors minimum (Kuhfeld, 2006).
Priors are predefined expected parameters which are based on the expectation of the researcher, in
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order to ”help” the models estimate the parameters already around that prior. However, as data shar
ing in this type of situations and by this relatively new technology is quite new, there are no specific
priors for the constructed data sharing factors found in literature. Also, we do not give our priors a
predefined polarity (+0.01 or 0.01) as these are also not based on literature, and whenever priors are
chosen wrongly, one this could affect the factors, the choice probabilities and the model fit in a wrong
way (Kuhfeld, 2006).

Figure 5.2: Estimate Efficient Design by software package Ngene

Table 5.2 contains four factors which are deemed relevant for the statedchoice questions regard
ing data sharing on MPCenabled data marketplaces, plus their levels. These data sharing factors
are found through literature review study. This table corresponds to table 2.3 in section 2.3 where the
definition and references are stated. The most appropriate and distinctive factors are included. This is
because various factors had overlap or were hard to materialize in the form of levels.

Table 5.2: Factors including levels influencing MPC

Factor Levels

Risk of data
disclosure

1. Low: the consumers are exposed to 1 incident in 100 occasions (sales of data).
2. Moderate: the consumers are exposed to 5 incidents in 100 occasions (sales of data).
3. High: the consumers are exposed to 10 incidents in 100 occasions (sales of data).

Data Control 1. The MPC protocol is installed centrally at data marketplaces. Your car data is transferred
to the central MPC computation server hosted by data marketplace operator. The compu
tation is performed centrally.
2. The MPC protocol is installed at your car. Your car data stays with you. The computation
is performed in your car.

Trust 1. Hardly anyone you know uses this technology when sharing data on data marketplaces.
2. About half of the people you know use this technology when sharing data on data mar
ketplaces.
3. Almost all the people you know use this technology when sharing data on data market
places.

Benefit 1. Participants receive no benefit for inputting their automotive data.
2. Participants receive 10 dollar per month for inputting their automotive data.
3. Participants receive 20 dollar per month for inputting their automotive data.

As the application of stated choice experiments in the field of MPC on data marketplaces is very
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new, the levels for each factor are chosen based on comparisons of course material. For the design
of factor levels of Risk of Data Disclosure, levels (in terms of percentages) are based on Travisi and
Nijkamp (2008) which operationalised environmental accompanied with health risklevels in the Italian
agriculture sector. Hauber et al. (2013) did materialize risk in the same way but in the field of health
care, specifically risk in medicines. As MPC is not yet in operation, there are no relevant sources which
state the amount of data disclosures. Therefore, we follow Koch, Krenn, Pellegrino, and Ramacher
(2021) who initialized a table which gives an overview about the threats in data sharing (see Appendix
??). Own assumptions are made about numerating low, medium or high likelihoods of a threat. Data
disclosure due to sharing car data by MPC on data marketplaces is assumed to be low if it happens in
1% of the times people share. Medium is assumed to be 5% and high 10% of the time.

For the factor Data Control, 2 levels are initialized. This data sharing factors is most related to MPC
specifically. Following Archer et al. (2018), MPC is decentralised by design, which means that this
relates to a decentralised architecture where the automotive GPS data stays at your own car during
the computation process. Nevertheless, a distinction is made between a centralised and decentralised
architecture which means that choices have to be made on whether the data is stored and processed
on a central server or in their car. This is done to retrieve the consumers’ preferences regarding the
architecture of MPC. Furthermore, images are included to show the difference between centralized and
decentralized data control to respondents. This is done as it is expected to be a complex and hard to
comprehend factor to the respondents.

The factor Trust. In economic and financial decisionmaking, herding and imitating may reflect a
social learning experience, but this will be regulated by feelings and sociopsychological factors that de
termine sensitivity to social influence (Baddeley, 2010). The herding effect is based on the assumption
that people follow each other when the consequences are preferable and safe. The levels are based on
own initialisation as their is little stated choice research done on herding effects in data sharing. Only
in stock market decisions.

In the end, the factor Benefit is a common factor within many choice experiments and lends itself
for measuring people’s Willingness to Pay (WtP) for certain increases on other factors. The other way
around however, we can show in which degree people are willing to accept an devaluation of a factor
in exchange for a (monetary) compensation. In Derikx, De Reuver, and Kroesen (2016), people were
willing to shoot privacy concerns on automotive data for an average 9.54€ per month to insurance
companies. This is in the middle of our range between zero and twenty dollars, which is preferable as
it adds reliability in the estimation of this parameter.

5.5. Conclusion
Current chapter shapes the the fundament of the proposed experiment. The experimental design was
build on demographic factors, questions regarding privacy concerns and the stated choice experiment
with its efficient design. For the demographics: age, gender, educational level and familiarity of tech
nology are concerned. For the factors: risk of data disclosure, data control, trust (in terms of a herding
effect) and benefit are concerned. These are all based on the literature research input of chapter previ
ous chapters regarding data sharing, data marketplaces and MPC. A mathematical efficient design is
applied to reduce the number of choices a respondent has to make to 9 choices. This reduces respon
dent fatigues and aims for more valid results. As mentioned earlier on, Ngene is used to generate the
efficient design where standard errors and the required number of choice tasks are minimized. This
complete design code is visible in Appendix A and the colorized design in figure 6.7 in the next chapter.
Figure 5.3 shows a final example choice task which respondents will fill in. As each single choiceset
is different because the alternativefactors deviate in levels, respondents make tradeoffs each time
between factors and its levels which the model will pick up and will estimate preferences for certain al
ternatives. The option which is generating the highest utility is chosen which tells our model more and
more each choice about the importance of factors. See the following figure for an indication of a choice
task. In the end, this completed design allows us to move to the next phase: the data collection phase.
The following chapter and sections will outline the data collection and subsequent data analysis.
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Figure 5.3: Example Choice task
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6
Results & Data Analysis

The results of the choice experiment are addressed and analysed in this chapter. Beginning with the
datacleaning in the next section 6.1 to ensure reliable and valid data. Thereafter, the demographics
are discussed in section 6.2 and the stated choice experiment in 6.3 where all factors are discussed.
In the end, multiple conclusions will be drawn in the conclusions section 6.4 where after in the next
chapter 7 the overall conclusions will be drawn and the reflection will be held. This chapter, will focus
and will answer the second research question.

2: What is the relative importance of factors that influence the willingness of consumers to join and
share data in MPCenabled data marketplaces?

6.1. Data Collection
Via Prolific, the data gathering phase was divided in two stages. The pretest accompanied by the main
test. The pretest was set up in order to check whether the factor estimates where in the right direction
and a check if the estimated time was rightly chosen. Especially, the attribute benefit was checked if
it was not disturbing the results. Furthermore, it was a check on whether the Qualtrics conjoint design
was applicable as input in the estimation of the logit models. In the following table the two different
tests are described.

Table 6.1: Collected data sets

ID Source N Motive Collection date Remarks

Pretest Prolific 74 Monetary
incentive

18 June, 2021 Stopped early at
74/120

Main test Prolific 428 Monetary
incentive

21 June, 2021 Completed

The data collection of the pretest commenced at 16:32 local time on June 18, 2021, using Pro
lific. The average monetary compensation per hour was £16.31/hr with 147,008 of 147,944 allowed
respondents and 46 open places. We watched the procedure unfold in real time once it was released.
During that process, we came to the conclusion that the conjoint design was randomized for each re
spondent by default. This means, that each respondent saw different combinations of alternatives per
choiceset. This could possibly lead to data formatting and model estimation difficulties. Therefore, the
process was stopped early to check whether this was fixable. After inspection, it was concluded that
the benefit attribute was not disturbing the results and all attributes were of the right direction. However,
the estimation was somehow skewed due to the conjoint design and respondents did not need the full
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twenty minutes to finish the survey on average. In the end the respondent pooling was stopped and
5 responses were destroyed based on time criteria. The time barrier was set on 7 minutes as many
respondents filled in the survey within 10 minutes. Only time criteria and bot criteria were considered
as there were no right or wrong answers in the stated choice experiment.

After importing the efficient Ngene design, the data collection via Prolific of themain test commenced
at 11:53 local time on June 21, 2021. The mean reward per hour was £17.65/hr with 147,731 of
147,942 allowed respondents. Within 2 hours, the 428 responses were reached. This time, different
from the pretest, the same choices were shown to every respondent. This omitted the data formatting
and estimation barriers and increased data validity. 21 responses were destroyed based on the time
criteria or incomplete response criteria. Therefore, 21 new responses were retrieved which added up
to the wanted 428. This response rate is 373% of the minimum response rate required by Qualtrics.
This should be a sufficient sample to base the model estimations on and state conclusions about the
population. Both collected data sets were merged later on, unfortunately due to the different designs
the model fit decreased with 19.2%. Therefore, the main test will be used as primary data to base the
results and conclusions on.

6.2. Demographics & Privacy Concerns
After prompting of the respondents for their preferences regarding data sharing by MPC, various de
mographic questions were asked. Additionally, respondents were questioned to state personal privacy
concerns regarding data sharing based on A. F. Westin’s (1968) privacy statements. In the next figures,
various demographics of the respondents are analysed. Also, in tables 6.26.4, all demographics are
summarized.

Table 6.2: Demographic characteristics of the respondents (Part A)

Characteristic N Percent Mean SD Remarks

Gender (N=428) 1.5 0.510

Male 216 50.5

Female 210 49.1

Other 2 0.5

Age (N=428) 2.72 0.878

18  24 211 49.3

25  34 147 34.3

35  44 53 12.4

45  54 11 2.6

55  64 6 1.4

Degree (N=428) 3.85 1.644

less than High school diploma 14 3.3

High school diploma 114 26.6

Some college, no degree 87 20.3

Associate degree 13 3.0

Bachelor’s degree 120 28.0

Master’s degree 69 16.1

Doctorate or professional de
gree

11 2.6
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Table 6.3: Demographic characteristics of the respondents (Part B)

Characteristic N Percent Mean SD Remarks

Employment (N=428) 3.73 2.31

Full time (40 hours+) 122 28.5

Part time 55 12.9

Other 18 18.2

Student 184 43.0

Retired 1 0.2

Homemaker 6 1.4

Selfemployed 35 8.2

Unable to work 7 1.6

Industries (N=428) 12.47 5.12

Forestry, fishing, hunting 5 1.2

Real estate 2 0.5

Mining 4 0.9

Professional, scientific ser
vices

54 12.6

Utilities 1 0.2

Management of companies 5 1.2

Construction 12 2.8

Admin, support, waste man
agement

11 2.6

Manufacturing 17 4.0

Education 50 11.7

Wholesale trade 2 0.5

Health care 33 7.7

Retail trade 28 6.5

Entertainment and recreation 31 7.2

Transportation 19 4.4

Food services 21 4.9

Information 31 7.2

Other services 69 16.1

Finance and insurance 26 6.1

Unclassified establishments 7 1.6

Car ownership (N=428) 2.54 1.76

Yes 196 45.8

No 84 19.6

No (but lease/ rental) 15 3.5

No (but family member) 133 31.1
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Table 6.4: Demographic characteristics of the respondents (Part C)

Characteristic N Percent Mean SD Remarks

Experience data market
places (N=428)

2.92 1.07

Shared data on data market for
multiple times

75 17.5

Shared data on data market
once

38 8.9

I know what a data market
place is, but never shared on
it

162 37.9

Before this survey, I had never
heard od data markets

153 35.7

Familiar with PPT’s (N=428) 2.20 1.51

Yes, I knew about PPT’s be
fore this survey

261 61.0

Due to this survey, I have now
an idea of what a PPT is

155 36.2

No, I still do not quite have an
idea of what a PPT is

12 2.8

On gender, the group is fairly balanced as shown in figure 6.1a. 49% females and 51% males
and 0.5% other. The age distribution is skewed towards the younger people, this can be expected
as the survey is launched via Prolific which is based on monetary incentives. It can be expected that
younger people, especially students are more familiar with these types platforms as older people prob
ably already have a job and do not want to use their spare time to get relatively low extra income. This
distribution is not normal. As shown in figure 6.3, most of the respondents are students. Furthermore,
in figure 6.4 the educational distribution of the respondents seems normal as the higher degrees (i.e.
PhD and MA) are in the minority, high school and bachelor degrees form the middle and around 25%
of the respondents has only finished high school or did not aim for a degree. Figure 6.2a shows that
this dataset consist of respondents mostly originating in the UK, South Africa, Poland, Portugal, USA,
Spain, Italy and Greece.

(a) Gender distribution (b) Education distribution

Figure 6.1: Gender and Education (N=428)

The following figures 6.3 and 6.4 show the employment distribution and the subsequent employment
sectors. As mentioned, mostly students and fulltimers are among the respondent group. Far most re
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(a) Nationality distribution (b) Age/Gender distribution

Figure 6.2: Nationality and Age and Gender (N=428)

spondents work in other services. Most respondents work in healthcare, in educational services or are
working as professional in scientific or technical services. Thereafter, entertainment, finance, informa
tion and retail trade follow. The sector distribution seems skewed to the more technical employment
sectors.

Figure 6.3: Employment Distribution (N=428)

Figure 6.4: Sector Distribution (N=428)
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As covariables for the stated choice experiment, peoples’ accessibility to a car and their knowledge
about data marketplaces and privacy preserving technologies (PPT) could be explanatory. As shown
in figure 6.5, almost half of the respondents have access to a car and around 35% of the respondents
have access to a car via family members or via lease. Around 20% has no access to a car at all. This
seems normal.

Figure 6.5: Car Access (N=428)

Then, in figure 6.6a it is shown that around a third of the respondents did not know what a data
marketplace was before attending this survey. Around 38% did know what a data marketplace was
before this survey. In the end, more than 25% says that they’ve even shared data on data marketplaces
before. This combination of people seems far from normally distributed. Perhaps, not all of these
respondents did have the same idea of what data marketplaces are. This would mean that in total,
around twothird of the respondents already did know what a data marketplace was before attending
this survey. This is unreal.

(a) Knowledge about data marketplaces (b) Knowledge about privacy preserving technologies

Figure 6.6: Knowledge about data marketplaces and PPT (N=428)

Also the distribution of figure 6.6b seems skewed. More than 60% of the people claims to know
what privacy protection technologies were before attending this survey. On the other hand, this could
be true when looking at the distribution of the working sectors of the respondents.

At the end of the survey, the respondents were shown three different privacy statements where they
had to fill in to what extent they agreed or disagreed with these statements. The following figures show
the distributions of the three different statements, divided over each gender. In table 6.5, the distribution
of agreement is shown.
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Table 6.5: Privacy Statements

Statement Strongly
Disagree

Disagree Neutral Agree Strongly
Agree

Mean Standard
deviation

Consumers have
lost all control
over how per
sonal information
is collected and
used by compa
nies

1.6% 12.4% 14.0% 52.3% 19.6% 3.76 0.961

Most businesses
handle the per
sonal information
they collect about
consumers in
a proper and
confidential way

7.7% 34.6% 31.1% 20.6% 6.10% 2.83 1.04

Existing laws and
organizational
practices provide
a reasonable
level of protection
for consumer
privacy today

4.9% 18.9% 36.4% 29.7% 10.0% 3.21 1.02

Multiple oneway analysis of variance (ANOVA) tests were conducted in order to determine whether
there were any statistically significant differences between the means of three or more independent
(unrelated) groups on the privacy statements (see Appendix B for explicit analyses). The following
results were found (p<0.05):

• Older people agree statistically more on privacy statement 1, that consumers lost all control over
their data (p=0.048).

• Higher educated people disagree statistically more on privacy statement 2, that businesses han
dle the consumer personal data in a proper and confidential way (p=0.049).

• People with more experience on data marketplaces agree statistically more on privacy statements
2 and 3. That businesses handle consumer personal data in a proper and confidential way and
that the existing laws and organizational practices provide a reasonable level of protection for
consumer privacy today (p=0.014 and p=0.032).

• No significant differences were found between genders, working sectors, people with different
PPT knowledge or between different types of car ownership.

Furthermore, we followed Kumaraguru and Cranor (2005) who showed that Westin (1999) recoded
the respondents and their privacy statements into three different groups in order to analyze whether
these groupsmake different decisions regarding the conjoint analysis when it comes to risk, data control,
trust and benefit. The following groups were found within the dataset:

• Privacy Fundamentalist (15.7% of N=428): respondents who agreed (strongly or somewhat)
with the first statement and disagreed (strongly or somewhat) with the second and third state
ments.

• Privacy Unconcerned (6.5% of N=428): respondents who disagreed with the first statement and
agreed with the second and third statements.

• Privacy Pragmatists (77.8% of N=428): all other respondents.

In section 6.3.2, the interaction effects of these groups with the four different data sharing factors
will be addressed on the basis of MNL estimation.
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6.3. Stated Choice Experiment
This section presents the analysis of the acquired dataset through the stated choice experiment. First,
the chosen analytical model will be described, along with a few observations on data manipulation. The
findings of the experiment for data sharing via MPC will next be analyzed.

There are several points to be made about the data handling and the used analyses models. The
dataset was analyzed using an MNLstyle model, which is already explicated in 4.3. As Train (2009)
shows, this model enables the researcher to extract trade offs and evaluate the relevance of each factor
in the dataset. Thereafter, relative values can be determined from utilityvariations resulting from al
tering attribute levels. These advantages flow through to the study’s objectives, allowing researchers’
preferences to be pinpointed. While logit models like MNL cannot reflect taste variation, they can’t
manage scenarios when unobserved factors are correlated across time (Train, 2009). Mixed Logit
(ML) models however, which hold a variable capturing taste heterogeneity, can help to reduce corre
lation. However, due to the absence of nests of (labeled) alternatives, and the need to generate a
multitude of disciplinespecific examples, ML could not be used to its full potential. This is shown in
4.4. In the end, these comparisons between the models are performed to the rank models after data
analysis and to conclude about validity and reliability measures which will show which model to use in
the conclusion section. The most significant and best performing model will thus be used.

Table 6.6 offers a summary of the given answers of the processed choice experiment. Each choic
eset was based on an initial design, which showed that each option differed. This means, that each
choiceset, each alternative was different. Therefore, the choice probabilities of table 6.6 without the
initial design gives little information because it is an unlabeled experiment. Each alternative has the
same name and just a descriptive number to diversify the different alternatives. Therefore, the design
from section 5.4 is presented in a colorized (green, yellow, red) manner in figure 6.7 beneath, to give
some meaningful insights. Here, green is preferable and red is not preferable. By quick inspection, it is
seen that alternative 2 in choice set 9 is very dominant and chosen by 84% of the respondents due to
its good attribute levels. Unfortunately, this choice set contributes little information due to its dominance.

Table 6.6: Distribution of given DCE choices (N=428)

Choiceset Alternative 1 Alternative 2 Alternative 3

1 19% 14% 67%

2 57% 23% 20%

3 19% 47% 34%

4 25% 70% 5%

5 11% 13% 76%

6 67% 9% 24%

7 29% 18% 53%

8 35% 14% 51%

9 11% 84% 5%

Figure 6.7: Colorized Design
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6.3.1. Multinominal logit model (MNL)
The first model is the basic MNL model. Only those attributes are shown that were used in the choice
experiment. This MNL model, is the most basic function for expressing a decision model’s usefulness.
In first place, only linear attributes were considered. Thismodel can be compared based on the adjusted
rhosquare value with different models as ML or RRM. The base MNLfunction which represents the
total utility per alternative used in the remainder of this research is as follows:

Alternative1 = βRISK ∗RISK1 + βDC ∗ CONT1 + βTRUST ∗ TRUST1 + βBENEFIT ∗BEN1

Alternative2 = βRISK ∗RISK2 + βDC ∗ CONT2 + βTRUST ∗ TRUST2 + βBENEFIT ∗BEN2

Alternative3 = βRISK ∗RISK3 + βDC ∗ CONT3 + βTRUST ∗ TRUST3 + βBENEFIT ∗BEN3

The full Ngene syntax can be found in Appendix A. Now the basic model characteristics and model
fit will be shown in table 6.7. This also includes the parameter estimates (betas) and subsequent sig
nificance levels. Furthermore, the utility contribution graphs and the relative importance of factors will
be shown in Appendix H. Also, results on the willingness to pay (WtP) will be discussed.

Initially, an effort has beenmade to fit a basic statistical model in order to obtain understanding about
respondents’ attitudes for sharing data by MPCenabled data marketplaces. That is, each and every
response, as well as each attribute, was analyzed. Given the huge number of replies received, it is
regarded a necessary step in the investigation. A variety of analytical indicators are used to determine
whether model outputs are significant and the model as a whole is doing well. Factor and model
importance are measured using a variety of metrics. As mentioned in the method section, significance
indicators (p and t) indicate the level of significance per factor. In this research, by significant, meant is
5%. This means that t>1.96 and p<0.05. As all factors are generalized and do not differ per alternative,
4 factors are estimated. For the model fit, the LRS and Mc Fadden’s rho squared are used which are
also both explicated in the method chapter. The full model is shown in Appendix D.

Table 6.7: Multinominal Logit Model (MNL)

Beta Estimate Standard Error tvalue pvalue

βRISK 0.69036 0.025414 27.164 0.000

βDC 0.34476 0.039552 8.717 0.000

βTRUST 0.25173 0.022341 11.268 0.000

βBENEFIT 0.05092 0.002440 20.869 0.000

Number of observations 3852

0Loglik 4231.855

FinalLoglik 3351.745

LRS /w 0Loglik 1760.22

Mc Fadden’s rhosquared 0.208

AIC 6711.49

BIC 6736.52

Table 6.7 shows the results of the MNL model. Here are the results:

1. The model’s estimations do not exhibit significance issues. All attributes are found to be highly
significant as all pvalues < 0.05 and all tratios are > 1.96. To put it another way, it’s highly
implausible that the population’s attribute effects are equal to zero. To clarify, the dependent
variable in the choice model is the observed respondent’s choice behavior. This model exceeds
the nullhypothesis with a significance of LRS = 1760.22 and p = 0.00. Rhosquared value is
0.208. Values between 0.2 and 0.4 indicate a good model fit (McFadden et al., 1973). The AIC
and BIC values indicate the model’s focus on mitigating information loss (Hauber et al., 2013).
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For AIC and BIC, low values are aimed for. However, AIC is useful for comparing models, but
it does not tell anything about the goodness of fit of a single, isolated model. By estimating the
next ML model, this AIC and BIC value will tell us something.

2. It is shown that the risk of data disclosure attribute is most important to people in general when
making decisions. Benefit is the secondmost important attribute, then trust and at last data control.
The importance is related to the utility difference of the lowest and highest attributevalues, called
the range. Therefore, not to confuse benefit with trust. Benefit’s lowest level (0$) has 0 utility, and
the highest (20$) has 1.0184. Trust can have an higher estimate, however the utility difference is
0.50346. Furthermore, all factorpolarities do agree with the expectations. Only Risk is affecting
people’s utility negatively, even more when it increases. See Appendix H for detailed utility graphs
and scores.

3. The optimal package, which is the highest preferred bundle across respondents and maximizes
their preference and utility, is a combination of low risk of data disclosure, data control in own car,
everybody has trust in the application and for uploading the car data they aim to receive 10$ per
month.

4. Respondents are willing to pay 9.50$ or to earn less) on a monthly basis to reduce their level of
risk of data disclosure from moderate to low. Or 29.90$ to reduce their risk of data disclosure
from high to low. This relation is thus not linear.

5. Respondents are willing to pay (or to earn less) 6.90$ on a monthly basis to keep their data for
MPC processes in their own car.

To summarize, this model has a good fit which means that based on these estimated parameters
the model makes the data most likely to be true. The parameters are in the right directions and are all
significant which is good. This means that the model explains the data significantly better than a model
which is based on random choices.
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6.3.2. Multinominal logit model with privacy groups (MNL + interaction)
The following model is based on the previous basic MNL model, but now with interaction effects in
cluded. The interaction effects are based on attribute estimate differences between privacy fundamen
talists (coded ”3”), privacy pragmatists (coded ”2”) and the privacy unconcerned people (coded ”1”)
which are coming from . The full model syntax is shown in Appendix E.

Table 6.8: Multinominal Logit + Westin interaction Model (MNL + interaction)

Beta Estimate Standard Error tvalue pvalue

βRISK 0.766889 0.118045 4.2252 1.193e05

βDC 0.489044 0.183633 2.0016 0.022663

βTRUST 0.442638 0.103825 3.3120 4.6314e
04

βBENEFIT 0.048018 0.011333 2.7786 0.002730

intRISK 0.036342 0.054887 0.4240 0.335781

intDC 0.068668 0.085416 0.6045 0.272751

intTRUST 0.090892 0.048206 1.5112 0.065371

intBENEFIT 0.001379 0.005269 0.1747 0.430663

Number of observations 3852

0Loglik 4231.855

FinalLoglik 3349.011

LRS /w 0Loglik 1762.22

Mc Fadden’s rhosquared 0.2086

AIC 6714.02

BIC 6764.07

Table 6.8 shows the results of the interactionMNLmodel. Here are the remarks:

1. All main parameters are still significant, however due to the introduction of the interaction effects
they are less significant than in the basic model.

2. It is shown that all standard factor estimates are somewhat smaller than the estimates of the
standard MNL model, this can be explained due to the introduction of the interaction effects which
pick up a little of the systemic utility of the parameters estimates of the basic effect (C. Chorus,
2017).

3. The model fit is not significantly increased. In other words, by addition of the interaction effects,
they do not explain the choices better which are made by respondents. Which means, as they are
insignificant, that there does not exists a significant difference between these groups in valuing
different data sharing factors.

4. The interaction effects are all not significant. IntTRUST is close to significance (p=0.065). It can
be stated that with 90% certainty, the westin grouping variable affects people’s decision making
regarding the trust variable within alternatives. Fundamentalists (3) have the lowest utility in the
trust variable. In addition, even while intRISK and intBENEFIT are not significant, fundamental
ists attach the highest utility on risk and benefit.

5. It is conform the expectations that the sign for intDC and IntTRUST are negative. This means
that decentralised data control and high trust are least important to privacy unconcerned people
and privacy pragmatists and most important to respondents seen as privacy fundamentalists.

To summarize, as all interaction effects are not significant and the main parameters are less signif
icant as before, it seems better to base the decisions still on the basic MNL model in explaining the
data. Let us move to the ML model.
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6.3.3. MixedLogit Model (ML)
The previous MNL builds on the assumption that there is no tasteheterogeneity between people, which
means that people all have the same taste regarding attributes of alternatives. In each, that all people
like monetary benefits with the same magnitude and nobody dislikes it. This is unreal, therefore, the
second estimated model is the ML model where attributes are based on distributions. Only those
attributes are given that were used in the choice experiment. This model can be compared based on
the adjusted rhosquare value with different models as MNL or RRM. The full model syntax is shown
in Appendix F. Table 6.9 shows the MLestimates which are used in the remainder of this research:

Table 6.9: ML model estimates

Beta Estimate Standard Error tvalue pvalue

βRISK 1.26489 0.069933 18.087 0.000

βDC 0.44651 0.090536 4.932 6.722e07

βTRUST 0.47216 0.050470 9.355 0.000

βBENEFIT 0.09124 0.006165 14.800 0.000

σRISK 0.96936 0.064806 14.958 0.000

σDC 1.51249 0.100607 15.034 0.000

σTRUST 0.76970 0.051689 14.891 0.000

σBENEFIT 0.09459 0.006265 15.099 0.000

Number of observations 3852

0Loglik 4231.855

FinalLoglik 2912.14

LRS /w 0Loglik 2639.43

LRS /w MNL 879.21

Mc Fadden’s rhosquared 0.3119

AIC 5840.28

BIC 5890.33

Table 6.9 shows the results of the ML model:

1. This model does also not exhibit significance issues. All factors are found again to be highly
significant as all pvalues < 0.05 and all tratios are > 1.96. This model outperforms the null
model and the MNL model with a significance (LRS = 2639.43, p = 0.00) and (LRS = 879.21,
p = 0.00) respectively. Rhosquared value is 0.3119 which is a huge increase in model fit in
perspective to the basic MNL model. Now that the second model is estimated, MNL and ML can
be compared based on the AIC and BIC values which indicate the model’s focus on mitigating
information loss (Hauber et al., 2013). These metrics also hugely decreased. To conclude, there
exists heterogeneity in attribute taste among people because this estimated model is significantly
stronger than the nullmodel and the MNL model.

2. First of all, it is shown that all parameters are bigger compared to MNL. This comes due to alloca
tion of estimates from error term to sigma of the estimate. The ranking of the estimates is still the
same. The importance is related to the utility difference of the lowest and highest attributevalues.
This means that Risk of data disclosure stays the most important factor, followed by benefit, trust
(in terms of a herding effect) and data control.

3. The optimal package, which is the highest preferred bundle across respondents and maximizes
their preference and utility, is a combination of low risk, data control in own car, everybody has
trust and for uploading the car data they aim to receive 10$ per month.

This ML model explains the data best which shows that there is taste heterogeneity among the
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respondents and in this case thus within the population. This model outperforms both previous MNL
models. We will use this model in the conclusions section to base our statements on.

6.3.4. Random Regret Minimization Model (RRM)
As last, we test the RRM model which is based on regret minimization instead of utility maximization to
check whether this model explains the data better than the ML model. The full model syntax is shown in
Appendix G. This model has thus a preference for compromise alternatives, thus it is interesting to see
if this characteristic better explains the choices made by the respondents compared to the ML model.

Table 6.10: RRM model estimates

Beta Estimate Standard Error tvalue pvalue

βRISK 0.47181 0.017488 26.978 0.000

βDC 0.24887 0.026872 9.261 4.862e11

βTRUST 0.16771 0.014684 11.421 0.000

βBENEFIT 0.03426 0.001644 20.832 0.000

Number of observations 3852

0Loglik 4231.855

FinalLoglik 3340.851

LRS /w 0Loglik 1782.008

LRS /w MNL 21.788

LRS /w ML 857.422

Mc Fadden’s rhosquared 0.2105

AIC 6689.7

BIC 6714.73

Table 6.10 shows the output of the RRM model:

1. No significance issues are found. All factors are found again to be highly significant as all p
values < 0.05 and all tratios are > 1.96. This model exceeds the nullmodel with a significance
LRS = 1782.008, p = 0.00. The MNL model with a significance of LRS = 21.788, p = 1.5225E06
(BenAkiva and Swait, 1986). Rhosquared value is 0.2105 which is a relative small improvement
in model fit compared to the basic MNL model and this is a huge decrease in model fit compared
to the ML model.

2. First of all, it is shown that all parameters are smaller than MNL. This comes due to allocation
of estimates from error term to sigma of the estimate. According to C. G. Chorus (2010), RRM
parameters are often twice as close to zero as their utilitarian counterpart model (MNL). The
ranking of these estimates is still the same. The importance is related to the utility difference of
the lowest and highest attributevalues which again means that risk of data disclosure is most
important, then benefit, the trust followed by data control.

3. Whereas Zeelenberg and Pieters (2007) state that regret is experienced in situations where diffi
cult and important decision are made, this survey could be not of this league. Moreover, whereas
Simonson (1989) identified that regret occurs when there is the existence of compromiseeffects
in choice situations and where decision makers need to explain their choice to others, respon
dents where not obliged to justify their choices in this experiment. Therefore, these choices could
not have led to regret which makes this RRM model not the best model to base the ranking of the
data sharing factors on and their relative importance when compared to the better explaining ML
model.



6.4. Conclusions 68

6.4. Conclusions
The results of the mixed logit model imply that the ML model performs better than the null, MNL, MNL
with interaction and RRM model. Therefore, the outcomes of the ML model are applied to interpret and
predict respondents’ willingness to share data via MPCenabled data marketplaces. Important to con
clude, this respondent group over represents younger people which study so the conclusions cannot
be generalized to the whole population in general. Furthermore, the sample seems over represented
in the professionals in scientific or technical services, the educational services, and information tech
nology  which may be the reason that most respondents are familiar with data marketplaces and know
about privacy preserving technologies. Moreover, the respondent group is quite similar distributed like
A. F. Westin’s (1968) study on different privacy concerned groups but this study showed that their de
cisions regarding automotive data sharing on MPCenabled data marketplaces are not different. In the
following table 6.11, all models are summarized to have an overview about the model fits.

Table 6.11: Model Fit of different models

Model Number of pa
rameters

Mc Fadden’s
Rhosquare

Final log
likelihood

LRS
/w Null
model

Null model 0 0.00 4231.855

MNL 4 0.208 3351.745 1760.22

MNL + interaction 8 0.2086 3349.011 1764.45

ML 8 0.3119 2912.14 2639.43

RRM 4 0.2105 3340.851 1782.008

The following figure 6.8 shows the relative importance of the attributes as percentages. In other
words, the average measurement of influence an attribute had when the respondents were choosing
their preferred alternative. The higher the score, the more weight it carried in the decisionmaking
process (the scores add up to 100%). Each attribute will be discussed, beginning from most important
to least important.

Figure 6.8: Relative Attribute Importance (ML)
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The risks estimate (1.2649) a consumer is exposed to by sharing data on data marketplaces will
influence the decision to share on a data marketplace the most. This attribute has been found as being
the most crucial based on the maximum likelihood principle on the filledin choice data. Relatively, risk
is good for 38.0% of the total importance. Important to say, every model showed that risk is the most
important factor. Too high risks of data disclosure will eventually lead to discontinuation of sharing. It
is therefore very important to have the level of security within MPC onpoint.

Figure 6.9: Risk utility (ML)

The benefits (0.0969) that the consumer perceives to sharing automotive car data influences the
decision to participate as second most important. Almost a third (30.3%) of the choice for a specific plat
form is based on the amount of benefit people receive. However, as shown in figure 6.10, after reaching
10 dollars of benefit per month, the curve flattens and people experience not as much additional utility
for additional monthly benefit. As this attribute is perceived as very important to respondents, it is im
portant to have a certain benefit factor incorporated in MPCenabled data marketplaces.

Figure 6.10: Benefit utility (ML)
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General trust (0.4722) in the MPC technology and MPC enabled data marketplace is weighted third
most important. The choices are for 17.2% based on trust. Trust in this research is mostly based
on other people having a certain feeling about MPC or do already use it. A herding effect. This has
causality with the certain mass of demand a platform needs in order to attract more people. From this
experiment it is shown that it is still relatively important that people attract other people in the technol
ogy. Moreover, the effect is stronger whenever more people are sharing their automotive data using
MPCenabled data marketplaces as the average level utility is not fully linear as shown in figure 6.11.

Figure 6.11: Trust utility (ML)

At last, data control (0.4465) is perceived least important to people. 14.5% of a choice is based on
the amount of data control people can still have, while inputting their data by MPC on data marketplaces.
It was not expected to be the least important factor, even less important than the herding effect. People
like to have their data stored in their own car, but it is not that important relative to the other factors as
risk or benefit. Furthermore, as this variable only has two levels, linearity cannot be tested as seen in
figure 6.12.

Figure 6.12: Data control utility (ML)



7
Conclusion

The final reflections on both the study process and the important findings are found in this chapter. In
this chapter, the significant findings are condensed into a set of concluding remarks (in 7.1) that provide
a good overview of the answers to the main study questions. This study’s societal and theoretical
consequences are also examined in 7.2 and 7.3. Here, one may see how the main results add to the
relevant literature and how they might affect society. Finally, the limits of this study are highlighted in
the discussion section in 7.4, followed by the future research options in 7.5.

7.1. Answers to the main research questions
The goal of this study was to learn more about people’s willingness to contribute automotive data on
MPCenabled data marketplaces. Before diving into the research’s major conclusions, it’s important to
clear up any confusion about what MPC factors mean in the context of this study.

1: What factors drive consumers’ choices regarding sharing automotive data on MPCenabled data
marketplaces?

During the literature reviews, it was discovered that a wide range of factors were thought to influence
information exchange. However, most of these factors were not concrete enough or had measurement
issues in generalizing these among different MPCenabled data marketplaces. Furthermore, because
of the contextual nature of the this research question, the factors that could be tested had to be reduced
down to those that had to do with decisionmaking. This method revealed the necessity to develop a
set of datasharing incentives and barriers on MPCenabled data marketplaces. In this research in
the automotive sector, it was chosen to include the factors 1) risk of data disclosure, 2) data control,
3) trust (in terms of a herding effect) and 4) benefit. These factors were based on literature research
and the following the criteria: relevancy, measurability, and generalisability, because aimed was on
uses experience regarding data sharing on MPCenabled data marketplaces and the discrete choice
modeling approach based on standard consumer choices asks for an understandable and clear design.

2: What is the relative importance of factors that influence the willingness of consumers to join and
share data in MPCenabled data marketplaces?

he stated choice experiment showed that sharing of automotive car data on MPC enabled data
marketplaces is prone to a variety of internal and external factors. The model with a rhosquare of
0.3119 did explain a decent amount of choices. However, as the model did not get close to 1, this
means that there still exists unexplained variance which can be explained by additional or different

71
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factors. These factors are not concrete and were hard to include in the choice experiment. Either
due to complexity or due to being too ambiguous. Nevertheless, for the included factors in all models,
all factors appeared to be relevant in decision making between MPCenabled data marketplaces. As
expected, risk of data disclosure affected the utility negatively and all other factors affected the utility in
a positive way. Risk of data disclosure was found to be the most important factor among respondents,
followed narrowly by benefit. Trust in terms of a herding effect was thirdly important and data control
is found to be least important. Furthermore, it is shown that there exists taste heterogeneity between
people regarding the four included factors as shown by the ML model by the estimated factor sigmas.
In the end, it is remarkable that the demographic factors had no significant effect on people’s choices in
this stated choice experiment. Neither didWestin’s (1968) privacy index where privacy fundamentalists,
privacy pragmatists and privacy unconcerned people were compared by the estimation of interaction
effects on the data sharing factors.

3: How does the respective value of factors differ across different people?

As highlighted above, it is been proven that the relative importance of attributes varies across peo
ple as the ML model was the best approximation of the ”true” model. It is proven that different con
sumers have different preferences regarding data sharing factors when sharing automotive GPS data
on MPCenabled data marketplaces. However, no significant interaction effects were found between
different demographics and choices in the stated choice experiment. Furthermore, in this research we
did found significant differences between consumers based on their age, educational level and experi
ence with data marketplaces. Older participants feel that consumers lost all control over their personal
data statistically more than younger participants and the higher educated people more often disagree
that businesses handle consumer data in a confidential and proper way than less educated people.
Contradictionary, the more experienced people with data marketplaces, agree more on the fact that
businesses handle the personal consumer information in a proper way and that the existing laws and
organizational practices provide enough protection for consumers today.

4: What are the policy inferences of the factors and their respective value?

The key conclusions have a variety of policy consequences for how MPCenabled data market
places are set up. As MPC is not yet massively adopted, modifications can be more easily adapted.
As it is shown, the choice for sharing data via MPCenabled data marketplaces is mostly dependent
on the amount of risk of data disclosure which is involved and the opportunity to have a certain benefit.
The concept of MPC is exactly invented in order to increase safety during sharing of sensitive data.
However, it seems important to inform people more about the technology. These educational functions
should be applied to governmental authorities such as local authorities and the EU, as well as financial
institutions and academic institutions. As was shown in the data, most people do not really know what
happens with their personal data and do not know where it is stored or if it is even sold. So raising
awareness regarding the types of risks would be a first task in combination with explaining what MPC is.
Furthermore, many comments by respondents pointed out to the fact that they would like, just as in this
survey, to choose themselves how their data is stored and distributed. In other words, have a say in the
way the data is handled. Benefit, which is not an MPC factor in the end, showed that by giving people
a certain incentive to share their data, people are more willing to share their automotive GPS data on
MPCenabled data marketplaces. People are constantly making trade offs between the amount of risk
and the amount of benefit they receive. This incentive helps to gain the appropriate mass of demand
which creates publicity for MPC in general for people to start making use of this method of hidden
sharing. In the end, trust in terms of a herding effect in this research, was one of least important. This
contradicts literature on trust in data sharing in the ecommerce and research sector (Chawinga and
Zinn, 2019; D. J. Kim, Ferrin, and Rao, 2009) in general as people base their decision to use specific
products or share valuable data on trust in general. However, this research gave insights about the
way people herd in terms of online automotive data sharing.
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7.2. Importance of the research in societal view
Finally, decisionmakers which desire more data sharing activities on MPCenabled data marketplaces,
can take the political consequences as a guideline. The answers to the accompanying questions can
be used by research bodies active in data marketplaces. As a result, relevance is determined by the
conversion of outcomes into consequences and potentials for all types data sharing platforms. It should
also be noted that understanding the dynamics of information sharing technology acceptance by users
is essential in order to respond to the main research problem. The journey toward universally avail
able and safe automotive data sharing is will hopefully accelerate as a consequence of the behavioral
findings of this research. Simply put, this research contributes to the fundamental movement of ag
gregation of consumer data to improve automotive operations for all, by examining how those at the
forefront of new knowledge creation behave through sharing automotive data on MPCenabled data
marketplaces.

7.3. Importance of the research in theoretical view
This study’s additions to the research are shown in three ways. Firstly, where most of the research
is on the adoption of privacy preserving technologies (PPT’s), this research focuses on the consumer
preferences in these PPT’s on data marketplaces. This new stated choice approach in the field of
PPT’s showed that the difference consumers have different preferences and make different decisions
regarding risk, data control, trust and benefit. Secondly, this study showed that the technology MPC
makes consumers make data sharing tradeoffs differently than in normal sharing situations. Thirdly,
this study showed regarding the specifics of automotive GPS data the consumer preferences where
strongly based on risk of data disclosure and benefit.

A contribution has beenmade in performing a different method in the field of automotive data sharing
on MPC data marketplaces, namely the stated choice experiment. Finally, userexperience research
on MPC is performed instead of too technical research on MPC. This study ventures into the field of
quantitative research, allowing for a comparison of the drivers and inhibitors under consideration. By
drawing upon comparative literature on data sharing in the academic, ecommerce and medical fields,
measurable and generalizable data sharing factors have been found which are deemed relevant on au
tomotive data sharing. Although this set of factors is rather small, the start is made in the new field of
MPCenabled data marketplaces and how people rank these factors differently. These factors can be
used by researchers in future similar studies on automotive data sharing on data marketplaces.

In terms of knowledge gaps, multiple contributions are made in the sense of perceived user experi
ence in terms of data sharing factors on MPCenabled data marketplaces. First, the behavior in data
sharing automotive sector. In perspective of quantification, the effect of the benefits noticed with Derikx,
De Reuver, and Kroesen (2016) in relationship to car data sharing is supported. In their research peo
ple were willing to share their car data to insurances for an average amount of 9.54 dollars. In current
research it is shown that people are willing to deteriorate their risk of data disclosure from low to moder
ate if they receive an amount of 9.50 dollars. Therefore, Lwin and Williams (2003) research on calculus
of behavior which was assumed beforehand, is supported. Furthermore, the way in which Koch, Krenn,
Pellegrino, and Ramacher (2021) defined risk of data disclosure, in probabilities in terms of percent
ages, showed that people weigh this attribute the heaviest. Risk of data disclosure which was expected
to being supported, is supported. However, respondents rank the way data control within MPCenabled
data marketplaces is specified, as lowest. Whereas Choi and Butler (2019) foresaw issues regarding
cloudbased computations and consumers losing control over their data, controversially, people value
this issue as lowest in situations where they share GPS data on MPCenabled data marketplaces. Nev
ertheless, there is certainly an effect, however it is almost three times less important compared to the
risk of data disclosure. In the end, the herding effect which is derived from Chiregi and Navimipour
(2016) is also shown to be significant, people do thus base their decision on other people regarding
sharing automotive GPS data on MPCenabled data marketplaces. We reject the effect of Westin’s
(1968) privacy index interaction effect on the way choices data sharing choices are made.

In the end, it is advised to data marketplace platform owners to improve on the factors benefit, trust
and risk of data disclosure. Raising awareness about the way in which consumers’ data is handled
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on data marketplaces could improve the situation. The majority of consumers not really knows in
much depth how their data is being used, stored or sold. Consumers are aware of it but don not really
understand at a low level how data control could help mitigate the risk of data disclosure. There is room
for more awareness and education so that consumers can protect themselves. Furthermore, meeting
the requirements of consumers to decrease risks and improve the benefits, data marketplaces would
gain more participants which utilize and trust the platform may be the trigger to speed up worldwide
automotive data sharing to gain more value from it and innovate in better automotive products and
services.

7.4. Discussion and limitations
Plenty of remarks can be made about the findings of the foregoing analytical efforts. They should be
formulated according to overall circumstances, as stated choice experiments for data sharing by MPC
enabled data marketplaces produced novel insights.

The model is not prone to significance issues. The sample size of the data set can be considered
large enough and thus provides more accurate mean values. Also, the outliers are better identified
that could skew the data, and smaller error margins are found. As a result, fluctuations are avoided,
and outliers have a less impact on model stability (Rose and Bliemer, 2013). It seems that this dataset
mitigates these barriers which serves the model fit. However, the sample size is skewed younger (tech
nical) people which makes it hard to generalize all results to the population. Furthermore, it is shown
that heterogeneity is existing in this context of data sharing, this is proven by the ML parameter estima
tions. However, the model fit of 0.3119 is still far from perfect. With the promising concept Multiparty
Computation, one seeks to find useful, insightful results. Here it was initialized to explore user decisions
regarding data sharing on MPCenabled data marketplaces. During literature search, it became quickly
clear that it was hard to find tangible attributes which could be varied in a stated choice experiment as
MPC is perceived as unknown, in essence very technical and even not yet massively adopted. It was
prioritized to include the most tangible attributes in the choice experiment. This resulted in a small
amount of 4 parameters. These parameters were prone to be very basic in order to make it simple
for respondents to think about trade offs. Where widespread believe that the number of attributes in
studies should be limited to 6 or 7 (Conjointly, 2020; Molin, 2017), this good but far from perfect model
fit is likely the effect of having too few attributes which need to explain the choices of respondents. By
introducing more attributes, certainly more information would be picked up which served the model in
terms of model fit.

Thus, as this research was based on primary general data sharing factors, factors as impact of data
disclosure, a factor representing the laws and regulations on MPCenabled data marketplaces, factors
specifying the actors to share with or a factor representing the type of automotive data to share on
MPCenabled data marketplaces could have been important to gain deeper understanding in current
context. Also, it can be questioned if for the factor risk of data disclosure, the levels were a reflection of
reality. As MPC is not yet massively adopted, it was unclear to which extent risks still existed. Further
more, by making these parameters rather basic, one can hesitate to which extend current research is
still closely connected to the principle of MPC. Rather than focusing on the relative relevance of specific
MPC components, the emphasis of this research as well as its main research question is on a behav
ioral examination of the motivations and barriers of data sharing on MPCenabled data marketplaces.
Moreover, the relation between the innerworkings of MPC and the implemented factor data control is
this research could be questioned. As MPC is initially based on a decentralised architecture (Archer
et al., 2018), the data sharing factor data control deviated between centralised and decentralised ways
of data processing and storage. A combination of these facts question the academic contribution to
the user experience of MPC in the research.

Regarding the data sharing factor comparisons with findings in literature, many similarities were
found. By Wang, Duong, and Chen (2016) who studied similar intentions to disclose personal infor
mation but then via mobile applications, same rankings were found regarding the factors risk of data
disclosure, benefits and data control. Also H.S. Kim (2016) found that also as expected here of con
sumers in this research, young Facebook users were lacking awareness and privacy concerns when
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sharing GPS data via online applications. And also Han, Min, and Lee (2015) showed that benefits
are more important to consumers than risks, because in general people perform calculus of behavior
and weighing potential benefits almost as heavy as potential risks. Therefore, as (monetary) benefits
increase, people are finding benefits more important than potential risks of data disclosure.

Also, because sharing data on data marketplaces is not familiar to people and can be stated as
quite new, this type of stated choice experiment could introduce certain bias. That is, as people are not
experienced with it, their choices might not reflect what they should do in reality. As Gerber, Berens,
and Volkamer (2019) already researched in the risk awareness of people in data sharing on online
social networks, most people tend to be not aware of all the potential risks and subsequent severe
consequences of these risks. This way, therefore, it could have been good to include a ”noshare op
tion” among the choices for types of MPCenabled data marketplaces. However, when this option was
proven to be dominant by being chosen for 90% of the time, this would have led to huge information
losses (Molin, 2017). As this experiment was quite straightforward, respondents did grasp the idea
better and people found it a really clear and interesting topic. However, perhaps the tradeoffs were
too clear and to basic that significantly all types of respondents valued the attributes the same on av
erage. This could be one of the reasons that the interaction effects had little influence on the model’s
estimations. In the end, many things could have been set up differently, the question is if this would
have improved the experiment results. This topic is quite new for most of the respondents and they
based their decisions quite similar regarding literature on data privacy and potential benefits.

Although these researches were in line with ours, there are also several studies which found sev
eral demographic interaction effects in online data sharing. So did Wang, Duong, and Chen (2016),
which found differences between males and females in the willingness to share data on mobile appli
cations. Where we also expected differences between genders, age groups and car users in valuing
data sharing factors as benefits, risk of data disclosure, trust (in terms of a herding effect) and data
control, no interaction effects were found in this study. It was also not expected that different privacy
groups, based on Westin’s (1968) categories, did not statistically weigh the data sharing factors dif
ferently. Furthermore, speaking of generalizability of this research, this research is very specifically
scoped on user research on MPCenabled data marketplaces where automotive GPS data is traded.
It is hard to state to which extent these results or this research can be used in data sharing situations
different than MPCenabled data marketplaces.

In the end, the used methodology poses numerous implications to the outcomes of the study. The
stated choice experiments stay hypothetical. Different than revealed choice experiments, people have
to imagine into the situation and then make the decisions they would make in reality. It is always
questionable if these choices would have been the same in real situations. Perhaps in real situations,
many different or additional factors play a role in one’s decision to choose for certain alternatives. This
generates noise to the validity of the results. Whenever revealed choice experiments were possible,
this would have been more valid. People then choose what they actually chose when they were in the
situation.

7.5. Further Research & Recommendations
The current study is the first step in a preliminary investigation into the behavioral area of consumer
automotive data sharing via MPCenabled data marketplaces. While this study provides a solid founda
tion for ranking MPCrelated factors in data sharing, there are numerous avenues for future research.
By introducing complicated variables, this restricted focus on data sharing could be widened. One may
seek to dig deeper into MPC by introducing for example malicious parties as attribute. Furthermore, for
example, Faujdar (2019) found that different types of MPC user interfaces influenced the way people
were willing to upload sensitive data on digital platforms. This could be taken into account in similar
stated choice experiments regarding MPCenabled data marketplaces. As noted before, mostly gen
eral attributes were included in the choice experiment under limited attribute levels. It is also possible
to dive into the deep understanding of these general attributes, in forms of qualitative research, and
introduce additional levels to these attributes. For example, the herding effect which was measured in
three levels of other people being active in automotive data sharing. This could be far more extensively
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experimented by following Baddeley (Baddeley) and Milne, Rohm, and Bahl (2004) to combine herding
effect with research in consumers and the option to read the privacy policies on data marketplaces to
investigate to what extend consumers take their own responsibility in retrieving knowledge about the
sharing platforms.

Also in terms of risk of data disclosure, the accompanied data sharing factor as the impact of data
disclosures could be implemented in similar stated choice experiments. Therefore, first extensive im
pact assessments are required in order to map the possible threats in data sharing as shown in Koch,
Krenn, Pellegrino, and Ramacher (2021). By including this type of factor, one can investigate whether
different people value the factor risk of data disclosure differently when the accompanied impacts are
known. This in the end is also expected likely to depend on the type of automotive data (KPMG, 2020;
McKinsey, 2016; Whiddett, Hunter, Engelbrecht, and Handy, 2006) one shares on MPCenabled data
marketplaces.

The privacy calculus model is used in this experimental study to evaluate consumers’ calculations
regarding different data sharing factors in sharing automotive GPS data on MPCenabled data mar
ketplaces. The findings show that perceived benefits have a higher effect on automotive customers’
decisions to share automotive information via MPCenabled data markets than perceived trust and
the data control as also shown in Wang, Duong, and Chen (2016). Data marketplace owners should
highlight the availability of privacypreserving technology and assist users control their automotive data
to improve perceived benefits. Furthermore, data marketplace owners should decrease the perceived
severity of the threat to attract customers to provide sensitive automotive data. Thus, as MPC is still rel
atively new and behavioral user experience is lagging behind as it is not yet massively adopted, solving
the privacy dilemma on the consumers’ side by explaining more about MPCmay help data marketplace
owners attract more aggregated and privacypreserved automotive data. As a result, both consumers
and data marketplace providers might benefit from a win–win scenario.
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A
Ngene Syntax

The Ngene syntax is important, as this syntax is the basis of the efficient stated choice design where
the choice sets for respondents are based on. In this design, orthogonality and attribute balance is
preserved to increase validity and reliability. Furthermore, aimed is for a small design in order to avoid
fatigues among respondents. Beneath, the code block is given which is the fundament of the experi
ment. 3 alternatives are initialized, preferred in 9 choice sets per respondent. Efficient, minimizing the
Derror. Risk, trust and benefit have 3 levels. Data control has 2 levels.

? Thesis Experiment efficient (for unlabeled experiments)
design
;alts = alt1, alt2, alt3
;rows = 9
;eff = (mnl,d)
;model:
U(alt1) = BETA_RISK*RISK[1,2,3]+BETA_CON*CON[1,2]+BETA_TRUST*TRUST[1,2,3]+BETA_BENEFIT*BEN[1,2,3]/
U(alt2) = BETA_RISK*RISK[1,2,3]+BETA_CON*CON[1,2]+BETA_TRUST*TRUST[1,2,3]+BETA_BENEFIT*BEN[1,2,3]/
U(alt3) = BETA_RISK*RISK[1,2,3]+BETA_CON*CON[1,2]+BETA_TRUST*TRUST[1,2,3]+BETA_BENEFIT*BEN[1,2,3]
$

Figure A.1 shows the design which is based on the syntax above.

Figure A.1: Efficient Design
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B
Demographic Analyses

As the following pages are imported pdf. pages via SPSS, it is unable to edit these pages. Therefore,
here an overview about which analyses to find on which of the following pages:

• Page 1 shows an Oneway Anova between different age groups and the privacy statements
• Page 2 shows an Oneway Anova between different education groups and the privacy statements
• Page 3 shows an Oneway Anova between different experience in data marketplaces groups and
the privacy statements

• Page 4 shows an Oneway Anova between different groups based on categorization of Westin
(1968) and the 9 conjoint questions
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Descriptives 

 N Mean Std. Deviation Std. Error 

95% Confidence Interval for Mean 

Minimum Maximum Lower Bound Upper Bound 

Q1 - Consumers have lost all control 

over how personal information is 

collected and used by companies. 

18 - 24 211 3,6303 ,99801 ,06871 3,4949 3,7658 1,00 5,00 

25 - 34 147 3,8776 ,91336 ,07533 3,7287 4,0264 1,00 5,00 

35 - 44 53 3,8868 ,86958 ,11945 3,6471 4,1265 2,00 5,00 

45 - 54 11 4,1818 1,07872 ,32525 3,4571 4,9065 2,00 5,00 

55 - 64 6 3,5000 ,83666 ,34157 2,6220 4,3780 2,00 4,00 

Total 428 3,7593 ,96084 ,04644 3,6681 3,8506 1,00 5,00 

Q2 - Most businesses handle the 

personal information they collect 

about consumers in a proper and 

confidential way. 

18 - 24 211 2,9621 1,00876 ,06945 2,8252 3,0990 1,00 5,00 

25 - 34 147 2,7211 1,07768 ,08889 2,5454 2,8968 1,00 5,00 

35 - 44 53 2,6604 1,03670 ,14240 2,3746 2,9461 1,00 5,00 

45 - 54 11 2,6364 1,02691 ,30963 1,9465 3,3263 1,00 4,00 

55 - 64 6 2,5000 ,54772 ,22361 1,9252 3,0748 2,00 3,00 

Total 428 2,8271 1,03703 ,05013 2,7286 2,9256 1,00 5,00 

Q3 - Existing laws and organizational 

practices provide a reasonable level of 

protection for consumer privacy today. 

18 - 24 211 3,3365 ,98346 ,06770 3,2030 3,4700 1,00 5,00 

25 - 34 147 3,0952 1,04903 ,08652 2,9242 3,2662 1,00 5,00 

35 - 44 53 3,0755 1,07147 ,14718 2,7801 3,3708 1,00 5,00 

45 - 54 11 2,9091 ,94388 ,28459 2,2750 3,5432 1,00 4,00 

55 - 64 6 3,3333 1,03280 ,42164 2,2495 4,4172 2,00 5,00 

Total 428 3,2103 1,02095 ,04935 3,1133 3,3073 1,00 5,00 

 

 

ANOVA 

 Sum of Squares df Mean Square F Sig. 

Q1 - Consumers have lost all control 

over how personal information is 

collected and used by companies. 

Between Groups 8,794 4 2,198 2,413 ,048 

Within Groups 385,419 423 ,911   

Total 394,213 427    

Q2 - Most businesses handle the 

personal information they collect 

about consumers in a proper and 

confidential way. 

Between Groups 8,012 4 2,003 1,878 ,113 

Within Groups 451,194 423 1,067   

Total 459,206 427    

Q3 - Existing laws and organizational 

practices provide a reasonable level 

of protection for consumer privacy 

today. 

Between Groups 7,359 4 1,840 1,778 ,132 

Within Groups 437,716 423 1,035   

Total 445,075 427    

 

 

 

 

 

 

 

 



Descriptives 

 N Mean Std. Deviation Std. Error 

95% Confidence Interval for Mean 

Minimum Maximum Lower Bound Upper Bound 

Q1 - Consumers have lost all control 

over how personal information is 

collected and used by companies. 

Less than a high school diploma 14 3,5000 1,22474 ,32733 2,7929 4,2071 2,00 5,00 

High school degree or equivalent (e.g. 

GED) 

114 3,5877 ,92947 ,08705 3,4153 3,7602 1,00 5,00 

Some college, no degree 87 3,7471 1,02547 ,10994 3,5286 3,9657 1,00 5,00 

Associate degree (e.g. AA, AS) 13 3,7692 ,92681 ,25705 3,2092 4,3293 2,00 5,00 

Bachelor's degree (e.g. BA, BS) 120 3,8833 ,89050 ,08129 3,7224 4,0443 1,00 5,00 

Master's degree (e.g. MA, MS, MEd) 69 3,9275 ,97496 ,11737 3,6933 4,1617 1,00 5,00 

Doctorate or professional degree (e.g. 

MD, DDS, PhD) 

11 3,5455 ,93420 ,28167 2,9179 4,1731 2,00 5,00 

Total 428 3,7593 ,96084 ,04644 3,6681 3,8506 1,00 5,00 

Q2 - Most businesses handle the 

personal information they collect about 

consumers in a proper and confidential 

way. 

Less than a high school diploma 14 3,5000 1,16024 ,31009 2,8301 4,1699 1,00 5,00 

High school degree or equivalent (e.g. 

GED) 

114 2,9561 1,06754 ,09998 2,7581 3,1542 1,00 5,00 

Some college, no degree 87 2,8276 1,09126 ,11700 2,5950 3,0602 1,00 5,00 

Associate degree (e.g. AA, AS) 13 3,0769 1,11516 ,30929 2,4030 3,7508 2,00 5,00 

Bachelor's degree (e.g. BA, BS) 120 2,6417 ,95966 ,08760 2,4682 2,8151 1,00 5,00 

Master's degree (e.g. MA, MS, MEd) 69 2,7536 ,94567 ,11385 2,5264 2,9808 1,00 5,00 

Doctorate or professional degree (e.g. 

MD, DDS, PhD) 

11 2,8182 1,07872 ,32525 2,0935 3,5429 2,00 5,00 

Total 428 2,8271 1,03703 ,05013 2,7286 2,9256 1,00 5,00 

Q3 - Existing laws and organizational 

practices provide a reasonable level of 

protection for consumer privacy today. 

Less than a high school diploma 14 3,2857 ,99449 ,26579 2,7115 3,8599 2,00 5,00 

High school degree or equivalent (e.g. 

GED) 

114 3,3684 1,00673 ,09429 3,1816 3,5552 1,00 5,00 

Some college, no degree 87 3,2299 1,08586 ,11642 2,9985 3,4613 1,00 5,00 

Associate degree (e.g. AA, AS) 13 3,2308 1,01274 ,28088 2,6188 3,8428 2,00 5,00 

Bachelor's degree (e.g. BA, BS) 120 3,1333 1,02024 ,09314 2,9489 3,3178 1,00 5,00 

Master's degree (e.g. MA, MS, MEd) 69 3,0725 ,97496 ,11737 2,8383 3,3067 1,00 5,00 

Doctorate or professional degree (e.g. 

MD, DDS, PhD) 

11 3,0000 1,00000 ,30151 2,3282 3,6718 2,00 5,00 

Total 428 3,2103 1,02095 ,04935 3,1133 3,3073 1,00 5,00 

 

ANOVA 

 Sum of Squares df Mean Square F Sig. 

Q1 - Consumers have lost all control 

over how personal information is 

collected and used by companies. 

Between Groups 8,614 6 1,436 1,567 ,155 

Within Groups 385,599 421 ,916   

Total 394,213 427    

Q2 - Most businesses handle the 

personal information they collect 

about consumers in a proper and 

confidential way. 

Between Groups 13,548 6 2,258 2,133 ,049 

Within Groups 445,657 421 1,059   

Total 459,206 427    

Q3 - Existing laws and organizational 

practices provide a reasonable level 

of protection for consumer privacy 

today. 

Between Groups 5,477 6 ,913 ,874 ,514 

Within Groups 439,598 421 1,044   

Total 445,075 427    

 



 

Descriptives 

 N Mean Std. Deviation Std. Error 

95% Confidence Interval for Mean 

Minimum Maximum Lower Bound Upper Bound 

Q1 - Consumers have lost all control 

over how personal information is 

collected and used by companies. 

I have shared data on data markets 

multiple times 

75 3,6400 1,03506 ,11952 3,4019 3,8781 1,00 5,00 

I have shared data once on a data 

marketplace 

38 3,5000 1,08429 ,17589 3,1436 3,8564 1,00 5,00 

I know what a data marketplace is, but 

have never shared data on it 

162 3,8395 ,86988 ,06834 3,7045 3,9745 1,00 5,00 

Before this survey, I had never heard of 

data marketplaces 

153 3,7974 ,97576 ,07889 3,6415 3,9532 1,00 5,00 

Total 428 3,7593 ,96084 ,04644 3,6681 3,8506 1,00 5,00 

Q2 - Most businesses handle the 

personal information they collect about 

consumers in a proper and confidential 

way. 

I have shared data on data markets 

multiple times 

75 3,0000 1,15079 ,13288 2,7352 3,2648 1,00 5,00 

I have shared data once on a data 

marketplace 

38 3,2368 1,07639 ,17461 2,8830 3,5906 1,00 5,00 

I know what a data marketplace is, but 

have never shared data on it 

162 2,7222 ,96684 ,07596 2,5722 2,8722 1,00 5,00 

Before this survey, I had never heard of 

data marketplaces 

153 2,7516 1,01490 ,08205 2,5895 2,9137 1,00 5,00 

Total 428 2,8271 1,03703 ,05013 2,7286 2,9256 1,00 5,00 

Q3 - Existing laws and organizational 

practices provide a reasonable level of 

protection for consumer privacy today. 

I have shared data on data markets 

multiple times 

75 3,1867 1,13535 ,13110 2,9254 3,4479 1,00 5,00 

I have shared data once on a data 

marketplace 

38 3,6579 ,84714 ,13742 3,3794 3,9363 2,00 5,00 

I know what a data marketplace is, but 

have never shared data on it 

162 3,2099 1,01805 ,07999 3,0519 3,3678 1,00 5,00 

Before this survey, I had never heard of 

data marketplaces 

153 3,1111 ,98379 ,07953 2,9540 3,2682 1,00 5,00 

Total 428 3,2103 1,02095 ,04935 3,1133 3,3073 1,00 5,00 

 

 

ANOVA 

 Sum of Squares df Mean Square F Sig. 

Q1 - Consumers have lost all control 

over how personal information is 

collected and used by companies. 

Between Groups 4,887 3 1,629 1,774 ,151 

Within Groups 389,326 424 ,918   

Total 394,213 427    

Q2 - Most businesses handle the 

personal information they collect 

about consumers in a proper and 

confidential way. 

Between Groups 11,275 3 3,758 3,558 ,014 

Within Groups 447,931 424 1,056   

Total 459,206 427    

Q3 - Existing laws and organizational 

practices provide a reasonable level 

of protection for consumer privacy 

today. 

Between Groups 9,160 3 3,053 2,970 ,032 

Within Groups 435,915 424 1,028   

Total 445,075 427    

 

 



 

ANOVA 

 Sum of Squares df Mean Square F Sig. 

Conjoint 1 Between Groups ,828 2 ,414 ,652 ,522 

Within Groups 269,983 425 ,635   

Total 270,811 427    

Conjoint 2 Between Groups ,011 2 ,005 ,009 ,991 

Within Groups 270,176 425 ,636   

Total 270,187 427    

Conjoint 3 Between Groups ,362 2 ,181 ,349 ,705 

Within Groups 219,945 425 ,518   

Total 220,306 427    

Conjoint 4 Between Groups ,244 2 ,122 ,465 ,628 

Within Groups 111,270 425 ,262   

Total 111,514 427    

Conjoint 5 Between Groups ,698 2 ,349 ,757 ,470 

Within Groups 195,891 425 ,461   

Total 196,589 427    

Conjoint 6 Between Groups 1,450 2 ,725 ,990 ,373 

Within Groups 311,305 425 ,732   

Total 312,755 427    

Conjoint 7 Between Groups ,615 2 ,307 ,396 ,673 

Within Groups 329,486 425 ,775   

Total 330,100 427    

Conjoint 8 Between Groups ,301 2 ,150 ,178 ,837 

Within Groups 358,251 425 ,843   

Total 358,551 427    

Conjoint 9 Between Groups ,126 2 ,063 ,414 ,661 

Within Groups 64,909 425 ,153   

Total 65,035 427    

 



C
Choice behavior modeling example

A extreme simple running example is elaborated and explained to show why choice modeling could
present important findings. Suppose that there exists a transport alternative A which is a very slow
and cheap route and a new transport alternative B which is very fast but also expensive (e.g. tollroad).
Suppose only travel time and cost are observed. Goal:

1. Determine the market share of a new transport alternative.
2. Determine the economic appraisal (welfare analysis). Is the toll road welfare enhancing?

(a) Depends on aggregate travel time gains on transport network.
(b) And how much are these worth.

Both depend on one crucial insight:

How do travellers weigh (tradeoffs) travel times and costs (the factors) ?

Business perspective:
If one minute of travel time gain is worth very little, then:
Market share of toll road will be low, this raises profitability issues
Prices will have to be kept low, which also raises profitability issues

Government perspective:
If one minute of travel time gain is worth very little, then:
Few travelers benefit from the new service (since small market)
So: small overall benefits (no network effect, low value of time)

The data: choice observations
1. Revealed choice data (observations in real life)
2. Stated choice data (hypothetical observations)

With the choice data, before moving to mathematics, we can use these to:
 Infer tradeoff between time and cost (’value of travel time savings’ VoTTS)
 Predict choices for other levels of time and cost

Figure C.1: Simple Example 1
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As you look at the figure above, these are just two observations of a single person in a survey. From
the first observation, it is seen that route B is 10 minutes faster and 1 euro more expensive; however,
the choice is on A. Hence, VoTTS < 1 euro per 10 minutes (or < 6 euro per hour).

From the second observation, it is seen that route B is 30 minutes faster and 2 euro more expensive;
the choice is B. Hence, VoTTS > 2 euro per 30 minutes (or > 4 euro per hour). So now we know for
this person that his or her VoTTS is somewhere between 4 and 6 euros per hour. We can ’pinpoint’ a
value in this way. By increasing observations, we can even better and better pinpoint this value and
eventually use these to estimate choices and basing strategies on that.

But why do we not ask respondents to tell their value or in this example their VoTTS directly? That
is due to the following:

1. People do not know. Evolution did not program us to explicate tradeoffs.
2. In many cases, people hesitate to give true tradeoff. E.g. Refugee data: preferred distance to

one’s home depends on religion
3. Judgment is known to be much more susceptible to bias than choices. E.g. cognitive dissonance,

expost rationalization, pleasing interviewer
4. Most Revealed Preference data are choices. Not tradeoff judgements.
5. Economic theory is based on choices, not judgements. Demandsupply machinery, consumer

surplus..

So these choices can be predicted. Suppose that the VoTTS is estimated to be 8 euro per hour.
Then, choices for A and B for all combinations of time and cost can be predicted or simulated:

Figure C.2: Simple Example 2

Sim1: B gives 10 min gain for 2.50 euro, this is 15 euro per hour > VoTTS; hence choice is for A.
Sim2: B gives 20 min gain for 2.00 euro, this is 6 euro per hour < VoTTS; hence choice is for B.

In the next subsections, each model is explained concisely.



D
Multinominal logit model (MNL)

All models are modified course codes of EPAcourse SEN1221 by C. Chorus (2017) and Molin (2017).

### Load Apollo library
library(apollo)

### Initialise code
apollo_initialise()

### Set core controls
apollo_control = list(

modelName ="MNL_1_maintest",
modelDescr ="First Try 428 respondents on Qualtrics by MNL",
indivID ="ID"

)

#### LOAD DATA
database = read.delim("cleaned_data_real.dat",header=TRUE)

### Vector of parameters, including any that are kept fixed in estimation
apollo_beta=c(BETA_RISK = 0, #risk

BETA_DATA_CONTROL = 0, #data control
BETA_TRUST = 0, #trust
BETA_BENEFIT = 0) #benefit

### Vector with names (in quotes) of parameters to be kept fixed at their starting value in
### apollo_beta, use apollo_beta_fixed = c() if none
apollo_fixed = c()

#### GROUP AND VALIDATE INPUTS
apollo_inputs = apollo_validateInputs()

#### DEFINE MODEL AND LIKELIHOOD FUNCTION

apollo_probabilities=function(apollo_beta, apollo_inputs, functionality="estimate"){

### Attach inputs and detach after function exit
apollo_attach(apollo_beta, apollo_inputs)
on.exit(apollo_detach(apollo_beta, apollo_inputs))
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### Create list of probabilities P
P = list()

### List of utilities: these must use the same names as in mnl_settings, order is irrelevant
V = list()
V[['A']] = RISKA * BETA_RISK + CONTA * BETA_DATA_CONTROL + TRUSTA * BETA_TRUST
+ BENA * BETA_BENEFIT
V[['B']] = RISKB * BETA_RISK + CONTB * BETA_DATA_CONTROL + TRUSTB * BETA_TRUST
+ BENB * BETA_BENEFIT
V[['C']] = RISKC * BETA_RISK + CONTC * BETA_DATA_CONTROL + TRUSTC * BETA_TRUST
+ BENC * BETA_BENEFIT

### Define settings for MNL model component
mnl_settings = list(
alternatives = c(A=1, B=2, C=3),
avail = list(A=1, B=1, C=1),
choiceVar = CHOICE,
V = V

)

### Compute probabilities using MNL model
P[['model']] = apollo_mnl(mnl_settings, functionality)

### Take product across observation for same individual
P = apollo_panelProd(P, apollo_inputs, functionality)

### Prepare and return outputs of function
P = apollo_prepareProb(P, apollo_inputs, functionality)
return(P)

}

#### MODEL ESTIMATION
model = apollo_estimate(apollo_beta, apollo_fixed, apollo_probabilities, apollo_inputs)

#### MODEL OUTPUTS
apollo_modelOutput(model,modelOutput_settings=list(printPVal=TRUE))

apollo_saveOutput(model)



E
Multinominal logit model + Westin

interaction (MNL + interaction)
All models are modified course codes of EPAcourse SEN1221 by C. Chorus (2017) and Molin (2017).

### Load Apollo library
library(apollo)

### Initialise code
apollo_initialise()

### Set core controls
apollo_control = list(

modelName ="MNL_1_maintest",
modelDescr ="First Try 428 respondents on Qualtrics by MNL",
indivID ="ID"

)

#### LOAD DATA
database = read.delim("cleaned_and_PS_Male_Westin_I.dat",header=TRUE)

### Vector of parameters, including any that are kept fixed in estimation
apollo_beta=c(BETA_RISK = 0, #risk

BETA_DATA_CONTROL = 0, #data control
BETA_TRUST = 0, #trust
BETA_BENEFIT = 0, #benefit
int_Risk = 0,
int_DC = 0,
int_Trust = 0,
int_Benefit = 0
)

### Vector with names (in quotes) of parameters to be kept fixed at their starting value in apollo_beta,
### use apollo_beta_fixed = c() if none
apollo_fixed = c()

#### GROUP AND VALIDATE INPUTS
apollo_inputs = apollo_validateInputs()
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#### DEFINE MODEL AND LIKELIHOOD FUNCTION
apollo_probabilities=function(apollo_beta, apollo_inputs, functionality="estimate"){

### Attach inputs and detach after function exit
apollo_attach(apollo_beta, apollo_inputs)
on.exit(apollo_detach(apollo_beta, apollo_inputs))

### Create list of probabilities P
P = list()

### List of utilities: these must use the same names as in mnl_settings, order is irrelevant
V = list()
V[['A']] = (int_Risk*W_Index + BETA_RISK)*RISKA + CONTA * (BETA_DATA_CONTROL + int_DC*W_Index)
+ TRUSTA * (BETA_TRUST + int_Trust*W_Index) + BENA * (BETA_BENEFIT + int_Benefit*W_Index)
V[['B']] = (int_Risk*W_Index + BETA_RISK)*RISKB + CONTB * (BETA_DATA_CONTROL + int_DC*W_Index)
+ TRUSTB * (BETA_TRUST + int_Trust*W_Index) + BENB * (BETA_BENEFIT + int_Benefit*W_Index)
V[['C']] = (int_Risk*W_Index + BETA_RISK)*RISKC + CONTC * (BETA_DATA_CONTROL + int_DC*W_Index)
+ TRUSTC * (BETA_TRUST + int_Trust*W_Index) + BENC * (BETA_BENEFIT + int_Benefit*W_Index)

### Define settings for MNL model component
mnl_settings = list(
alternatives = c(A=1, B=2, C=3),
avail = list(A=1, B=1, C=1),
choiceVar = CHOICE,
V = V

)

### Compute probabilities using MNL model
P[['model']] = apollo_mnl(mnl_settings, functionality)

### Take product across observation for same individual
P = apollo_panelProd(P, apollo_inputs, functionality)

### Prepare and return outputs of function
P = apollo_prepareProb(P, apollo_inputs, functionality)
return(P)

}

#### MODEL ESTIMATION
model = apollo_estimate(apollo_beta, apollo_fixed, apollo_probabilities, apollo_inputs)

#### MODEL OUTPUTS
apollo_modelOutput(model,modelOutput_settings=list(printPVal=TRUE))

apollo_saveOutput(model)



F
MixedLogit Model (ML)

All models are modified course codes of EPAcourse SEN1221 by C. Chorus (2017) and Molin (2017).

### Load Apollo library
library(apollo)

### Initialise code
apollo_initialise()

### Set core controls
apollo_control = list(

modelName ="ML Test",
modelDescr ="ML Test data ",
indivID ="ID",
panelData = TRUE,
mixing = TRUE,
nCores=5

)

#### LOAD DATA
database = read.delim("cleaned_and_PS.dat",header=TRUE)

### Vector of parameters, including any that are kept fixed in estimation
apollo_beta=c(BETA_RISK = 0, #risk

BETA_DATA_CONTROL = 0, #data control
BETA_TRUST = 0, #trust
BETA_BENEFIT = 0, #benefit
Sigma_benefit = 1,
Sigma_trust = 1,
Sigma_dc = 1,
Sigma_risk = 1

)

### Vector with names (in quotes) of parameters to be kept fixed at their starting value
### in apollo_beta, use apollo_beta_fixed = c() if none
apollo_fixed = c()

### Set parameters for generating draws
apollo_draws = list(
interDrawsType = "halton",
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interNDraws = 500,
interUnifDraws = c(),
interNormDraws = c("draws_risk", "draws_dc","draws_trust","draws_benefit"),
intraDrawsType = "halton",
intraNDraws = 0,
intraUnifDraws = c(),
intraNormDraws = c()

)

### Create random parameters
apollo_randCoeff = function(apollo_beta, apollo_inputs){

randcoeff = list()

randcoeff[["heterobenefit"]] = BETA_BENEFIT + Sigma_benefit * draws_benefit
randcoeff[["heterotrust"]] = BETA_TRUST + Sigma_trust * draws_trust
randcoeff[["heterodc"]] = BETA_DATA_CONTROL + Sigma_dc * draws_dc
randcoeff[["heterorisk"]] = BETA_RISK + Sigma_risk * draws_risk
return(randcoeff)

}

#### GROUP AND VALIDATE INPUTS
apollo_inputs = apollo_validateInputs()

#### DEFINE MODEL AND LIKELIHOOD FUNCTION
apollo_probabilities=function(apollo_beta, apollo_inputs, functionality="estimate"){

### Attach inputs and detach after function exit
apollo_attach(apollo_beta, apollo_inputs)
on.exit(apollo_detach(apollo_beta, apollo_inputs))

### Create list of probabilities P
P = list()

### List of utilities: these must use the same names as in mnl_settings, order is irrelevant
V = list()
V[['A']] = heterorisk * RISKA + heterodc * CONTA + heterotrust * TRUSTA + BENA * heterobenefit
V[['B']] = heterorisk * RISKB + heterodc * CONTB + heterotrust * TRUSTB + BENB * heterobenefit
V[['C']] = heterorisk * RISKC + heterodc * CONTC + heterotrust * TRUSTC + BENC * heterobenefit

### Define settings for MNL model component
mnl_settings = list(
alternatives = c(A=1, B=2, C=3),
avail = list(A=1, B=1, C=1),
choiceVar = CHOICE,
V = V

)

### Compute probabilities using MNL model
P[['model']] = apollo_mnl(mnl_settings, functionality)

### Take product across observation for same individual
P = apollo_panelProd(P, apollo_inputs, functionality)
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### Average across inter-individual draws
P = apollo_avgInterDraws(P, apollo_inputs, functionality)

### Prepare and return outputs of function
P = apollo_prepareProb(P, apollo_inputs, functionality)
return(P)

}

#### MODEL ESTIMATION
model = apollo_estimate(apollo_beta, apollo_fixed,

apollo_probabilities, apollo_inputs, estimate_settings=list(hessianRoutine="maxLik"))

#### MODEL OUTPUTS
apollo_modelOutput(model,modelOutput_settings=list(printPVal=TRUE))

apollo_saveOutput(model)



G
Random Regret Minimization Model

(RRM)
All models are modified course codes of EPAcourse SEN1221 by C. Chorus (2017) and Molin (2017).

### Load Apollo library
library(apollo)

### Initialise code
apollo_initialise()

### Set core controls
apollo_control = list(

modelName ="RRM_MNL_test",
modelDescr ="MNL RRM model of real test data",
indivID ="ID"

)

#### LOAD DATA
database = read.delim("cleaned_data_real.dat",header=TRUE)

### Vector of parameters, including any that are kept fixed in estimation
apollo_beta=c(BETA_RISK = 0, #risk

BETA_DATA_CONTROL = 0, #data control
BETA_TRUST = 0, #trust
BETA_BENEFIT = 0) #benefit

### Vector with names (in quotes) of parameters to be kept fixed at their starting value
### in apollo_beta, use apollo_beta_fixed = c() if none
apollo_fixed = c()

#### VALIDATE INPUTS
apollo_inputs = apollo_validateInputs()

#### DEFINE MODEL AND LIKELIHOOD FUNCTION
apollo_probabilities=function(apollo_beta, apollo_inputs, functionality="estimate"){

### Attach inputs and detach after function exit
apollo_attach(apollo_beta, apollo_inputs)
on.exit(apollo_detach(apollo_beta, apollo_inputs))
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### Create list of probabilities P
P = list()

### List of regret functions
V = list()
V[['A']] = -(log(1 + exp(BETA_RISK * (RISKB - RISKA) )) +

log(1 + exp(BETA_DATA_CONTROL * (CONTB - CONTA) )) +
log(1 + exp(BETA_TRUST * (TRUSTB - TRUSTA) )) +
log(1 + exp(BETA_BENEFIT * (BENB - BENA) )) +
log(1 + exp(BETA_RISK * (RISKC - RISKA) )) +
log(1 + exp(BETA_DATA_CONTROL * (CONTC - CONTA) )) +
log(1 + exp(BETA_TRUST * (TRUSTC - TRUSTA) )) +
log(1 + exp(BETA_BENEFIT * (BENC - BENA) )))

V[['B']] = -(log(1 + exp(BETA_RISK * (RISKA - RISKB) )) +
log(1 + exp(BETA_DATA_CONTROL * (CONTA - CONTB) )) +
log(1 + exp(BETA_TRUST * (TRUSTA - TRUSTB) )) +
log(1 + exp(BETA_BENEFIT * (BENA - BENB) )) +
log(1 + exp(BETA_RISK * (RISKC - RISKB) )) +
log(1 + exp(BETA_DATA_CONTROL * (CONTC - CONTB) )) +
log(1 + exp(BETA_TRUST * (TRUSTC - TRUSTB) )) +
log(1 + exp(BETA_BENEFIT * (BENC - BENB) )))

V[['C']] = -(log(1 + exp(BETA_RISK * (RISKA - RISKC) )) +
log(1 + exp(BETA_DATA_CONTROL * (CONTA - CONTC) )) +
log(1 + exp(BETA_TRUST * (TRUSTA - TRUSTC) )) +
log(1 + exp(BETA_BENEFIT * (BENA - BENC) )) +
log(1 + exp(BETA_RISK * (RISKB - RISKC) )) +
log(1 + exp(BETA_DATA_CONTROL * (CONTB - CONTC) )) +
log(1 + exp(BETA_TRUST * (TRUSTB - TRUSTC) )) +
log(1 + exp(BETA_BENEFIT * (BENB - BENC) )))

### Define settings for MNL model component
mnl_settings = list(
alternatives = c(A=1, B=2, C=3),
avail = list(A=1, B=1, C=1),
choiceVar = CHOICE,
V = V

)

### Compute probabilities using MNL model
P[['model']] = apollo_mnl(mnl_settings, functionality)

### Take product across observation for same individual
P = apollo_panelProd(P, apollo_inputs, functionality)

### Prepare and return outputs of function
P = apollo_prepareProb(P, apollo_inputs, functionality)
return(P)

}

#### MODEL ESTIMATION
model = apollo_estimate(apollo_beta, apollo_fixed, apollo_probabilities, apollo_inputs)
#### MODEL OUTPUTS
apollo_modelOutput(model,modelOutput_settings=list(printPVal=TRUE))
apollo_saveOutput(model)



H
Utility Scores

In this appendix, all utility scores and willingness to pay per attribute level are visualized to check for
linearity and what deterioration for each level is worth in terms of money.

Figure H.1: Feature importance 2

Figure H.2: Risk & Data control utility scores per level
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Figure H.3: Trust & Benefit utility scores per level

Figure H.4: WtP Risk

Figure H.5: WtP Data control
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Figure H.6: WtP Trust



I
Qualtrics Survey

Figure I.1: Survey Page 1
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Figure I.2: Survey Page 2
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Figure I.3: Survey Page 3
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Figure I.4: Survey Page 4
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Figure I.5: Survey Page 5

Figure I.6: Survey Page 6
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Figure I.7: Survey Page 7

Figure I.8: Survey Page 8
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Figure I.9: Survey Page 9

Figure I.10: Survey Page 10
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Figure I.11: Survey Page 11

Figure I.12: Survey Page 12
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Figure I.13: Survey Page 13

Figure I.14: Survey Page 14
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Figure I.15: Survey Page 15
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Figure I.16: Survey Page 16
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Figure I.17: Survey Page 17
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Figure I.18: Survey Page 18
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Figure I.19: Survey Page 19

Figure I.20: Survey Page 20
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