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Summary

Humans localize sound incessantly using the ears and it proves to be important of
our awareness. It can also be a cause of annoyance to the community whenever
sound is in the form of noise. Due to increase of wealth, industry, technology and
corresponding globalization there is a large increase of noise. Especially with the
increase of air traffic, noise is increased around the vicinities of airports. While
environmental pollution is important and needs to be reduced, the accompanying
noise is also of great importance. For example, while propeller-driven aircraft can
be more efficient energy-wise, it also results in more noise compared to a traditional
turbofan. For potential noise reduction it is necessary to first obtain both correct
information about the origin and strength of these noise sources.

Similar to the human hearing, microphone arrays can be used to obtain both lo-
cation and strength of sound sources. Identification of noise sources depends heav-
ily on the hardware conditions and processing methods. In this thesis methods are
presented to optimize the microphone array configuration and the post-processing
part known as beamforming.

For microphone array optimization, several objective functions were formu-
lated to capture the minimization goal. For source identification this was by reduc-
ing the false positives, known as sidelobes, and increasing the spatial resolution
for the actual source. This resulted in several microphone configurations which
reduced sidelobes in a predefined region-of-interest and simultaneously increased
the spatial resolution.

High resolution methods were also developed, where the source localization
process was optimized using a Global Optimization method. Here an objective
function was formulated to minimize the error between measurement and a signal
model. Super-resolution was achieved and identification is seen to be possible in all
three spatial dimensions. Additionally, optimization was used to improve a current
deconvolution method known as HR-CLEAN-SC achieving super-resolution with
fast computation times.

The obtained microphone array from optimization and source localization meth-
ods were put to the test in the wind tunnel. An experiment was performed as-
sessing the noise for pylon-propeller interaction. Clear noise increase was seen
when a pylon was installed upstream the propeller. With blowing from the trailing-
edge, noise was reduced comparable to the isolated propeller case. Beamforming
showed noise primarily originated from the propeller and some originating from
the support. Other experiments were performed regarding noise shielding. Cases
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x Summary

were studied of a propeller shielded by both a wing or duct as the shielding object.
For theses cases shielding was observed if incoming flow is applied and the noise
sources were seen to be positioned along the trailing and leading edges of both
wing and duct.

The experiments proved that optimization methods are an important tool for
both pre- and post-processing parts. Accuracy is improved for source localization
and errors minimized when interpreting the beamform map.



Samenvatting

De mens is constant bezig geluid te lokaliseren met behulp van het gehoor. Dit
kan vervolgens ook tot ergernis leiden voor de gemeenschap wanneer dit in de
vorm van lawaai is. Door de toename van welvaart, industrie, technologie en de
bijbehorende globalisering is er logischerwijs ook een behoorlijke toename in la-
waai. Met name door de toename van vliegtuigverkeer, waar lawaai toeneemt in
de nabijheid van de luchthaven. Alhoewel luchtvervuiling van de omgeving be-
langrijk is en verminderd moet worden, is het ook belangrijk om vliegtuiglawaai te
verminderen. Als voorbeeld kan een op propeller aangedreven vliegtuig worden
genomen. Hoewel dit meer efficiënt is in het gebruik van brandstof, produceert
het ook meer lawaai vergeleken met een traditionele turbofan. Voor mogelijke ge-
luidsvermindering is het belangrijk om eerst correcte informatie te verkrijgen van
de oorsprong en de sterkte van de geluidsbronnen.

Net als het menselijk gehoor, kunnen gerangschikte microfoons gebruikt wor-
den om zowel de locatie als wel het geluidsniveau te bepalen. Bepaling van de
geluidsbronnen hangt sterk af van de gebruikte hardware als wel de verwerkings-
methodiek. In dit werk worden methoden gepresenteerd om de posities van zowel
de microfoons als de geluidsbron te optimaliseren.

Voor het optimaliseren van gerangschikte microfoons, zijn verschillende objec-
tieve functies geformuleerd welke de minimalisatie doel bevatten. Voor het iden-
tificeren van geluidsbronnen werd dit gerealiseerd door de vals positieven, ook
bekend als zijlussen, te verminderen en het scheidend vermogen van de werke-
lijke bron te verbeteren. Ook zijn er hoge resolutie methoden ontwikkeld, waarbij
lokalisatie voor de bron positie is toegepast met behulp van een globale optimali-
satiealgoritmen. Hierbij was de objectieve functie zo geformuleerd om het verschil
tussen metingen en signaal model te minimaliseren. Het resultaat is superresolutie
en de mogelijkheid om de geluidsbron te bepalen in drie dimensies. Ook is opti-
malisatie gebruikt om een huidige deconvolutie methode te verbeteren bekend als
HR-CLEAN-SC waar ook superresolutie is gerealiseerd met korte verwerkingstij-
den.

De verkregen microfoon posities uit het optimalisatie proces en de hoge reso-
lutie methoden zijn toegepast voor wind tunnel metingen. Een experiment is uit-
gevoerd voor een pilaar-propeller interactie. Een duidelijke geluidstoename was
te zien bij de installatie van de pilaar stroomopwaarts. Met behulp van een extra
luchtstroom uit de achterrand van de pilaar was te zien dat het geluid nagenoeg
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gereduceerd was tot de situatie met enkel de propeller. Ook andere experimen-
ten zijn onderzocht voor afscherming van propeller geluid. Metingen zijn gedaan
waarbij een propeller afgeschermd werd door een vleugel of een duct. Voor beide
gevallen was te zien dat geluid gereduceerd wordt wanneer een inkomende lucht-
stroom wordt aangebracht. Met behulp van bundelvorming was te zien dat de
geluidsbronnen op de voor- en achterrand worden gelokaliseerd voor zowel de
vleugel als de duct.

De experimenten lieten zien dat het gebruik van optimalisatie technieken een
belangrijk hulpmiddel is voor zowel voor- als nabewerking van het geluidslokali-
satie proces. De precisie van het proces wordt verbeterd en daardoor interpretatie-
fouten van de geluidsbronnenmap verminderd.
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Introduction

1.1. Motivation
The sector of air transport is one of the fastest growing transportation sectors around
the world [1–3]. The increasing demand [4] of travel leads to the increase of air-
ports or the desire to expand. Inevitably, this increases pollution, decreases safety
and increases noise levels in densely populated areas. Most importantly, there will
be an increase of fuel consumption. The public concern is to have less impact of
flying on the environment through the emissions of greenhouse gases and noise.
It is therefore desirable to decrease the fuel consumption with growing air traffic,
while at the same time keep pollution and noise levels low. Aircraft design studies
have shown a 10 to 20% fuel burn reduction by replacing turbofans with modern
propellers of equivalent technology [5].

Propeller driven aircraft can provide this potential reduction of fuel burn com-
pared to high bypass ratio turbofan engines. The trade-off for using propeller
driven aircraft is the increase in noise. While advanced turbofan can provide noise
reduction, the fuel consumption is still not as low as using a propeller or open ro-
tor propulsion [6], see Fig 1.1. This can be a difficult issue to solve and both the
scientific community and aircraft manufacturers are constantly at work to improve
aircraft in this regard.

Similar to the turbofan, a propeller can also be made to be ducted. The duct
can then act as a shielding object to reduce noise. Additionally, noise can also be
shielded by simpler geometries like a wing. Research have shown recently that
aircraft noise can be reduced significantly by shielding the noise by airframe struc-
tures [7–9]. It is considered an effective way of reducing the air traffic noise [10–
12]. To assess quantitatively to which extent noise is reduced and where noise
originates from the shielding object, source localization will be applied in two ex-
periments described in this thesis.

For assessing these kind of aircraft noise, detailed noise investigations to both
localizing noise sources and quantifying the levels are required.

1
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2 1. Introduction

Figure 1.1: Current trend in the specific fuel consumption (SFC) versus the noise improvement.

1.2. Use of microphone arrays
Microphone arrays are a powerful tool to obtain spatial information of acoustic
sources. With recorded sound data, beamforming can be applied to perform source
localization and in turn identify noise sources for an aircraft flyover or parts of an
aircraft in a wind tunnel setting. In aerospace and aeroacoustic studies, this has
been used in various aspects, ranging from outdoor beamforming of fly-over air-
craft [13], to beamforming for aeroacoustic studies in wind tunnels [14]. Further
investigations of the source maps help researchers to understand characteristics of
contributing noise sources. With these results a better understanding can be ob-
tained for aircraft noise sources such as propellers or the airframe [15–20]. The
obtained information allows manufacturers to more accurately include noise con-
sideration in the development of an aircraft. The arrays are used in other fields as
well, e.g. for high-speed trains or automotive vehicles [21–26].

The first system to use microphones as a way to localize sound sources was
proposed in 1974 by Billingsley [27] with the use of a so-called acoustic telescope.
A corresponding hardware system was presented as well [28] for real-time source
localization on jet engines. Fourteen condenser microphones were used and digi-
tized for the pressure values by 8 bits. For the time sampling 20 kHz was used. The
data was also stored on magnetic tapes. Using two analog to digital converters a
multiplexer (not all microphone values can be captured at the same instant) for the
14 channels with a sampling interval of 6 µs was used. This resulted in a spread of
7×6µs = 36µs between microphones. The spread was not accounted for during the
algorithm. The computer used consisted of 48 kilobytes of memory and the results
were displayed on a colour coded TV screen.

The following decades saw a decrease in the cost of equipment and sampling
frequency, digital resolution and memory increased dramatically. As a result a
large number of microphones could be used. With the increasing possibilities of
hardware, questions were raised for the microphone positioning. For example, po-
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sitioning microphones on a plane allows to perform 2-D beamforming, but perfor-
mance depends heavily on the relative microphone positions, or the beamforming
method used.

Ideal source maps should visualize the sound sources at their correct locations.
When there are multiple sources, the sources should be separable. Moreover, false
positive source identifications due to side lobes should be minimized. These qual-
ities in the source maps indicate the beamforming performance, and can be im-
proved in two ways.

A first attempt at microphone optimization was done by Michel et al. [17] for
flyover tests using 15 microphones. The used array resulted in the discovery that
many aircraft emit tones from the wings. These are now known to be caused by
cavities on the wing’s surface. Other methods such as nested arrays [29], irregular
or spiral-like configurations [30, 31] were investigated as well.

With the increased use of microphone arrays, investigations were also per-
formed for the post-processing part which deals with the beamforming algorithm.
Advanced methods have been developed and investigated to increase acoustic
source localization. As the beamform result is degraded by the point spread func-
tion, deconvolution methods have been developed. However, the performance of
it depends on the quality of the array design. The methods usually have some way
for handling false positive source identification, dealing with coherent sources (or
not), and the spatial resolution.

The two aspects of array optimization (pre-processing) and use of advanced
beamforming methods (post-processing) are usually done separately. The inter-
play between optimized array designs and advanced beamforming algorithms has
also not been investigated. The use of optimization techniques for both the pre-
and post-processing parts can especially be interesting for the investigation of air-
craft noise. The optimization procedures can be tailored to aeroacoustic studies by
imposing the corresponding conditions.

1.3. Research objective
The aim of this research is to investigate how optimization methods can help to
improve acoustic source identification. For the identification both location and
strength of sound sources are important. The procedure will be focused for aircraft
noise sources. Both optimization of the microphone positions (hardware part) as
well as optimization of the source localization capability (software part) will be in-
vestigated. An optimized array will be searched with specific criteria imposed. The
obtained parameter set from optimization are therefore the microphone positions.
For optimizing the source localization process, it is investigated if global optimiza-
tion techniques can correctly obtain the parameter set containing the coordinates
for the source position(s). Additionally it will be tested if (unknown) environmen-
tal parameters can be introduced as well. For using optimization methods so-called
objective functions are needed which need to be minimized. These functions cap-
tures the minimization goal. Therefore objective functions will be searched for de-
riving from signal models. It will also be investigated if optimization can improve
existing deconvolution methods.
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The developed methods are then tested using wind tunnel experiments. As
noise sources speaker sources and propellers are used. For the first experiment
the methods will be applied to study pylon-propeller interaction effects. A second
experiment deals with shielding of noise sources where a wing and a duct are used
as the shielding object.

The objectives can be summarized as follows:

• Optimize microphone array configurations;

• Optimize the source localization process;

• Apply methods to wind tunnel experiments.

1.4. Outline
As optimization and the beamforming procedure is important for deriving the ob-
jective functions, Chapter 2 will present the theory used throughout this thesis. The
signal model at the microphones will be derived, beamforming methods presented
and the used global optimization method introduced. Improving the current de-
convolution beamforming method (CLEAN-SC) using optimization (HR-CLEAN-
SC), will be presented as well.

Chapter 3 continues with presenting two kinds of array optimizations (Array
Optimization I and II). Here, the objective functions are presented and tested for
simulated and experimental data. Chapter 4 investigates the use of optimization
for source localization. After obtaining appropriate objective functions, tests are
performed for benchmark data and an experiment using a speaker.

Chapter 5 applies the HR-CLEAN-SC method developed in Chapter 2 to wind
tunnel data for pylon-propeller interaction. It is also investigated how noise of the
propeller is affected by negation of the wake of the pylon. Negation is realized
by blowing of from the pylon’s trailing edge. For the investigation conventional
beamforming is presented as well.

A second wind tunnel test is investigated in Chapter 6. Here, several experi-
ments were performed to assess shielding of noise. As sources an omni-directional
sound sound and a propeller are used. For the shielding object a rectangular plate,
NACA wing as well as a duct are used. The experiments are performed with the
optimized array resulting from Chapter 3.

Chapter 7 presents the summary and conclusions of the work in this thesis.

References
[1] C. Lu and P. Morrell, Determination and applications of environmental costs at

different sized airports - aircraft noise and engine emissions, Transportation 33, 45
(2006).

[2] D. Chiron, European research in the area of aeronautics and air transport, in Pre-
sented at Eur. Workshop New Aero Engine Concepts, Munich (2010).



References

1

5

[3] I. A. T. Association, Demand for air travel in 2015 surges to strongest result in five
years, (2016).

[4] M. Abramowitz and I. A. Stegun, Handbook of mathematical functions: with for-
mulas, graphs, and mathematical tables, 55 (Courier Corporation, 1964).

[5] M. D. Guynn, J. J. Berton, W. J. Haller, E. S. Hendricks, and M. T. Tong, Perfor-
mance and environmental assessment of an advanced aircraft with open rotor propul-
sion, Tech. Rep. (NASA-TM-2012-217772, 2012).

[6] N. Peake and A. B. Parry, Modern challenges facing turbomachin-
ery aeroacoustics, Annual Review of Fluid Mechanics 44, 227 (2012),
https://doi.org/10.1146/annurev-fluid-120710-101231 .

[7] R. H. Thomas, C. L. Burley, and E. D. Olson, Hybrid wing body aircraft system
noise assessment with propulsion airframe aeroacoustic experiments, International
Journal of Aeroacoustics 11, 369 (2012).

[8] M. J. Czech, R. H. Thomas, and R. Elkoby, Propulsion airframe aeroacoustic inte-
gration effects for a hybrid wing body aircraft configuration, 11, 335 (2012).

[9] J. T. Bonet, H. G. Schellenger, B. K. Rawdon, K. R. Elmer, S. R. Wakayama,
D. L. Brown, and Y. P. Guo, Environmentally responsible aviation (era) project-n+
2 advanced vehicle concepts study and conceptual design of subscale test vehicle (stv)
final report, (2011).

[10] A. Agarwal and A. P. Dowling, The calculation of acoustic shielding of engine noise
by the silent aircraft airframe, The Journal of the Acoustical Society of America
116, 25 (2005).

[11] Y. P. Guo, C. L. Nickol, C. L. Burley, and R. H. Thomas, Noise and fuel burn
reduction potential of an innovative subsonic transport configuration, AIAA Paper
2014-0257 (2014).

[12] Y. P. Guo, C. L. Burley, and R. H. Thomas, On noise assessment for blended wing
body (bwb) aircraft, (2014).

[13] D.G.. Simons, M. Snellen, B. van Midden, M. Arntze, and D.H.T.. Bergmans,
Assessment of noise level variations of aircraft flyovers using acoustic arrays, Journal
of Aircraft 52, 1625 (2015).

[14] S. Oerlemans, L. Broersma, and P. Sijtsma, Quantification of airframe noise us-
ing microphone arrays in open and closed wind tunnels, International Journal of
Aeroacoustics 6, 309 (2007).

[15] G. P. Howell, M. A. Bradley, M. A. McCormick, and J. D. Brown, De-
Dopplerization and acoustic imaging of aircraft Flyover noise measurements, Journal
of Sound and Vibration 105, 151 (1986).

http://www.iata.org/pressroom/pr/Pages/2016-02-04-01.aspx
http://www.iata.org/pressroom/pr/Pages/2016-02-04-01.aspx
http://dx.doi.org/ 10.1146/annurev-fluid-120710-101231
http://arxiv.org/abs/https://doi.org/10.1146/annurev-fluid-120710-101231
http://dx.doi.org/10.1260/1475-472x.11.3-4.335
http://dx.doi.org/10.1260/147547207783359440
http://dx.doi.org/10.1260/147547207783359440


1

6 References

[16] U. Michel, B. Barsikow, B. Haverich, and M. Schuttpelz, Investigation of air-
frame and jet noise in high-speed flight with a microphone array, in 3rd AIAA/CEAS
Aeroacoustics Conference, Atlanta, Ga, May 12-14, 1997 (1997).

[17] U. Michel, B. Barsikow, J. Helbig, M. Hellmig, and M. Schuttpelz, Flyover
noise measurements on landing aircraft with a microphone array, in 4th AIAA/CEAS
Aeroacoustics Conference, Toulouse, France, June 2-4, 1998 (1998).

[18] U. Michel and W. Qiao, Directivity of landing gear noise based on flyover measure-
ments, in 5th AIAA/CEAS Aeroacoustics Conference, Bellevue, Wa, May 10-12,
1999 (1999).

[19] R. P. Dougherty, Beamforming for aircraft noise measurements, Acoustical Society
of America Journal 114, 2339 (2003).

[20] P. Sijtsma and R. Stoker, Determination of Absolute Contributions of Aircraft Noise
Components Using Fly-over Array Measurements, in 10th AIAA/CEAS Aeroacous-
tics Conference, Manchester, United Kingdom, 10-12 May 2004 (2004).

[21] W. F. King III and D. Bechert, On the Sources of Wayside Noise Generated by High-
Speed Trains, J. Sound Vib. 66, 311 (1979).

[22] B. Barsikow, W. F. King III, and E. Pfizenmaier, Wheel/Rail Noise Generated by
a High-Speed Train Investigated with a Line Array of Microphones, J. Sound Vib.
118, 99 (1987).

[23] B. Barsikow and W. F. King III, On Removing the Doppler Frequency Shift from
Array Measurements of Railway Noise, J. Sound Vib. 120, 190 (1988), letter to the
editor.

[24] B. Barsikow, Experiences with various configurations of microphone arrays used to
locate sound sources on railway trains operated by the DB AG, J. Sound Vib. 193,
283 (1996).

[25] U. Michel and B. Barsikow, Localisation of sound sources on moving vehicles with
microphone arrays. in Proc. EuroNoise 2003, Neapel, 19.-21.05.2003, paper ID 537
(2003).

[26] U. Michel, B. Barsikow, P. Bohning, and M. Hellmig, Localisation of moving
sound sources with phased microphone arrays, in Inter-Noise 2004, Prague, Czech
Republic, 22-25 August 2004 (2004).

[27] J. Billingsley, An acoustic telescope, Aeronautical Research Council ARC 35/364,
1974 (1974).

[28] J. Billingsley and R. Kinns, The Acoustic Telescope, J. Sound Vib. 48, 485 (1976).

[29] C. O. Paschereit and B. Barsikow, The microphone array: a tool on the path towards
reducing railway noise, in Proc. World Congress on Railway Research (WCRR ’94)
(1994) pp. 371–376, proc. World Congress on Railway Research (WCRR ’94),
Paris, 1994.

http://dx.doi.org/10.1016/0022-460X(79)90848-4
http://dx.doi.org/ 10.1016/0022-460X(87)90257-4
http://dx.doi.org/ 10.1016/0022-460X(87)90257-4
http://dx.doi.org/10.1016/0022-460X(88)90344-6
http://dx.doi.org/ 10.1006/jsvi.1996.0269
http://dx.doi.org/ 10.1006/jsvi.1996.0269


References

1

7

[30] M. Mosher, Phased Arrays for Aerocoustic Testing: Theoretical Development, in 2nd
AIAA/CEAS Aeroacoustics Conference, State College, Pa, May 6-8, 1996 (1996).

[31] C. Schulze, E. Sarradj, and A. Zeibig, Characteristics of microphone arrays, in
Inter-Noise (2004).

http://pdf.aiaa.org/preview/1996/PV1996_1713.pdf
http://pdf.aiaa.org/preview/1996/PV1996_1713.pdf




2

Theory

In this chapter a description is given of the basic formulations in acoustics for a bet-
ter understanding of subsequent sections and chapters. Starting with the acoustic
wave equation, the expression for the pressure field is derived for a point source
with and without a convective medium. This is used for establishing a model for
the acoustic signals arriving at the microphones. The model is important for under-
standing the underlying physics of the signals at the microphones. The availability
of a microphone array allows for the localization and quantification of individual
sound sources, also known as acoustic beamforming. Several methods for beam-
forming will be discussed. The chapter is ended by explaining a high resolution
deconvolution method allowing to surpass the conventional beamforming limits.

Parts of this chapter have been published in the International Journal of Aeroacoustics 16, 274 (2017) [1].
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2.1. The acoustic wave equations
This chapter describes the formulations in acoustics and presents solutions to the
wave equation. The solution is of importance when the signal at the microphones
needs to be modelled in Section 2.3 or beamforming needs to be applied as ex-
plained in Section 2.4.

2.1.1. Linear wave equation: no source
For the simple case where the region under consideration does not contain any
source, is a lossless medium and has no wind flow (i.e. no convection) the follow-
ing wave equation holds [2]

∇2p (~x, t )− 1

c2

∂2

∂t 2 p (~x, t ) = 0, (2.1)

where p (~x, t ) is the sound pressure field at position ~x = (x, y, z) at time t and c the
speed of sound. Equation (2.1) is also known as the homogeneous wave equation
due to the lack of a source or source distribution.

Transforming Eq. (2.1) to the frequency domain results in the Helmholtz equa-
tion

∇2p (~x,ω)+
(ω

c

)2
p (~x,ω) = 0, (2.2)

with ω= 2π f the angular frequency. The solution of both Eqs. (2.1) and (2.2) can be
constructed of plane waves.

If spherical acoustic waves are considered, it is convenient to write Eq. (2.1) in
spherical coordinates using ∇2 → 1

r 2
∂
∂r

(
r 2 ∂

∂r

)
as

1

r 2

∂

∂r

(
r 2 ∂p

∂r

)
− 1

c2

∂2p

∂t 2 = 0, (2.3)

with r =
√

x2 + y2 + z2. The general solution of Eq. (2.3) is

p(r, t ) = 1

r

[
f (t − r /c)+ g (t + r /c)

]
, r 6= 0, (2.4)

where f is a diverging and g a converging spherical wave. From the argument of
causality, only outgoing, i.e. diverging, spherical waves will be considered, i.e.
g = 0. The solution of such a wave then is

p(r, t ) = 1

r
f (t − r /c), (2.5)

in the time domain and

p(r,ω) = F (ω)
e− jωr /c

r
, r 6= 0, (2.6)

in the frequency domain. F (ω) is the Fourier Transform of f (t ) defined as

F (ω) = 1

2π

∫ ∞

−∞
f (t )e− jωt d t . (2.7)
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In the case the signal only consists of a harmonic of frequency ω with amplitude A,
Eq. (2.6) can be written as

p(r,ω) = A
e− jωr /c

r
, r 6= 0. (2.8)

2.1.2. Linear wave equation: point source
In the case a field is considered with a point source, Eq. (2.1) changes to an inho-
mogeneous equation as

∇2p (~x, t )− 1

c2

∂2

∂t 2 p (~x, t ) =−σ(t )δ(~x −~xs ), (2.9)

where σ(t ) is the source emitted signal, δ(~x−~xs ) the Dirac delta function and ~xs the
source position. From the Fourier transformation Eq. (2.9) becomes

∇2p (~x,ω)+ ω2

c2 p (~x,ω) =−σ(ω)δ(~x −~xs ), (2.10)

where σ(ω) can be seen as the amplitude and phase of the signal for the frequency
ω. Here it can be recognized that p(~x,ω) → g (~x,ω) is the Green’s function for the
equation of

∇2g (~x,ω)+
(ω

c

)2
g (~x,ω) =−δ (~x −~xs ) , (2.11)

where g (~x) can be seen as the impulse response of the differential equation. This is
solved using the Sommerfeld radiation condition [3] to obtain the Green’s function1

for Eq. (2.11) by

g (~x) = e− jωr /c

4πr
, (2.12)

where r = ‖~x −~xs‖. The distance r is the separation distance between the source
and the point of interest (e.g. a microphone position) as seen in Fig. 2.1. Using the

~xs
~x

~x −~xs
source

receiver

Figure 2.1: Relation between the source vector ~xs and receiver vector ~x.

1Note that by using the Green’s function from this equation any source distribution can be considered
and the solution can be constructed by convolving the Green’s function with the source distribution
function as p(~x,ω) = g (~x,ω)∗ρ(~x) if ρ(~x) is the source distribution in space.
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Green’s function Eq. (2.12), the solution to Eq. (2.10) is easily obtained as

p(~x,ω) =σ(ω)
e− jωr /c

4πr
. (2.13)

The solution in the time domain of Eq. (2.9) has therefore the form

p(~x, t ) = σ(t − r /c)

4πr
. (2.14)

2.1.3. Convective wave equation of a point source
When considering wind tunnel experiments or fly-over applications the convective
term which is neglected in Eqs. (2.1) and (2.9) has to be taken into account. With
the inclusion of convection the following partial differential equation holds for a
point source [4–6]

∇2p (~x, t )− 1

c2

(
∂

∂t
+ ~U ·∇

)2

p (~x, t ) =−σ(t )δ (~x −~xs ) , (2.15)

where ~U is the uniform flow and the right hand side represents again the acoustic
source.

The solution to Eq. (2.15) is given by [7]

p(~x, t ) = σ(t −∆te)

4π
√[

~M · (~x −~xs )
]2 +β2 ‖~x −~xs‖2

, (2.16)

where
β2 = 1− ~M · ~M = 1− (U /c)2 , (2.17)

and ~M is a vector of Mach numbers given by

~M =
~U

c
. (2.18)

The time emission delay is given by ∆te as

∆te = 1

cβ2

{
−~M · (~x −~xs )+

√[
~M · (~x −~xs )

]2 +β2 ‖~x −~xs‖2
}

, (2.19)

from which it is noted that the distance r /c of Eq. (2.14) gets ’adapted’ by Eq. (2.19)
in the numerator. In the denominator there is an additional term in the square-root
determined by the factor β. Note that Eq. (2.19) reduces to Eq. (2.14) for β= 0.

In the frequency domain, and using a notation more resembling Eq. (2.13), the
solution can be written by a changing r as

p(~r ,ω) = σ(ω)e− jωr ′′/c

4πr ′ , (2.20)

with
r ′ =

√
δr 2 +β2r 2, (2.21)
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r ′′ = 1

β2

(−δr + r ′) , (2.22)

from which is seen that the distances get adapted by β and

δr = ~M · (~x −~xs ). (2.23)

If ~M = 0 then r ′ → r , r ′′ → r and Eq. (2.20) reduces to Eq. (2.13).
Equation (2.20) can be seen as an expression where the time delay due to wind

changes. The distances of r ′′ for the delay and r ′ for the geometrical spreading
differ. This can be understood by thinking that while the wavefront2 can either
be delayed or ahead r ′′/c due to the flow, the actual distance travelled r ′ is still
different affecting the actual propagation distance. That is, the time it takes for a
point on the wavefront to reach the observer can be longer (or shorter) than the
actual distance travelled related by the speed of sound c. The delay can be related
to a ’distance’, in this case r ′′, as ∆te = r ′′/c which determines the time delay.

Equations (2.13) and (2.20) are of importance for source localization process,
using either beamforming or optimization methods explained in the next sections.

2.2. Sound pressure level
When sound propagates it consists of small disturbances as deviations from the
ambient pressure value which are compressions and rarefactions in the medium
such as air. The human hearing is able to detect a wide range of sound pressures
and, like other senses, behaves logarithmically [8]. The sound pressure level (SPL)
is therefore defined in dB as

Lp = 10log10

(
p2

rms

p2
0

)
, (2.24)

where p0 = 20 µPa is the reference pressure and prms is determined over the time
signal using

prms =
√

1

T

∫ T

0
p2(t )dt (2.25)

with T the duration of the signal.
In this work the sound is recorded using a microphone array. This gives the

flexibility for both single and multiple microphone analysis. Equation (2.24) would
then be determined for a single microphone

For assessing the noise reduction by a shielding object for a single microphone,
the noise reduction factor ∆Lp in dB can be used, given by a ratio of the root-mean-
square (RMS) signals

∆Lp = 20log10

(
p

object
rms

psource
rms

)
. (2.26)

In the experiment this factor is obtained from the case where the source is ob-
structed by an object, p

object
rms , and when only the source is positioned, psource

rms . For

2The wavefront is characterized by a locus of points which have identical phase.
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the case of propeller noise Eq (2.26) is typically evaluated over frequencies corre-
sponding to the blade-passage-frequency or its harmonics. Then a bandpass filter
is used with an appropriate bandwidth. In this thesis an 80 Hz bandwidth is used.

In order to obtain the narrowband frequency spectrum of the source the Spec-
trum Level is used. First the power spectral density (PSD) is first obtained the indi-
vidual microphones. To obtain the Spectrum Level, the PSD is integrated over con-
secutive (narrow) frequency bands to obtain the root mean square of the pressure
signal over the given band. In this work a band of 5 Hz is chosen. The Spectrum
Level relative to p0 = 20 µPa is then obtained as

Lp(ωband) = 10log10

(∫
band S(ω)dω

p2
0

)
, (2.27)

for the PSD given by S(ω) for frequency ω. Note that Eq. (2.27) reduces to Eq. (2.24)
if the band encompasses the whole frequency range of the signal. This follows
from Parseval’s theorem. Equation (2.27) is also evaluated in later chapters over
the array. To obtain this the average PSD is taken for all the microphones. The
averaged PSD is then used in Eq. (2.27) to obtain the Spectrum Level over the array.
This will be used in both Chapters 5 and 6. When interpreting spectrum levels one
always has to take into account over which frequency band the value is evaluated.
Using a larger band will result in a higher levels than a smaller band.

2.3. The signal model
In order to understand beamforming, a general description of the signals at the
microphones needs to be formulated. Consider an acoustic source given by s(t ),
the sound pressure at a distance r can then be given as

p(t ) = as(t − t ′), (2.28)

where the factor a is a factor indicating the transfer of the signal to the distance
r and t ′ the time delay. That is, the pressure signal is a time delayed and scaled
version of the source signal. The time delay is due to the distance the wave needs
to travel as seen in the previous section and is given by

t ′ = r /c, (2.29)

where c is the speed of sound and r the distance between the source and a given
observation point. The value a can depend on the type of source and environmen-
tal conditions. The expression for a for the case of a point source was derived in
the previous section to be a = 1/4πr for the simple case of no wind, correspond-
ing to the free-field Green’s function of the Helmholtz equation. A more advanced
expression was given as well with wind. To keep it general the function a will
be used throughout this section. This can represent any sound source mechanism
such as absorption, non-uniform directivity or propagation through non-uniform
media [9].
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If the frequency domain of the signal in Eq. (2.28) is considered, the time shift
will correspond to a phase shift and Eq. (2.28) together with Eq. 2.29 can be written
as3

p(ω) = ae− jωr /c s(ω), (2.30)

with ω the frequency considered and s(ω) the Fourier transform of the source s(t ).
In Figure 2.2 the case of several observation points, which can correspond to

microphone positions, and a single source can be seen.

a s2  1       2(t-t )

r2

a s1  1       1(t-t )

r1

source 1

s1(t)

mic 1
mic 2

Figure 2.2: Depiction of a single source indicated by the red star and microphones given by the black
stars.

Here the case of a hypothetical three-microphone array is depicted by the black
stars with a source s1(t ). The corresponding scaled and time delayed pressure time
signals are noted in the figure. As the positions differ, the time delays can differ
as well. The factor a, which depends on the distance, will also differ between
positions. Generally for N positions, or an N -microphone array, the expression for
the pressure time signals at the microphones is

p1(t ) =

 a1s1(t − t1)
...

aN s1(t − tN )

 . (2.31)

Using Eq.(2.30) the expression for frequency domain signal becomes

p1(ω) =

 a1e− jωr1/c s1(ω)
...

aN e− jωrN /c s1(ω)

= a(ω)s1(ω), (2.32)

3The transfer function a is considered not to be dependent on time.
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Note that the subscript for the source stays the same, as the influence of only one
source s1 is considered. The vector a is known as the transfer vector containing both
the factors a and phase shifts e− jωr /c . The convenience of working in the frequency
domain can be noted from this, as it allows for easy factorization of the transfer
vector a and source s1 for the given frequency ω.

The expression for the pressure signals at the microphones can be extended to
include more than one source. As an example, in Figure 2.3 two sources can be seen
together with the expression for the received signal at the microphones. For the
variables containing two subscripts, the first indicates which source is considered
and the second which microphone. The subscript can be read as

subscript (k,n): source k to microphone n. (2.33)

It can be seen that the distance, and thus the corresponding time delay and factor
a, will differ for the given pair of source and microphone position.

s  (t)2

source 2

1st subscript: source no
2nd subscript: mic no

a   s1,2  1       1,2  (t-t   ) + 

a   s1,1  1       1,1  (t-t   ) + 

a   s2,2  2        2,2  (t-t    )

a   s2,1  2        2,1  (t-t    ) 

r1,2

r1,1

r2,1

r2,2

source 1

s1(t)

Figure 2.3: Depiction of two sources, s1 and s2, and the corresponding expressions for the received
signals at the microphones. For a single microphone the contribution of both sources needs to be taken
into account.

The gist is that for an arbitrary amount of sources the contribution of every source
must be taken into account for a given microphone position. In the frequency do-
main the expression will be a summation of the form of Eq. (2.30) for the different
sources. For K sources and a single microphone (indicated by number 1) this can
be given as

pmulti(ω) = a1,1e− jωr1,1/c s1(ω)+·· ·+aK ,1e− jωrK ,1/c sK (ω)

=
K∑

k=1
ak,1e− jωrk,1/c sk (ω). (2.34)
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For a set of microphones Eq. (2.34) has to be repeated for all the positions, the signal
at the microphones will then have the form

p(ω) =


∑K

k=1 ak,1e− jωrk,1/c sk
...∑K

k=1 ak,N e− jωrk,N /c sk

 , (2.35)

where Eq. (2.34) is calculated for every microphone position and represented as an
element of the vector. This can be rewritten as a summation of Eq. (2.32) for the
different sources as

p(ω) =
K∑

k=1
ak (ω)sk (ω) = A(ω)s(ω), (2.36)

where A = [a1 . . .aK ] is the N ×K transfer matrix and s the K ×1 source vector given
by

s(ω) =


s1

s2
...

sK

 , (2.37)

with each element presenting the source power for a frequency ω. For a known
amount of sources, Eq. (2.36) completely describes the pressure at the microphones.
The problem of source localization and quantification comes down to determining
Equation (2.37) from the measured p vector. In later sections different methods will
be presented to achieve this.

2.3.1. The cross-spectral matrix
Throughout this work, and in general for acoustic beamforming, the measurement
matrix used often is the so-called cross-spectral matrix (CSM) C ∈ CN×N . This can
be defined as

C = E[
ppH ]

, (2.38)

where superscript H denotes the hermitian transpose and p is given by Equa-
tion (2.36). Equation (2.38) contains the powers of the recorded microphone signals
on the diagonal. The cross-powers and the relative phase-shifts between micro-
phones are seen off-diagonal.

The CSM can be obtained from measurements. It is then important to take into
account that the measurement can be contaminated by additive noise [10, 11]. The
signal at the microphones with noise then has the form

p(ω) = A(ω)s(ω)+e(ω), (2.39)

with e the vector containing noise and assumed to be independent from the source
vector s. If the signal is stationary an estimate of the CSM can be obtained which
reduces the noise as

Cmeas = E
[
p(ω)p(ω)H ]

, (2.40)
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with E(·) the expectation operator and the subscript indicates the CSM to be ob-
tained from the measurement. This way, statistical variations due to e can be aver-
aged out. Additionally, this helps to distinguish coherent from incoherent sources
which will be explained in the next subsection.

In practice, the calculation of Cmeas means that the time signal is divided into
many blocks and the CSM is calculated as an average. In this work Welch’s method
is used [12] with 50% overlap. Using 50% overlap increases the amount of total
blocks and thus the reliability of the estimate.

The CSM can also be modelled assuming the signal model derived in this sec-
tion. Inserting Equation (2.36) and assuming no additional noise results in

Cmodel = APAH , (2.41)

with
P = E[

s(ω)s(ω)H ]
. (2.42)

For uncorrelated sources, the ensemble-averaged P ∈CN×N is a diagonal matrix, as
the cross terms of the sources average to zero. Each element of the diagonal matrix
presents the power of a source. This is explained in more detail in Section 2.3.2.

2.3.2. Coherent and incoherent sources
With the expression for the CSM and the signal model for multiple sources, co-
herency in the field of beamforming can be better understood. For clarity, a distinc-
tion has to be made first regarding coherency as

• Coherency of signals between microphones

• Coherency between different sources (also noted as (un)correlated sources in
literature)

This is also illustrated in Fig. 2.4.
The first is of importance in beamforming as phase differences are essential to

perform correct shifting of signals explained in the next section. Therefore, it is
very desired to have coherency between signals on the microphone array. For the
second, generally, beamforming is easier if sources are incoherent.

To understand coherent and incoherent sources we look at the cross-spectral
matrix more closely. To avoid complicated expressions we assume only two sources
and three microphones. Eq. (2.35) will then be

p(ω) =
 a1,1e− jωr1,1/c s1 +a2,1e− jωr2,1/c s2

a1,2e− jωr1,2/c s1 +a2,2e− jωr2,2/c s2

a1,3e− jωr1,3/c s1 +a2,3e− jωr2,3/c s2

=
 p1,1 +p2,1

p1,2 +p2,2

p1,3 +p2,3

 , (2.43)

where pk,n is the pressure signal on microphone n due to source k. In Eq. (2.43) it
can be seen that each microphone has a contribution from both sources.

Now, the cross-spectral matrix will become

C = ppH =
 p1,1 +p2,1

p1,2 +p2,2

p1,3 +p2,3

[
(p1,1 +p2,1) (p1,2 +p2,2) (p1,3 +p2,3)

]∗ . (2.44)



2.3. The signal model

2

19

Figure 2.4: Difference between coherence of sources and coherence at the microphones.

From this a diagonal element, which only contains the power at a microphone, can
be taken as an example. For the first diagonal element this is

(p1,1 +p2,1)(p1,1 +p2,1)∗ = p1,1p∗
1,1 +p2,1p∗

2,1 +p2,1p∗
1,1 +p1,1p∗

2,1. (2.45)

Four power terms can be observed: power from the two sources (first two) and
cross-powers between the two sources (last two). These terms get higher in number
for more sources.

For the case of incoherent sources, the last two terms should be close to zero,
i.e. the cross-powers should be 〈

p2,1p∗
1,1

〉= 0, (2.46)〈
p1,1p∗

2,1

〉= 0 (2.47)

To ensure this, the time signal can be divided in blocks and the CSM calculated
as an ensemble average. The bigger the ensemble (time blocks) the closer the
cross-terms of Eq. (2.46) (hence the term correlated) will reach zero for incoher-
ent sources. If the cross-terms are not zero after the ensemble average, the sources
are coherent.

The same analysis can be performed for an off-diagonal element, e.g. an ele-
ment from the first row and third column of Eq. (2.44)

(p1,1 +p2,1)(p1,3 +p2,3)∗ = p1,1p∗
1,3 +p2,1p∗

2,3 +p2,1p∗
1,3 +p1,1p∗

2,3. (2.48)

The first two terms contains the relative phase shifts of source one (first term) and
source two (second term) between microphone one and three. These terms are
essential for performing beamforming. The last two terms are cross-terms and of
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relevance when dealing with coherent sources. For incoherent sources it is also
desired that these averages to zero as〈

p2,1p∗
1,3

〉= 0, (2.49)〈
p1,1p∗

2,3

〉= 0. (2.50)

In the case that the aforementioned cross-terms for both diagonal and off-diagonal
elements of the CSM in Equation (2.38) can not be neglected, the problem deals
with coherent sources. If, after obtaining the ensemble average, the cross-terms are
close to zero, the sources are said to be incoherent.

If there are incoherent sources taking only one time block (i.e. no average) wll
not result in a cross-term approximating zero. Otherwise the CSM for incoherent
sources can be simplified and written as [1]

C =
K∑

k=1
E
[
pk pH

k

]
, (2.51)

where pk is given by Eq. (2.32) for every different source k. For coherent sources
the full description of Eq. (2.38) together with pressure signals p containing the
contribution of all the sources needs to be used (resulting in a similar expression as
Eq. (2.41)).

In the next section beamforming is discussed primarily for incoherent sources.
Methods exist which do especially tackle the problem of coherent sources as ex-
plained by Brooks and Humphreys [13].

2.4. Beamforming
Determining the acoustic source distribution given in a problem or experiment is
the main problem throughout this thesis. Section 2.1 discussed the wave equation
governing the pressure disturbances induced by acoustic sources. Given a set of
observations it should be possible to start to infer properties of the sources such
as its location, similar to an organism’s hearing mechanism. The human hearing
is an example of such source localization using only two observations, i.e. from
the ears. Unlike the human hearing having only two eardrums, it is possible to
have more observation points by using microphones. It can be argued that having
’more’ observation points, with the use of microphones, can increase accuracy of
getting information of sources. For this the model explained in Section 2.3 can be
used as a start.

In this section a clear distinction between transfer vectors and steering vectors
is made. This is done to clarify that, as in practice, both are not necessarily equal to
each other4. Differences between the two can occur making source identification
troublesome. Having more physics incorporated in the steering vector can result in
more accurate results. While it is desired to have a perfect match between transfer
and steering, having an exact idea of what the transfer vector looks like can be dif-
ficult in practice. Especially for complicated sources which can have non-uniform

4This is the basis on which CLEAN-SC is derived on, see in Section 2.4.4
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directivity such as a propeller. It can also depend on the environmental conditions
and as such it can be hard to predict in advance. Better physics can be incorpo-
rated, e.g. effects of convection (explained in the previous section), refraction of
sound or a moving source to obtain more accurate localization. In the end what is
done is to be sure the steering vector has the form of the expected transfer vector
as much as possible.

transfer steering

Figure 2.5: A conceptual microphone array with a single source on the left side where the transfer of
the signal takes place to the microphones. On the right side the post-processing part is done with a
computer using the steering of the acquired microphone signals. Ideally, the transfer- and steering-
functions are inverse functions of each other.

This section is started with the most commonly used beamforming methods
known as Delay-and-Sum Beamforming and Conventional Beamforming (CB). In
this work most results from source localization will be compared to this base method.
Afterwards, a deconvolution method based on CLEAN will be discussed. The sec-
tion is ended with a high-resolution deconvolution method.

2.4.1. Delay-and-sum beamforming
A single microphone provides the acoustic level resulting from all sources as seen
in Section 2.3. Using multiple microphones, i.e., the acoustic array, allows for imag-
ing also the individual noise sources. The most classical technique for finding the
acoustic sources is delay-and-sum beamforming [14].

When a source emits an acoustic signal in space, it is expected that the signal,
without obstruction, arrives at the array with a certain time delay due to the dis-
tance it must travel as seen in Equation (2.28). Time domain beamforming uses
the delayed signals measured at various positions in space. These positions are the
microphones on the array.

By eliminating the delays and summing the signals resulting from all micro-
phones for all potential source locations, a so-called source map is obtained. This
process is known as beamforming. To get the beamformer output for N micro-
phones the source strength for a given position can be estimated using Equation (2.28)
N times.



2

22 2. Theory

For a single microphone n, Equation (2.28) can be shifted in time by t ′n as

pmeas
n (t + t ′n) ∼ an s(t ) = s(t )

rn
, (2.52)

or
s(t ) ∼ rn pmeas

n (t + t ′n), (2.53)

where for convenience an = 1/rn is used as the transfer factor as derived in Sec-
tion 2.1 for the case of the spherical wave equation. Equation (2.53) will provide an
estimate for the source s(t ) at a distance rn (hence the ∼-sign) from the microphone,
but since sound is recorded from every direction the estimate can be influenced by
any other disturbances. To get a better estimate, Equation (2.53) can be obtained
as an average over the other microphones as well. By using rn corresponding to a
specific point in space, i.e. it will differ between microphones, the steered averaged
output is obtained as

savg(t ) = 1

N

N∑
n=1

rn pmeas
n

(
t + t ′n

)
, (2.54)

for a given scan point given by~xt matching the source position~xs , see Figure 2.6. To
obtain the source at a reference point~x0 given by a distance r0 from the source (usu-
ally the source to the center of the microphone array) the averaged signal savg(t ) is
propagated to a distance r0 using a0 = 1/r0, i.e. Equation (2.54) is divided by r0 to
obtain the delay-and-sum beamformer output [15]

pF (~xt , t ) = 1

N

N∑
n=1

rn

r0
pmeas

n

(
t + t ′n

)
. (2.55)

In the case the scan point does not match the source position, i.e. ~xt 6=~xs as seen in
Figure 2.6, the output of the beamformer will be low. The beamformer output in
Equation (2.55) can be used to scan the space of possible sound sources by evaluat-
ing Equation (2.55) for different ~xt . Usually a scan plane is selected parallel to the
microphone array.

2.4.2. Conventional beamforming
By going from the time domain to the frequency domain, beamforming can be
performed per frequency. This is usually denoted as Conventional Beamforming
(CB) and most commonly used in acoustic beamforming. In this section a more
general start is made with the so-called beamform filter output from an array of N
microphones. After transforming the signal p(t ) ∈ RN×1 to the frequency domain
p(ω), the steering vector h(~xt ) ∈CN×1 is used as

pF(~xt ) = h(~xt )H p(ω). (2.56)

The output is a weighted sum of the microphone sound pressures in p using h(~xt )
as the weights. Instead of Equation (2.56) the autopower spectrum is used to con-
struct the beamforming source map as

B(~xt ) = E[
pF(~xt )pF(~xt )H ]= h(~xt )HE

[
ppH ]

h(~xt ), (2.57)
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Figure 2.6: Schematic for the vectors and distances used in this section for an array of 5 microphones on
the x y-plane. As an example this case has the scan point ~xt not matching the source position at ~xs .

where it can be recognised from Section 2.3.1 that factor of the last part of Equa-
tion (2.57) for the expectation operator to be the CSM. The final expression for the
CB output for a given position ~xt and frequency ω can the be given as

B(~xt ,ω) = hH (~xt )Cmeash(~xt ) . (2.58)

Using Equation (2.58), the general approach is to define a number of scan points
and estimate the source powers for each given point. The points are defined on a
plane parallel to the array at a certain distance zbf from the array. The beamformer
provides the estimated source level for each scan point. When there is a mismatch
with the actual source position, the beamformer output is expected to be small.

The ability to discern between closely spaced sources is for conventional beam-
forming, approximately, limited by the Rayleigh criterion and related to the angu-
lar resolution of an imaging device. For a planar microphone array this is given
by

∆`= 1.22
czbf

D f
, (2.59)

with D the effective aperture of the array, f = ω/2π and zbf the perpendicular dis-
tance of the planar array to the scan points. In Chapter 3 the derivation for this
equation can be found.

The SPL value can be found as

Lp (~xt ,ω) = 20log10

(√
B(~xt ,ω)

p0

)
, (2.60)

with p0 = 20 µPa, the reference pressure. Where the SPL of Eq. (2.60) is evaluated,
is of importance and depends on where the power of Eq. (2.58) is determined.
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For beamforming Eq. (2.58) two properties are of importance:

• Provide a maximum output power when the assumed and actual
source are the same, i.e. provide the correct position

B(~xt =~xs ) > B(~xt 6=~xs ). (2.61)

• When these coincide it should provide the measure of the source
strength, i.e. provide the correct power

B(~xt =~xs ) = E[
ss∗

]
. (2.62)

Which property is fulfilled depends on the steering vector chosen. First four dif-
ferent steering vectors will be given according to the approach of Sarradj [16]. For
the formulations the exponential part with of ert ,0 and the factor 1/rt ,0 are added
to propagate the source to the center of the array. Therefore the 4π factors seen
for the monopole expression in Eq. (2.13) are cancelled out. The obtained powers
are therefore evaluated at the array center ~x0. The distances used can be seen in
Fig. 2.6. For the formulation rt ,n = |~xt −~xn | is the distance between the scan point
and microphone n and rt ,0 = |~xt −~x0| the distance between the scan point and the
center of the array.

This work does not consider the steering vector for the minimum variance dis-
tortionless response (MVDR) beamforming, also known as Capon or robust adap-
tive beamforming (RAB). For aeroacoustic noise sources this beamforming method
showed that it is sensitive to small perturbations [17]. It quickly affects the perfor-
mance for the application of beamforming with airflow.

Formulation I
The first and most basic steering factor only compensates for the phase delay [18]
between source and microphone. An element for such a steering vector is given by

hn = 1

N
e− j k(rt ,n−rt ,0). (2.63)

The division by N is needed as the phase delay will be compensated N times, the
amount of microphones, to obtain the averaged strength over all microphones. The
power is evaluated at the array center using Eq. (2.58). This steering vector pro-
vides a good description for plane wave beamforming.

For the formulation given in Eq. (2.63) condition Eq. (2.61) is met while condi-
tion Eq. (2.62) is met only approximately. That is, it provides the correct position at
the expense of an error in the source power.
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Formulation II
The second formulation used often in literature also compensates for the changes
in amplitude between source and receiver [19, 20]

hn = 1

N

rt ,n

rt ,0
e− j k(rt ,n−rt ,0), (2.64)

seen by the rt ,n in the numerator. Condition Eq. (2.62) is met while condition
Eq. (2.61) is not. This means there is no maximum when ~xt = ~xs . Therefore, it
provides the correct power with a slight error in position.

Formulation III
A third and very frequently used steering vector formulation for aeroacoustics is

hn = 1

rt ,nrt ,0
∑N

n=1

(
1/r 2

t ,n

)e− j k(rt ,n−rt ,0), (2.65)

which is found by the minimization of the filter response to white noise [21, 22] in
a least-squares sense. Solving the optimization problem results in Eq. (2.65) when
propagating the solution to the array center. Similar to Formulation II, the condi-
tion of Eq. (2.62) is met but Eq. (2.61) is not. Therefore, a slight error in position can
be seen as well.

Formulation IV
A similar minimization can be performed whereby a different normalization pro-
cedure is used [23, 24]. This results in

hn = 1

rt ,n

√
N

∑N
n=1

(
1/r 2

t ,n

)e− j k(rt ,n−rt ,0), (2.66)

where Eq. (2.61) is met while condition Eq. (2.62) is not. This results in an approxi-
mate source strength. This formulation can be seen as a combination of Fomulation
I and III.

Formulation IV can be very useful in case of 3-D beamforming, where the po-
sition of the source is more important than the strength. For planer microphone
arrays, resolution is especially low whenever considering the dimension perpen-
dicular to the array. Formulation IV however is performing best in this aspect. It
is also applicable whenever several scan planes are compared for different beam-
forming distances, e.g. when the distance to the object of interest is not precisely
known. For these cases Eq. (2.66) can provide better information about the position
of the source.

Comparison of the formulations
This subsection shows the comparison between the formulations when using con-
ventional beamforming. A sound source is simulated at the position of ~xs = (0,0,1)
m with a frequency of 1000 Hz and with an SPL of 100 dB. The microphone array
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(a) (b)

(c) (d)

Figure 2.7: Comparison of beamforming results for the different steering formulations of the x y plane
which is parallel to the planar microphone array.

used is parallel to the x y plane with an aperture of 1 m. In Fig. 2.7 a comparison is
made for the x y plane where beamforming is performed at z = 1m and Fig. 2.8 the
xz plane at y = 0m.

The maximum value resulting from beamforming can be seen from the colour
bar. The position where the simulated source is positioned is indicated by the cross.
The position where beamforming observes its maximum is given by the intersec-
tion of the dashed vertical and horizontal lines.

In Fig. 2.7 it can be seen that when a single source is positioned at the origin, all
the formulations provide good result for the position. For Formulation I and IV the
source strength is seen to be off as expected from the properties of the formulations.

With beamforming for the planes in xz the result in Fig. 2.8 is obtained. Here
the strength of Formulation I and IV can be observed where the maximum value of
beamforming corresponds to the actual source position. Again the differing source
strengths can be seen as well for Formulation I and IV in the colour bar. The poor
resolution in the depth-wise direction can be seen for all the formulations owing to
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(a) (b)

(c) (d)

Figure 2.8: Comparison of beamforming of the different steering formulations of the xz plane which is
perpendicular to the planar microphone array.

the microphone array being planar.
The effect on the sidelobes can be found in Appendix B and Fig. B.4. It is there-

fore recommended to use either Formulation III or IV depending on the importance
of source strength or position.

Alternative notation for Formulation II and III
As Formulation II and III are most often used, another notation will be presented.
Conform Sijtsma [6] the symbol g is used for the steering vector and the elements
from Eq. (2.12). The power is not evaluated at a specific distance on the array
for different microphones, and therefore not included in the steering vector. An
element of g has the form

gn = 1

4πrt ,n
e− j krt ,n , (2.67)

note that g → a for a = 1/(4πrt ,n).
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For Formulation II the beamforming equation will result in

B(~xt ,ω) =
N∑

n1=1

N∑
n2=1

1

N 2

Cmeas[n1,n2]

g∗
n1gn2

, (2.68)

where n1 and n2 present the corresponding indices of the matrix Cmeas and the
element of the steering vector g. Note that Eq. (2.68) cannot be presented as succinct
matrix multiplication due to the element-wise division of g.

Formulation III will get the form

B(~xt ,ω) = gH Cmeasg

(g ·g)(g ·g)
= gH Cmeasg

|g|4 . (2.69)

Using this beamforming equation will not result in an output at the array center
as the signal for each scan point ~xt is not propagated towards the array center
from every (distinct) microphone position5. The output of Eq. (2.69) is therefore an
estimate of the source strength at 1/4π m from the source.

For obtaining the SPL a reference distance R0 can be used instead as

Lp (~xt ,ω) = 20log10

(√
B(~xt ,ω)

4πR0p0

)
, (2.70)

where the source power is propagated to R0 by the factor 4πR0. Usually a reference
of 1 m is taken when using Eq. (2.70).

Important to note is that setting R0 to the distance to the array center will not
result in the exact same map when using Eq. (2.60) for the same steering vector
formulation. Using Eq. (2.70) the distance is fixed for every scan point. Using a
different R0 for every different scan point will result in the same map. Although it
can be argued that using a single reference distance as in Eq. (2.70) results in a more
representative beamforming image6. An example for three sources with the same
SPL of 100 dB can be seen in Fig. 2.9. It can therefore be useful to assess beforehand
if only the source strength is of interest or the noise at a specific observer position
(e.g. the array center).

The steering vector g given by the elements Eq. (2.67) will be used for the deriva-
tion of the CLEAN deconvolution method.

Adaptation of steering for convection and shear layer refraction of sound
The steering vector given in the previous subsection only takes into account the
static condition, i.e. no wind. In the case of non-zero wind velocity, a correction
has to be applied due to convection of the sound. The expression for the signal was
presented in Eq. (2.20). To take into account the wind velocity a similar procedure
as in Section 2.1.3 can be followed for every steering vector formulation. In the end

5That is, from the microphone back to the scan point position and then forward to the array center.
Otherwise, Eqs. (2.68) and (2.69) would be exactly equal to Eqs. (2.64) and (2.65) using Eq. (2.58).

6For example, two sources of the same strength, propagating back to the array center can result in a
beamform map of differing strengths, due to the different distances it may have to the array center.
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(a) (b)

Figure 2.9: Comparison of beamforming when evaluating the source map to the array center (a) or to a
constant reference distance R0 in (b). The source positions are given by the crosses and are simulated
having the same SPL of 100 dB at R0. In (a) the SPL differs as the distances of the array center to the
outer sources are larger than to the source at the origin.

only rt ,n changes accordingly, i.e. in the exponential it will become r ′′
t ,n and r ′

t ,n
otherwise. Taking Formulation III as an example this becomes

hconv
n = 1

r ′
t ,nrt ,0

∑N
n=1

(
1/r

′2
t ,n

)e− j k(r ′′t ,n−rt ,0), (2.71)

with
r ′

t ,n =
√
δr 2 +β2r 2

t ,n , (2.72)

r ′′
t ,n = 1

β2

(−δr + r ′
t ,n

)
, (2.73)

δr = ~M · (~xn −~xt ), (2.74)

and
β2 = (1− ~M · ~M), (2.75)

with ~M = ~U /c and ~U being the flow speed.

Simple shear layer correction
For non-static measurements the microphone array is situated outside the flow.
Beamforming with the steering vector including convection can result in a too large
shift for the sources. This is caused by additional refraction effects when the sound
leaves the flow. Whenever shear layer correction is applied throughout this thesis,
a simple correction is used given as [21, 25]

~Mc = ~M

(
zbf − zsl

zbf

)
. (2.76)
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Figure 2.10: Schematic of the distances used for the simple shear layer correction. The correction provide
good results for scan points within the dashed gray lines and M < 0.25.

Where it is assumed that the flow is perpendicular to the planar microphone array
orientation, with zsl the distance from the array to the shear layer and zbf the scan
point z-coordinate. With the obtained ~Mc the same procedure can be followed
when accounting for convective effects with the corrected Mach number (or flow
speed).

Usually the shear layer is not well defined. An approximate distance can be
used which provides good results. Additionally, the effective shear layer distance
could be determined with the use of a calibration source, see Appendix C.4. The
simple correction provides good result [25] for moderate Mach numbers, M < 0.25
and for large angles between the shear layer and the propagation direction (larger
than 45°). This is indicated by the gray lines in Fig. 2.10.

2.4.3. CLEAN-PSF
Up to this point only conventional beamforming methods were discussed. By in-
spection of Fig. 2.7 it was seen that even though a point source is used positioned
at the origin, a main lobe is seen centered at the aforementioned position instead
along sidelobes in the region around it. This ’response’ to a point source is also
known as the point spread function (PSF). The PSF can depend on various pa-
rameters, such as the microphone configuration or frequency of the source. If it is
possible to know this PSF behaviour beforehand, it would be possible to assign a
point source to it accordingly. This would remove all the side lobes and narrow
the main lobe to a point. Performing this process for every scan point of interest
is known as deconvolution. This procedure becomes necessary if weaker secondary
sound sources are masked by sidelobes of dominant sources.

A deconvolution method is CLEAN [26] which is commonly used in astron-
omy [27]. Deconvolution is performed by assuming the measurement to be ex-
actly proportional to the steering (or transfer7) vector g with the elements given by
Eq. (2.67).

Under the assumption of incoherent sources, the CSM can have the form of
Eq. (2.51). It is then possible to use an iterative deconvolution procedure by deter-
mining the position and corresponding source strength for which CB provides the

7For the CLEAN algorithms the transfer vector is needed, here a = g and is noted by steering vector
from this point on.
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maximum at each step. At every step this is saved to construct the clean beams.
For the first step the position and power will give a clean CSM according to

C1 =φB1g1gH
1 , (2.77)

where φ is the loop gain or damping factor and the subscript indicates the steering
vector and CSM constructed for source 1 only. The degraded CSM is then con-
structed as

Cdegraded = Cmeas −C1, (2.78)

which is the CSM with the first source removed. Conventional beamforming is
then performed on Eq. (2.78) to obtain the subsequent source strength and position
and the procedure is repeated. For second or higher iteration Cmeas in Eq. (2.78) is
replaced by Cdegraded from the previous step.

2.4.4. CLEAN-SC
CLEAN-SC goes a step further by finding the so-called source components asc

which more closely resemble the measured data contained in p and using the fact
that sidelobes are spatially coherent with the main lobe8. Again, source contribu-
tions are removed at each step from the CSM and replaced with clean beams in the
source map.

In CLEAN-SC, the measured CSM is decomposed as follows:

Cmeas =
K∑

k=1
pk pH

k +Cdegraded, (2.79)

meaning that the measured CSM consists of two parts. The first part represents
the contribution of the K identified incoherent sound sources. The second part,
Cdegraded, represents the remaining part in Cmeas, where the source information is
not (yet) extracted. As discussed in Section 2.3.2, the assumption of Eq. (2.79) is
valid under the following conditions:

• All sound sources present are incoherent.

• The CSM is calculated from a large number of time blocks, so that the ensem-
ble averages of the cross-products pk pH

l ,k 6= l , can be neglected.

• There is no decorrelation of signals from the same source between different
microphones (e.g. due to sound propagation through turbulence).

• There is no additional incoherent noise.

Let the highest power B̃(~xs ) be noted by its grid point~xs with the corresponding
weight vector w(~xs ) = g(~xs )/

[
g(~xs ) ·g(~xs )

]
, the source power at any grid point ~xt is

8Note the emphasis on the symbol a used presenting the transfer vector. Like previously noted, the exact
model for the transfer can be hard to model.

Part of Section 2.4.4 has been submitted to the International Journal of Aeroacoustics.
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spatially coherent with this source power peak [26], or

wH (~xt )Cmeasw(~xs ) = wH (~xt )

[ K∑
k=1

pk pH
k +Cdegraded

]
w(~xs ). (2.80)

At the first iteration step of CLEAN-SC, the exact number of sources K is not
yet known, and all information is still contained in Cmeas, i.e. Cmeas = Cdegraded. The
CLEAN-SC algorithm extracts the constituting source information from Cmeas and
transfers it to the first term on the RHS of Eq. (2.79). To achieve this, CLEAN-SC
starts with the result of CB from Eq. (2.69), focusing at the grid point ~xs where the
strongest source is identified as

B̃(~xs ) = wH (~xs )Cmeasw(~xs ) = wH (~xs )

[ K∑
k=1

pk pH
k +Cdegraded

]
w(~xs ). (2.81)

By cancelling out wH (~xs ) and expanding the summation term, we have

Cmeasw(~xs ) = (pH
1 w(~xs ))p1 +

K∑
k=2

(pH
k w(~xs ))pk + (pH

degradedw(~xs ))pdegraded (2.82)

At ~xt =~xs , it can be assumed that the last two terms on the RHS of Eq. (2.82), i.e.
the contribution from the other sources, are small compared to the first term, and
the following approximation can be made:

Cmeasw(~xs ) ≈ (pH
1 w(~xs ))p1. (2.83)

In the same manner:

B̃(~xs ) = |pH
1 w(~xs )|2 +

K∑
k=2

|pH
k w(~xs )|2 +|pH

degradedw(~xs )|2 ≈ |pH
1 w(~xs )|2. (2.84)

Dividing Eq. (2.83) by |pH
1 w(~xs )|2 yields

Cmeasw(~xs )

|pH
1 w(~xs )|2 ≈ p1

|pH
1 w(~xs )| ≡ asc(~xs ), (2.85)

assuming that the phase of pH
1 w(~xs ) is irrelevant, and can be written as |pH

1 w(~xs )|.
The so-called source component, asc(~xs ), representing the identified source’s contri-
bution in the measured CSM is defined. This contribution is to be removed from
the measured CSM before proceeding to the next iteration. Equation (2.84) assumes
that the source power at~xt =~xs is approximately only the result of one source k = 1.
However, there is also a small contribution from the other unidentified sources at
~xt =~xs [1]. Therefore, a safety factor is used to account for their contributions. This
is the so-called loop gain [26], φ. As an extension to Eq. (2.84), we define

|pH
1 w(~xs )|2 =φB̃(~xs ). (2.86)
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The loop gain 0 < φ ≤ 1 indicates to which extent we assume the source power at
grid point s to contain the influence of the identified source k = 1. For example, φ
is set to 0.99 in this manuscript, meaning that 99% of source power results from the
identified source.

Finally, the influence of the source is taken away from the measured CSM by

Cdegraded = Cmeas −p1pH
1 = Cmeas −|pH

1 w(~xs )|2asc(~xs )asc(~xs )H (2.87)

= Cmeas −φB̃(~xs )asc(~xs )aH
sc (~xs ), (2.88)

yielding Cdegraded which replaces Cmeas in the next iteration. First, Cdegraded re-
places Cmeas in Eq. (2.69) to identify the next source. Then the CLEAN-SC process is
repeated. The stopping criterion for CLEAN-SC is when Cdegraded is empty after the
source components for all sources have been taken away. In other words, its norm
should be sufficiently small compared to the original CSM: ‖Cdegraded‖ < ε‖Cmeas‖,
where ε is a constant here taken as 0.01.

At this point, the exact number of sources K is known. Let the set S contain
the indices of grid points where the sources are identified by CLEAN-SC such that
s ∈ S and |S| = K , the new source map is obtained by the summation of all the clean
beams from the K identified sources and the remaining degraded CSM as

B̃(~xt ) = ∑
k ′∈S

φB̃k ′10
−βd 2

t ,k′ +wH (~xt )Cdegradedw(~xt ). (2.89)

where β is the clean beam shape parameter and dt ,k ′ the distance from grid point
~xt to the identified source location ~xs for source k ′.

The CLEAN-SC method results in the improvement of both the main lobe width
(MLW) and the maximum sidelobe level (MSL) in the source map. The MSL is
lowered by the elimination of sidelobes which are spatially coherent to the main
lobe improving the dynamic range. The MLW is controlled by β and selected by
the user, β= 480, in this case. While this can provide smaller beam widths, it does
not provide spatial resolution beyond the Rayleigh criterion given in Eq. (2.59).
For sources which are spaced closer than this limit, CLEAN-SC locates the source
marker in between.

2.4.5. HR CLEAN-SC
CLEAN-SC marks the source locations where the peak of the sources are. For HR-
CLEAN-SC, the source markers given from the previous section are relocated such
that the relative contribution of the other (K − 1) sources is minimal [1, 28]. The
new source marker location which matches this requirement for a given source
originally marked at ~xs is determined by searching for ~xm which minimizes the
cost function as [1, 28]

~xm = argmint

{
F (ut ) =

‖∑
k ′∈S,k ′ 6=s (gH

k ′ut )gk ′‖2

|gH
t ut |2‖gt‖2

}
, (2.90)

where t corresponds to the scan points with position ~xt .
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With this, the original weight vector w(~xs ) is replaced by um , where m associates
with a grid point ~xm where the new source marker is to be placed. At this grid
point, the total relative contribution of the other sources located at k ′ ∈ S is mini-
mized.

The choices for the marker location are restricted to a predefined set of T grid
points representing the scan plane. Therefore, employing the brute force approach,
i.e. evaluating Eq. (2.90) for all T grid points is sufficient to determine um in a short
time.

The corresponding source component for the new marker um then becomes

asc(~xm) = Cmeasum

uH
m Cmeasum

. (2.91)

The source power estimates for the grid points due to a source marked at ~xt =
~xm are calculated by varying wH (~xt ) to cover all remaining grid points as

B̃(~xt ) = (uH
m Cmeasum)|wH (~xt )asc(~xm)|2. (2.92)

For this map, the maximum B̃(~xs ) is determined in the same manner as shown
previously, ~xs = argmaxt (B̃(~xt )), where ~xt =~xs represents the actual location of the
source. It is important to highlight that, for HR-CLEAN-SC, it is possible that ~xm 6=
~xs , meaning that the source markers are not necessarily at the source’s peak.

For the next source, Cmeas is replaced by Cdegraded calculated as in Eq. (2.88).
Then the process from Eq. (2.90) to (2.92) is repeated for all the remaining sources
found in CLEAN-SC until all marker locations and actual source locations do not
change anymore, or the maximum number of iterations is reached [1]. Finally, the
source map is computed using Eq. (2.89).

To avoid division by zero in Eq. (2.90), a constraint has to be set for any arbitrary
source marker ut as

|gH
t ut |2 ≥µ> 0. (2.93)

The parameter µ will be the source marker constraint of the minimization prob-
lem in Eq. (2.90) and limits how far the source marker is allowed to move from the
main lobe’s peak. It is desirable to stay on the main lobe as actual sources might
have different PSFs [26]. Therefore, µ should be larger than the MSL. In the work
of Sijtsma et al. [1, 28], no improvement in resolution was found for µ below 0.25
for the acoustic array configuration used. Therefore, a constant µ= 0.25 was taken,
which is equivalent to 10log10(0.25) = -6 dB relative to the main lobe’s peak [1, 28].

Figure 2.11 schematically illustrates the aforementioned concepts of the HR-
CLEAN-SC algorithm. Supposing that there are two closely-spaced sound sources
placed at a distance d apart, which is lower than the Rayleigh resolution limit
(d < ∆`), these two sources are represented by PSF 1 and 2. Figure 2.11 shows
the resolved two sources with the alternated source marker locations at the final
iteration of HR-CLEAN-SC. For PSF 1, the source marker is shifted to the grid
point where the influence of PSF 2 is minimized, according to Eq. (2.90). The same
applies for the source marker of PSF 2. In HR-CLEAN-SC, the source marker is
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allowed to shift within the source marker constraint µ defined in Eq. (2.93). There-
fore, for the case shown in Fig. 2.11, the sources can still be resolved even though
they are closer together, as long as the grid point where the influence of the other
PSF is minimized is within the furthest allowable source marker shift distance.

Figure 2.11: Schematic of two closely-spaced sound sources resolved by HR-CLEAN-SC after the source
markers have been shifted. The source marker constraint µ is also shown.

Adaptive HR-CLEAN-SC
As mentioned in the previous section, the parameter µ should be larger than the
MSL, which strongly depends on the sound frequency considered f and the acous-
tic array design. Hence, an adaptive version of HR-CLEAN-SC was recently pro-
posed [29] in order to benefit from the usage of acoustic arrays with low MSL at
low frequencies, where µ varies per frequency as

µ( f ) = 10MSL( f )/10. (2.94)

Thus, for a finite predefined scan grid, MSL( f ) < 0 is calculated for each frequency
of interest as the relative level in dB between the main lobe’s peak and the maxi-
mum sidelobe’s peak. In practice, evaluating the PSF per frequency is performed
as part of the HR-CLEAN-SC algorithm where the term |gH

t ut |2 is evaluated for
all T grid points. Therefore, evaluating the exact value of MSL hardly incurs ad-
ditional computation time. However, in case very wide frequency ranges or very
fine grids are required, the MSL per frequency can be approximated by empirical
formulae [30] to ease the computational effort.
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3

Microphone array optimization

Assigning proper positions to microphones within arrays is essential in order to
reduce or eliminate side- and grating lobes in 2D beamform images. In this chap-
ter objective functions are derived providing a measure for the presence of these
side- and grating lobes. Using the global optimization method Differential Evolu-
tion, an optimized microphone configuration is obtained by minimization of this
objective function. Results show that optimizing the microphone locations can sig-
nificantly enhance the array performance. In a large part of he scan region sur-
rounding the true source location, no side- or grating lobes are present, meaning
that the source can be unambiguously located. Two different optimization pro-
cedures are presented. The first method allows for placement of all microphones
without restrictions. This procedure found that the optimized array configuration
shows the microphones distributed at almost constant distance. This distance de-
creases with increasing frequency as d = 1.38λ, but no firm design rules could be
derived as optimal performance required additional small perturbations. There-
fore, for the second procedure a method was developed with more restrictions and
also taking into account the main lobe width. This optimization procedure resulted
in a spiral-like configuration which showed significant decrease of sidelobes and
the main lobe width for a broad frequency range.

Parts of this chapter have been presented in the Berlin Beamforming Conference 2016 [1] and 2018 [2].
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3.1. Introduction
Using a single point source, apart from the reconstructed main lobe, the presence
of side lobes is seen due to a finite number of pressure time signals in space. The
side lobes originating from a primary source can lead to obfuscation of the main
lobe of a secondary source. This phenomenon can be suppressed using a different
beamforming method as seen in the previous section. Another way would be to
efficiently place a beforehand known amount of microphones on certain locations.

There are several ways to reduce the presence of grating lobes and side lobes,
one more practical and easier to perform than the other. The impractical choices
are to use an infinitesimal small distance between microphones to eliminate grat-
ing lobes for all frequencies. The other is the use of an infinite amount of micro-
phones to reduce (but not eliminate) the levels of the side lobes, which in turn
requires a microphone array of infinite dimension. Alternatively, weighting can be
applied. However, this effectively decreases the array aperture and thus the array
resolution. Because for practical applications one works with a finite amount of
microphones, other solutions need to be looked for.

One way to eliminate side lobes is to apply dedicated beamforming techniques
described in the previous chapter such as adaptive beamforming [3] and functional
beamforming [4–6], or deconvolution methods such as CLEAN-PSF, CLEAN-SC [7]
and DAMAS [8–10]. These methods start their deconvolution algorithm with source
maps obtained by the well-known sum-and-delay beamforming, or, conventional
beamforming. Although deconvolution methods work well in certain situations,
the quality of the results depends strongly on the quality of the initial source map.

The other approach is to minimize side lobes through array design. Previous
work [11–13] shows that careful selection of the microphone locations and array
aperture can reduce side lobe levels.

In this work optimizing the array configuration is the focus. As a first step,
an objective function is selected which is a measure for the presence of artificial
sources. By minimizing this function an optimal microphone distribution is ob-
tained, providing minimal appearance of side lobes. The unknowns are the micro-
phone positions. In order to allow optimization for the large number of unknowns,
use is made of Differential Evolution (DE) as the global optimization method. DE is
a variant of the well-known genetic algorithm (GA) [14]. Previous work in the field
of geo-acoustics [15] showed promising results using the DE method for global op-
timization problems. As with GA, also DE has a number of setting parameters that
need to be chosen well in order to obtain optimal DE performance, i.e., a high prob-
ability of locating the optimum at a minimum number of forward calculations. For
the geo-acoustic inversion problem [15] an optimal DE setting was derived. How-
ever, for the problem considered in this contribution the number of parameters is
much larger, requiring an additional effort to find those values for the DE setting
parameters that provide good DE performance also for the application at hand.
Given this optimal setting, the optimization is readily extended to other objective
functions.
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3.2. The optimization method
Differential evolution (DE) is a method that optimizes a problem by iteratively try-
ing to improve candidate solutions with regard to a given measure of quality and
was introduced by Storn and Price [16, 17]. It can be classified as a metaheuristic
method making few or no assumptions about the problem being optimized and
can search very large spaces of candidate solutions. However, this metaheuristic
method does not guarantee an optimal solution is ever found.

DE is used for multidimensional real-valued functions and does not require
the user to calculate the gradient of the problem being optimized, which in turn
implies that DE does not require the optimization problem to be differentiable.

DE starts with an initial population of randomly chosen parameter value com-
binations each containing trial values for the unknown parameters. The parameter
value combinations are improved each generation over a maximum amount of suc-
cessive generations NG . At each generation l , members of the partner population
are created from the original population members ml ,i as

pl ,i = ml ,r1 +F
(
ml ,r2 −ml ,r3

)
, (3.1)

with i = 1 · · ·q . Indices r1,r2,r3 ∈ {1,2, · · · , q} are integer, differ from each other and
are chosen at random. F is a scalar multiplication factor between 0 and 1. A higher
value of F indicates an increased difference between original parameter vector ml ,i

and those contained in the partner population pl ,i .
The next step is to calculate its descendant dl ,i by applying crossover to ml ,i

and pl ,i with a probability pc . For each parameter j of dl ,i we get

dl ,i j =
{

pl ,i j if [U (0,1)] j ≤ pc

ml ,i j if [U (0,1)] j > pc
, (3.2)

with [U (0,1)] j the j -th evaluation of a uniform distribution with values between 0
and 1. Setting the value of pc high means that more values are replaced by those
of the partner population, while a low value of pc results in generations that differ
only slightly regardless of the value of F .

To create the new generation l +1 from the previous generation l , the member
ml ,i is replaced by dl ,i only if it yields a smaller value for the objective function E

ml+1,i =
{

dl ,i if E(dl ,i ) < J (ml ,i )

ml ,i if E(dl ,i ) ≥ J (ml ,i )
. (3.3)

Doing this for all members i in the population we obtain the next generation l +
1. This process is repeated for NG generations. For decreasing energy values a
member would converge to the correct parameter values (in this problem the ). For
this work this can either be the microphone positions for array optimization or the
positions and strengths of all the sources for source localization.

The performance of global optimization methods, i.e., their success in localizing
the global optimum in an efficient way, is dependent on a number of so-called
setting parameters. For DE these are
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• Population size q ,

• Multiplication factor F ,

• Crossover probability pc ,

• Number of generations NG .

These settings must be set beforehand to suitable values, and can be problem spe-
cific, to maximize the probability of localizing the global optimum.

All the steps for the DE optimization method can be seen in a flowchart in
Fig. 3.1.

3.3. Array optimization I
3.3.1. The objective function for sidelobe minization
To obtain the objective function, the so-called aperture function is derived using
the beamforming filter expression in Eq. (2.56) with steering vector Formulation I
from Eq. (2.63). Therefore the assumption is made (by using Formulation I) that
the array is in the far field, such that the distance between the array and the source
is large enough to assume the incoming signals to be plane waves. In this case we
are in the far field and only interested in the direction of the sound. The pressure
signal can be described as

p(~rn) = ei~k·~rn , (3.4)

where~rn =~xn −~xt is the vector connecting the scan point and the n-th microphone
and~k the wave vector which should satisfy

ω2

c2 −~k ·~k = 0, (3.5)

with c the speed o sound and ω the frequency of the signal.
Considering a source with unit amplitude and wave vector ~k0, the pressure

received at the microphones of the array are

Pmeas =


e
~k0·~r1

...
e
~k0· ~rN

 . (3.6)

The steering vector towards a scan point in direction~k is

h =


e
~k·~r1

...
e
~k· ~rN

 , (3.7)

where ~k0 and ~k both satisfy Eq. (3.5) i.e. correspond to the same frequency. We
obtain

h∗h =
(
e−i~k·~r1 ei~k·~r1 +·· ·+e−i~k· ~rN ei~k· ~rN

)
= N , (3.8)
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Initialize population of q members

Evaluate fitness of each member

Create partners as p = m1 + F (m2 −m3)

Apply crossover with pc thereby replac-
ing parameter values of the original
member with parameter values from
the partners, resulting in q successors

Repeat

Check for each member of the original
population if its successor has a lower
energy. Form a new population of q

members by replacing each element of
the original population by its succes-

sor if the successor has a lower energy.

Maximum allowed number of
generations NG exceeded?

Stop

no

yes

Figure 3.1: Steps taken to use Differential Evolution.
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and
h∗Pmeas =

(
e−i~k·~r1 e+i ~k0·~r1 +·· ·+e−i~k· ~rN ei ~k0· ~rN

)
. (3.9)

Similar to using Eq. (2.56) with Eq. (2.63), the beamformer output for this special
case with the wave vector notation is

P̂0(ω) = 1

N

N∑
n=1

ei (~k0−~k)·~rn . (3.10)

Eq. (3.10) can be seen as an aperture smoothing function W ,

W
(
~k0 −~k

)
. (3.11)

To eliminate side lobes the aperture function should satisfy

W
(
~k0 −~k

)
=

{
1 if~k = ~k0

0 if~k 6= ~k0
. (3.12)

Using only a finite number of microphones N makes this impossible.
If plane wave beamforming is considered with a planar microphone array in

z = 0, this results in

(~k0 −~k) · ~rn = (k0,x −kx )xn + (k0,y −ky )yn , (3.13)

and for the aperture function

W (kx ,ky ) = 1

N

N∑
n=1

ei[(k0,x−kx )xn+(k0,y−ky )yn], (3.14)

from where it is seen that beamforming results are shift-invariant with respect to
the wave numbers kx and ky . In other words, an incoming wave with wave num-
bers kx = k0,x and ky = k0,y gives the same results as with kx = 0 and ky = 0, but
shifted by (kx ,ky ) = (k0,x ,k0,y ). It can therefore be written as

W (kx ,ky ) = 1

N

N∑
n=1

e−i(kx xn+ky yn). (3.15)

Now, to minimize side lobes the following objective, or energy, function is defined

J (~r1, · · · , ~rN ) =
∫
Ω

|W (kx ,ky )|2dkx dky = 1

N 2

Ï
Ω

∣∣∣∣∣ N∑
n=1

e−i(kx xn+ky yn)
∣∣∣∣∣
2

dkx dky , (3.16)

where J is the function to be minimized, i.e. the aperture function squared, conform
Sijtsma [18]. The power of 2 is used for ease of implementation and computational
considerations. The domain Ω contains all scan directions of interest. In order to
minimize the side lobes, the domain will be chosen such that it includes all scan
directions of interest, but excludes the main lobe.
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Eq. (3.16) can be rewritten as

J (~r1, · · · , ~rN ) = πk

N 2

(
N k

[
sin2(φmax )− sin2(φmi n)

]
+4

N−1∑
m=1

N∑
n=m+1

sin(φmax )J1[ksin(φmax )dmn]− sin(φmi n)J1[ksin(φmi n)dmn]

dmn

)
,

(3.17)
where dmn is the distance between microphone m and n, k = |~k| and J1 is the first
order Bessel function of the first kind. The derivation of Eq. (3.17) can be found in
Appendix A The angles φ are elevation angles as can be seen in Fig. 3.2; φmi n and

Array plane z
~k0

y

y

x
x

Scan plane

~k

φmi n

φmax

φ
θ

Figure 3.2: Relation between the wavevector ~k, polar angle φ and azimuthal angle θ. The area of inte-
gration is shown in red. In practice the inner radius will be much closer to the origin.

φmax determine the domain Ω.

3.3.2. Deriving the Rayleigh criterion and obtaining the integration
bounds

In order to minimize the side lobes while excluding the main lobe, the integration
boundaries φmi n and φmax need to be selected carefully. The problem of beam-
forming with an array of microphones is very similar to the descriptions of the best
focused spot of light that a perfect lens with a circular aperture can make, limited
by the diffraction of light. Whereas in optics the lens ’applies’ the (fixed) phase
shift [19], in acoustic beamforming this would be the microphones. While the lens
is a continuous medium limited by the aperture, the microphone array has only
limited ’points’. That is, the microphone array can be seen as a ’sampled’ optical
lens where the phase shift can be adjusted as desired. This analogy is also going
to be used to obtain practical choices for φmi n and φmax . Like with diffraction op-
tics it is expected that the signal resulting from beamforming has the behaviour of
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a Bessel function. To clarify this, assume an infinite amount of microphones on a
circular array with radius R. The aperture function Eq. (3.15) then has the form of

W (kx ,ky ) ∼ 1

πR2

Ï
Ω

e−i(kx x+ky y)dxdy (3.18)

= 1

πR2

R∫
0

2π∫
0

r e−i r ksin(φ)dθdr (3.19)

= 2J1
(
kRsin(φ)

)
kRsin(φ)

, (3.20)

with r =
√

x2 + y2 and using similar coordinate transformations and steps as deriv-
ing the objective function in Appendix A. Eq. (3.20) squared is known as the Airy
pattern and can be seen in Fig. 3.3. Using this expression the lower boundary φmi n
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Figure 3.3: Surface plot of the Airy pattern.

can be defined to exclude the main lobe which occurs at the first zero crossing of
Eq. (3.20). For a Bessel function of the first order this corresponds to J1(u) = 0, or
u ≈ 3.83. Thus

kRsin(φmi n) = 3.83. (3.21)

For small angles φ this results in

φmi n = 2
3.83

Dk
= 1.22

c

D f
, (3.22)

with D = 2R the diameter of the circular array. Eq. (3.22) is known as the Rayleigh
criterion and is known as the angular resolution of an imaging device for the given
frequency f . This angle can be related to a spatial resolution with

∆`

2z
= tan

(
φmi n

2

)
, (3.23)
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for small angles this leads to

∆`= 2z
φmi n

2
= 1.22

zc

D f
. (3.24)

with z and the relation between distances given in Fig. 3.4.

Δl

z

min

Figure 3.4: Relation of the angular to spatial resolution by the Rayleigh criterion.

For the maximum angle φmax a value based on the desired angular field-of-
view (FOV) of 60◦ or φmax = 30◦ is selected.

Additionally, the lowest possible maximum sidelobe level1 for a planar array
can be obtained using Eq. (3.20). The angle of the first ring (highest sidelobe) of
the Airy pattern can be obtained using ∂W 2/∂φ = 0. For which the first ring is at
kR sin(φ) = 5.13562. . . , therefore the lowest attainable maximum sidelobe level relative
to the main lobe is

MSLlowest = 20log10

[
W

(
kR sin(φ) = 5.13562. . .

)]=−17.57. . . [dB]. (3.25)

Some examples for circular-aperture microphone arrays which show the limits can
be found in Appendix B.

3.3.3. Interpretation of the objective function
In the ideal case, the value of the objective function should yield zero by excluding
the origin in the integration. However, due to the nature of an acoustic array, side
lobes are inevitable and therefore values of zero for optimized configurations are
not feasible. Therefore two exemplary configurations accompanied with a beam-
formed image of a point source located at the origin are considered. The frequency
of the point source is f = 2000 Hz with an SPL of 100 dB. The source is positioned
in the far field at a distance of 35 m. One configuration exhibits relatively high
side lobe levels in the Ω-minimization region while the other has lower levels. The
microphone configuration, the corresponding beamformed image and an intersec-
tion of the beamform output at y = 0 can be seen in Figs. 3.5 to 3.7 respectively.
The boundaries corresponding to φmi n and φmax are indicated by two concentric
circles in the beamform images in Fig. 3.6. Dashed lines indicate these boundaries
in the plots showing the intersection in Fig. 3.7. The radii of the circles are, us-
ing Eq (3.22) and a FOV of 60◦, 3.68 and 20.21 m. Within this range it is seen that
for the configuration corresponding to J = 43.5 relatively high side lobe levels are

1That is, for the point spread function of the array a highest sidelobe can always be identified. This
sidelobe can then be minimized by an appropriate selection of microphone positions.
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present compared to the configuration of J = 8.48. Outside the optimization region,
i.e. r > 20.21 m, it is seen that the occurrence and levels of the side lobes are of the
same order.
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Figure 3.5: Comparison of two microphone configurations with corresponding value of J = 47.52 for (a)
and J = 8.48 for (b).
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Figure 3.6: Comparison of the two beamforming images for the microphone configurations given in
Fig. 3.5 with corresponding value of J = 47.52 for (a) and J = 8.48 for (b).
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Figure 3.7: Comparison of two 2-D intersections of the beamforming images of Fig. 3.6 at y = 0m with
corresponding value of J = 47.52 for (a) and J = 8.48 for (b). The normalized pressure amplitude is given
on the vertical axis.

3.3.4. Using the optimization method
Problems related to optimizing an objective function, possibly being nonlinear and
non-differentiable over continuous space, can be solved using global optimization
methods. In this section the global optimization method used is differential evolu-
tion (DE) explained in Section 3.2.

For the array optimization the population consists of q members which in this
problem equals 64 values corresponding to the (x, y)-coordinates of the 32 micro-
phones. For the other parameters the optimal settings has to be found.

Finding the optimal settings: number of forward generations and population
size
As it is not known beforehand for which combination of setting parameters DE
performs best, several tests are carried out to determine the number of generations,
population size, multiplication factor and crossover probability.

First the optimal setting for the amount of generations and population size are
determined. Hereafter the multiplication factor and crossover probability are se-
lected.

To determine the optimal value for the amount of generations and population
sizes, the multiplication factor and crossover probability were set to F = 0.7 and
pc = 0.6 in accordance with Snellen [15] for a geo-acoustic inversion problem and
the same DE implementation.

A Monte Carlo simulation is performed for population sizes q of 64, 96 and
128, where for each setting 10 independent DE runs are carried out. The result
of the energy as a function of generation for the various runs for each population
size can be seen in Fig. 3.8. A large variation at 4000 generations can be seen for
all population sizes. At 4000 generations the larger population size, q = 128, does
not outperform q = 64. Eight out of the ten runs for q = 128 have an energy value
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between 16 and 18, while for q = 64 at least half of the ten runs have a value be-
low 16. To further compare between the different population sizes the amount of
forward calculations qNG is looked at. For the three figures in Fig. 3.8 the vertical
dashed line indicates the generation for which the number of forward calculations
amounts to 256000.

From this it can be seen that a value for q = 128 does not on average produce
lower values for the energy. This motivates us to use a population size of q = 64.
While the variation is slightly larger for q = 64, the chance to arrive at a lower value
for the energy is significantly larger. The same holds when comparing to q = 96.
Although no full convergence has yet been achieved for q = 64 at 4000 generations,
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Figure 3.8: The value of the objective function J as a function of the amount of generations NG for 10
independent runs with F = 0.7, pc = 0.6 for (a) q = 64, (b) q = 96 and (c) q = 128.

the amount of generations is not increased due to computational constraints. To
this end the amount of generations is set to NG = 4000 with a population size of
q = 64.
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Finding the optimal settings: multiplication factor and crossover probability
Having decided on the value for the population size and the amount of genera-
tions, two settings remain to be determined. In order to find suitable values for
the multiplication factor F and cross over probability pc , the DE performance is
assessed for values for pc between 0.2 and 1 and F between 0 and 1 with steps of
0.1. For each combination 10 independent runs are done and the average value for
the energy value J is determined. The results are shown in Fig. 3.9. From Fig. 3.9
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Figure 3.9: Map of the energy J as a function of pc and F for q = 64 and NG = 4000.

low values of the energy can be seen in the region for pc = 0.9 and F = 0.2 to F = 0.8.
Based on this figure, the best combination to use for DE is found as pc = 0.9 and
F = 0.5.

3.3.5. Results of array optimization I
Optimizing the objective function J of Eq. (3.17) resulted in various microphone
array configurations having low energy values. In Fig. 3.10 several configurations
are shown at various stages of an optimization run.

First it can be seen that the configuration for generation 333 becomes more com-
pact compared to the initial configuration by having some microphones closer to-
gether. This results in an energy decrease of J = 23.57 to J = 15.86. From generation
333 and on it can be seen that, while roughly retaining the dimensions of the com-
pact microphone geometry, the microphone positions get more evenly distributed
within this geometry, which roughly resembles a circular disc. This can seen to
happen from generation 333 to 666 with a decrease of J = 15.86 to J = 9.6. While
the configuration at generation 666 and 1500 are very similar, an additional signif-
icant decrease of energy can be achieved by going from J = 9.6 to J = 3.96 by DE
through slightly adjusting the microphones and achieving an even more regular
pattern. This indicates that the minimum energy corresponds to a specific distance
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between a microphone and its neighbours. Figure 3.11 shows the histogram of all
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Figure 3.10: Microphone configurations obtained using F = 0.2 and pc = 0.8 for several values of J (a)
J = 23.57, (b) J = 15.86, (c) J = 9.6 and (d) J = 3.96.

distances between the microphones and their closest neighbour for the array con-
figurations of Fig. 3.10. From these histograms it can be seen that towards the final
generation these distances tend to fall within the range of 0.16 to 0.28 m. The his-
tograms confirm the formation of a more compact configuration as the variance of
the distance decreases, as well as the mean.
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Figure 3.11: Histograms of the closest-neighbour-distances of the corresponding configurations in
Fig. 3.10, (a) J = 23.57, (b) J = 15.86, (c) J = 9.6 and (d) J = 3.96.

3.3.6. Beamforming with the ideal configuration
For the results presented in the previous section, the frequency selected for opti-
mization was 2000 Hz. Beamforming using the optimized microphone configura-
tion should result in side lobes that are significantly reduced in the optimization
region defined in Section 3.3.2. To demonstrate this, and to investigate how the
beamforming behaviour is for other frequencies, beamforming is used for three
different frequencies, i.e. lower than 2000 Hz, equal to 2000 Hz and larger than
2000 Hz using the optimal configuration obtained in the previous section. To do
this a 100 dB monopole sound source is simulated at the origin at a distance of 35
m. The result of beamforming is shown in Fig. 3.12 for the frequencies 1500, 2000
and 3000 Hz, where the white circles indicate the optimization boundaries corre-
sponding to φmi n and φmax . From Fig. 3.12b it can be seen beamforming at the
frequency for which the array was optimized (2000 Hz) results in a source map
with no side lobes visible in the region of interest and side lobes which are above
80 dB, residing just outside the outer boundary. The main lobe resides just inside
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the inner boundary indicating that the optimum microphone configuration pro-
vides an aperture close to the array diameter. This is confirmed by Fig. 3.10d. It
can therefore be concluded that beamforming at the frequency for which the mi-
crophone configuration was optimized results in side lobes being reduced for the
directions of interest.

For the lower frequency (1500 Hz) see Fig. 3.12a, it is seen that the inner bound-
ary lies inside the main lobe. This is expected according to Eq. (3.22) indicating that
lower frequencies result in a wider main lobe while a higher frequencies result in a
smaller main lobe. The latter is seen in Fig. 3.12c. Considering the performance of
the optimized array at φmax Fig. 3.12a indicates for lower frequencies good perfor-
mance for the FOV of interest but also for larger values of φ. In contrast, for higher
frequencies the FOV is reduced as side lobes start to appear for values of φ smaller
than φmax .
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Figure 3.12: Beamforming with the microphone configuration given in Fig. 3.10d for a simulated source
signal at the origin at frequency (a) f = 1500 Hz, (b) f = 2000 Hz and (c) f = 3000 Hz.
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3.3.7. Minimum side lobe array design
As a next step the optimization was carried out for frequencies from 1000 Hz to
10000 Hz in 1000 Hz steps. Fig. 3.13 shows the optimized arrays for 2000, 4000 and
6000 Hz, respectively. It can be seen that the separation distance between micro-
phones gets smaller for higher frequencies.
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Figure 3.13: Microphone configurations after optimization for frequencies (a) f = 2000 Hz, (b) f = 4000
Hz and (c) f = 6000 Hz.

We can also see the energy J getting larger for higher frequencies. This is due to
including part of the main lobe. The main lobe size is selected by the lower bound
according to Eq. (3.22). The angle φmi n will correspond to the main lobe only if the
full size of the array, D, is used. Microphone distributions that span only a part of
the array, such as seen in Fig. 3.13, will result in larger main lobes. Inclusion of the
main lobe will result in a microphone configuration optimized as a compromise
between minimum side lobes and small main beamwidth. This is exemplified in
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Fig. 3.14 and explains why for f = 4000 Hz and f = 8000 Hz the configuration is
not as compact as it could be. An outlier or two for the microphones or a not-as-
compact configuration can somewhat restrict the further increase of the main lobe
width.
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Figure 3.14: Cross-section of Fig. 3.3 through (0,0) of Airy pattern for the maximum array aperture
(array beam) and aperture typically encountered during the optimization (actual beam). Actual beams
are always larger or equal to the array beam.

Figure 3.15 shows the histograms for the configurations seen in Fig. 3.13 for the
closest-neighbour-distances. Also from the histograms it is clear that the mean of
distances decreases with increasing frequency.

To illustrate this more explicitly Fig. 3.16 presents the relation between the mean
of the closest neighbour distance versus the frequency and wavelength. An ap-
proximate linear relation between the distance and the wavelength can be seen. A
least squares linear fit for the mean values results in

d = 1.38λ, (3.26)

for the relation between the closest-neighbour distance d and the wavelength λ, a
practical formula which can help in array design.

In order to assess whether the relation found in Eq. (3.26) can be used to design
a microphone configuration, a configuration is by having as many neighbours as
possible to have this particular distance.

The configuration was made as a hexagonal pattern by setting three micro-
phones at the vertices of an equilateral triangle and extending this pattern from
the origin, ending at the amount of 32. The edges of the equilateral triangle corre-
spond to the closest-neighbour distance. The result can be seen in Fig. 3.17a. The
distance was set according to Eq. (3.26) to d = 0.2346 m at the optimization fre-
quency of 2000 Hz. This configuration is such that maximally 6 and at minimum 2
neighbours are at this situated distance.

This configuration results in an energy value of J = 7.56, which is a low value
relative to a random configuration and comparable to the value obtained in the
full inversion, see Fig. 3.13a. As a further illustration of the performance of the
configuration seen in Fig. 3.17a the corresponding beamform image is shown in
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Figure 3.15: Histograms of closest-neighbour-distance of (a) f = 2000 Hz, (b) f = 4000 Hz and (c) f = 6000
Hz.
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Figure 3.16: Relation between the closest-neighbour-distance versus the wavelength.

Fig. 3.17b. Good performance with low side lobe levels is seen. However, due to
the regular pattern of the hexagonal configuration, side lobes are now visible inside
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Figure 3.17: (a) A hexagonal configuration created using the relation in Eq. (3.26) and (b) a correspond-
ing beamform image using the configuration.

the optimization region.
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3.4. Array optimization II
3.4.1. Quantifying beamforming performance by MSL and MLW
The parameters used to describe the beamforming performance of an array can be
derived from the source map it produces. In Sections 3.3.1 and 3.3.2 an analytical
source map produced by a finite-aperture circular array with the diameter D hav-
ing an infinite number of microphones was derived. This pattern is called the Point
Spread Function (PSF) or the Airy Pattern. It was seen that the source maps consist
of a series of lobes. The lobe with the highest peak represents the sound source.
This lobe is the main lobe. Since the source is actually a point source, it is desir-
able to have as narrow as possible main lobe in order to better localize the source
and distinguish this source from another source when they are placed closely to-
gether, i.e. having a high resolution. The parameter Main Lobe Width (MLW) is
defined to measure this quality of the array. The MLW is usually defined as the
width of the main lobe at SPL = -3 dB relative to the main lobe’s peak [20, 21].
In a three-dimensional plot, the MLW is the maximum distance between a pair of
points representing the main lobe’s -3 dB contour.

-3 dB plane Main lobe 

Side lobes 

Cut plane 

MSL 

-3 dB 
MLW 

Figure 3.18: Source map resolved by a finite-aperture array with infinite number of microphones and
definitions of MSL and MLW

Apart from the main lobe, there is a series of lobes around it which do not rep-
resent any sound sources. These are the sidelobes. When the level of the side lobes
is high, they are more likely to be misinterpreted as true sound sources. Therefore,
it is ideal that their levels are as low as possible. To measure this quality, the Max-
imum Sidelobe Level (MSL) is defined as the relative SPL of the main lobe’s peak
and the highest side lobe’s peak [20]. The analytical case was seen in Section 3.3.2,
where the number of microphones can be assumed as infinite, shows that the min-
imum attainable MSL to be approximately −17.57 dB from Eq. (3.25).
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3.4.2. Reducing design variables for array optimization
As mentioned for the Array Optimization I, the number of microphones on the
acoustic array is finite. Because of that, the beamforming performance will deviate
from the ideal-case shown in Fig. 3.18, i.e. having higher MLW and MSL. Micro-
phone placement optimization is usually done to obtain low MLW and MSL.

Many studies have shown that lower MSL can be obtained by having the mi-
crophones densely distributed close to the array’s center. In contrast, when the mi-
crophones are more densely placed close to the array’s edge, the MLW decreases
at the cost of increasing MSL [20, 22]. Therefore, the aim is to search for an array
design which gives the best trade-off between these two qualities [21, 23, 24].

It has been found that acoustic arrays with microphones arranged in a multi-
arm spiral manner can potentially give the best trade-off between MSL and MLW
[22]. More specifically, for an array with 64 microphones, multi-arm spiral arrays
with nine arms and seven microphones per arm (plus one microphone in the cen-
ter) are likely to give the lowest MSL and MLW [23]. Additionally it was seen
in the previous section that the distance from each particular microphone to its
nearest-neighbor microphone can be linked to the side lobe suppression ability
when beamforming is performed at a specific frequency [1].

For Array Optimization II again the random search evolutionary algorithms
Differential Evolution (DE) is used. The feature for this algorithm is the evaluation
of a set of multiple designs in each iteration. This process can be time-consuming
and sometimes does not lead to satisfactory results. One way to facilitate the opti-
mization process is to utilize the known relationship between the array’s geometric
features and the beamforming performance. For example, instead of parametrizing
the location of every single microphone in the optimization, the microphone loca-
tions can be collectively defined by some parameters which correlates to MLW and
MSL [21, 25]. With a reduced number of acoustic array design variables, the opti-
mization process can provide acoustic array designs with satisfactory performance
with a reduced computational effort.

3.4.3. Designing the array optimization method
The concept of the optimization method to be described in this subsection is to
use a minimum number of design variables to shorten the optimization time. To
achieve that, the formulated optimization problem links geometric parameters of
the acoustic array directly to the beamforming performance; such as the micro-
phone distribution density along the array’s radial distance. Apart from that, weigh-
ing is applied to the side lobes, aiming to minimize the side lobe levels close to the
main lobe so that the array is suitable for the HR CLEAN-SC algorithm.

A schematic diagram of the optimization routine is illustrated in Fig. 3.19.
There are two optimization loops; the main and the nested loop. The main op-
timization loop has four design variables which are used to describe the micro-
phone distribution as a function of the array’s radial distance, and the distances
between every pair of nearest neighbouring microphones in relation to the micro-
phone’s radial distance on the array. The nested optimization loop has eleven de-
sign variables which are used to generate a set of multi-arm spiral arrays, which
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have the geometry as close as possible to that defined by the main loop. The beam-
forming performance of the generated arrays is then determined by beamforming
simulation. It is hypothesized that the arrays generated by the same set of design
variables from the main optimization loop will have similar performance, i.e. will
cluster in the same area when plotted as shown on the right side of Fig. 3.19. The
main optimization loop attempts to find the optimal design variables which gives
as low as possible MLW and weighted MSL. The optimized array can be selected
from the set of arrays generated by these optimal variables. Further details of both
optimization loops are given in the following paragraphs.
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Figure 3.19: Schematic diagram of the optimization method used

The design vector of the main optimization loop (X) consists of four design vari-
ables which affect the descriptions of the array’s geometry as follows:

• X1 and X2 describe the microphone distribution density along the array’s ra-
dial distance

– X1 indicates the radial location of the microphone density distribution
peak

– X2 indicates the standard deviation of the microphone density distribu-
tion

• X3 and X4 describe the geometry of a curve that represents the relationship
between the microphone’s radial distance on the array and the distance from
that microphone to its nearest neighboring microphone. It is assumed that
the further the microphone is from the array’s center, the further it is from its
nearest neighboring microphone.

– X3 indicates the location of the curve’s inflection point
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– X4 indicates the smoothness of the curve

This design vector is used in the optimization loop to control the generation of
the arrays. Having obtained a set of arrays that satisfy these design variables, the
arrays’ beamforming performance is evaluated by beamforming simulation.

The beamforming simulation considers a point source emitting white noise at
h = 1.5 m aligned with the array’s center. Although the intended scan plane size in
real applications is 1×1 m, the scan plane used in the optimization is a circular area
with the diameter of 2 m to account for the uncertainty of the source’s location.
The design frequencies of the array range from 1 to 10 kHz. The MLW is evaluated
only at 1 kHz. The MSL is evaluated at 4 to 10 kHz with a step of 1 kHz. The MSL
is also linearly weighted according to its distance from the main lobe; the closer it
is to the main lobe, the more weight it gets.

Let MLW and MSLw represent the averaged MLW and weighted MSL from all
arrays at all relevant frequencies generated by a certain X, the main optimization
loop attempts to minimize the objective function:

Jmain = MLW −MLWref

MLWref
+ MSLw −MSLw, ref

−MSLw, ref
, (3.27)

where the subscript ‘ref’ represents the reference values of MLW and MSL. In each
term of the objective function, the value is subtracted from the averaged reference
value. With this, the further it is from the reference value, the higher Jmain becomes.
The division by the reference values scales the evaluated differences of MLW and
MSL, and allows the summation of these qualities, which have different units.

Although the optimization in the main loop contains only four design vari-
ables, the objective function evaluation is computationally expensive since it re-
quires beamforming simulations. Therefore, an optimization algorithm, which has
a potential to handle this requirement, should be selected. In this case, the General-
ized Pattern Search (GPS) [26] or the Hooke-Jeeves (HJ) [27] algorithm was used. The
detailed explanation of these algorithms can be found in [26–28].

The task of the nested optimization loop is to generate coordinates of acoustic
arrays which have the geometry closest to that defined by the design vector of the
main optimization loop (X). To confine the number of the design variables used
and to limit the optimization to only potential designs, the acoustic arrays are set
to be multi-arm spiral arrays with nine arms and seven microphones per arm (plus
one microphone in the center). For acoustic arrays with 64 microphones, this been
found to achieve the best performance [23].

The design vector (a) for the nested optimization loop has eleven design vari-
ables. They are linked to the microphone locations on one spiral arm. Once the
location of all microphones on this arm is defined, the remaining microphone coor-
dinates on this array can be obtained by equiangular rotation. The design variables
in a specify the microphone locations on the first spiral arm as follows:

• a1 specifies the radial distance of the innermost microphone measured from
the array’s center
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• a2 specifies the angular distance of the outermost microphone measured from
the array’s center (The radial distance of this microphone is fixed at 0.95 m,
corresponding to the array’s size.)

• a3 and a5 specify the radial distances of two control points for generating a
Bezier curve which is the spiral arm’s curve

• a4 and a6 specify the angular distances of the points specified by a3 and a5

• a7 to a11 specify the locations of five remaining microphones on the spiral
arm’s curve

The geometry of the generated arrays is then evaluated for how much it satis-
fies the desired geometry given by the main loop. Referring to the design vector
X, the array’s geometry is specified in two aspects; the distribution density of mi-
crophones as a function of the array’s radial distance, and the relationship between
the microphone’s radial distance with the distance to the nearest neighbor micro-
phone.

The first aspect is evaluated as follows: Let the radial distance of the array be
divided equally into nbin bins (intervals). Each bin centers at the radial distance
rb and the microphone density distribution specified by X1 and X2 will determine
the expected number of microphones in each bin. If Nrb is the expected number of
microphones in a bin centered at rb and N ′

rb
is the actual number of microphones

in this bin of the generated array, the mismatch between the desired and actual
number is |N ′

rb
−Nrb |.

The second aspect is evaluated for every microphone. Let the nth microphone
be located at the radial distance rn measured from the array’s center, the distance
from this microphone to its nearest neighboring microphone specified by X3 and X4

is supposed to be dnn,rn . In the generated array, the distance from this microphone
to its nearest neighbor is actually d ′

nn,rn
. With this, the mismatch of the desired and

the actual distance is |d ′
nn,rn

−dnn,rn |.
The objective of the nested optimization loop is to minimize the summation of

all aforementioned mismatches. The objective function for the nested optimization
loop is defined as

Jnested = 1

nbin

nbin∑
b=1

|N ′
rb
−Nrb |

Nrb

+ 1

N

N∑
n=1

|d ′
nn,rn

−dnn,rn |
dnn,rn

. (3.28)

The summation in the first and second terms of Eq. (3.28) sums up the mismatches
over all radial distance bins and microphones, respectively. The normalization in
the summation normalizes the mismatch and allows both terms to be added. The
division by nbin and N ensure that the summation in both terms are having equal
relative importance.

For the nested optimization loop, there is no known relationship between the
design variables and the objective function. Moreover, multiple designs are desir-
able for a certain X to ensure the design flexibility. Due to these conditions, the
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Differential Evolution (DE) algorithm [15, 17] which is a variant of the Genetic Algo-
rithm (GA) is implemented. The detailed explanation of the DE algorithm can be
found in Section 3.2.

The structure of the optimization method is summed up in Table 3.1. This was
implemented in a MATLAB program. Then optimization runs were executed.

Table 3.1: Summary of the implemented optimization method

Main optimization loop Nested optimization loop

Design vector

X containing four
design variables
describing the array’s
geometric features

a containing eleven
design variables used
for defining microphone
locations on a spiral
arm in a multi-arm
spiral array

Objective function
Equation (3.27)
minimizing the MLW
and weighted MSL

Equation (3.28)
minimizing the
mismatches between
the array’s actual
and desired
geometric features

Optimization algorithm HJ/GPS DE

3.4.4. Results of array optimization II
Figure 3.20 shows the scatter plots of MLW and MSLW of all arrays evaluated in
the optimization. The markers of the arrays generated by the initial and optimal
design vectors (X) are highlighted in red and blue, respectively. A marker showing
the performance of the Underbrink array [29] is also shown. It can be seen that the
performances of the arrays generated by the initial and optimal X are separated. A
clear reduction of MLW can be seen. Almost all arrays generated by the optimal X
have somewhat lower MLW and MSLW than the Underbrink array2.

A candidate array is selected from the initial and optimal set of array designs
for further investigations. These arrays are pointed by the arrows in Fig. 3.20.
Let them be called the initial and optimal arrays. The Underbrink, initial, and the
optimal arrays are shown in Fig. 3.21.

The unweighted MSL and MLW of the selected arrays at different beamforming
frequencies when a white noise point source is simulated at 1.5 m away from the
array are shown in Fig. 3.22. It can be seen that the MSL shows an increasing trend
with the beamforming frequency while the MLW reduces with the beamforming
frequency. At most beamforming frequencies, the MSL of the optimized array is
somewhat lower than the Underbrink array. The low MSL values at the low beam-
forming frequencies result from the fact that the MLW is large at those frequencies,
so most of the side lobes are not yet captured in the beamforming region.

2Some averaged weighted MSLs (MSLW) are lower than -17.6 dB due to the weights applied.
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Figure 3.20: MLW and MSLW of all array configurations considered in the optimization including the
benchmarking Underbrink array, the arrows show the selected initial and optimal arrays
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Figure 3.21: Microphone arrays considered

Interestingly, the MSL of the optimized array is higher than the Underbrink ar-
ray at the beamforming frequency of 4 kHz. The source maps produced by beam-
forming of a single white noise source using the three arrays in Fig. 3.21 are shown
in Fig. 3.23. It can be seen that, although the MSL of the optimized array is higher
than the Underbrink array, the side lobes of the optimized array appear far away
from the main lobe. The side lobe levels up to 0.5 m around the main lobe of the
optimized array at 4 kHz are lower than -15 dB. These are the results of apply-
ing side lobe weighing. It is also notable that the MLW of the optimized array is
comparable to the Underbrink array and lower than the initial array.

From this point on, only the optimized array is compared with the Underbrink
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Figure 3.22: MSL and MLW of the optimized array obtained from simulations compared with those
from the initial and the Underbrink arrays
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(a) Underbrink array
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(b) Initial array
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(c) Optimized array

Figure 3.23: Source maps from beamforming simulation of a single source at 4 kHz

array. The ability of the optimized array to aid the HR CLEAN-SC algorithm in
resolving two closely-spaced sources is investigated. Two incoherent point white
noise sources are simulated with 10 cm separation at 1.5 m away from the array.
With this setting, the Rayleigh criterion in Eq. (3.24) suggests a limit for which the
sources should be resolvable above the beamforming frequency of 3.3 kHz.

The resolvability of two closely spaced sound sources as a function of beam-
forming frequency can be anticipated by investigating a plot of the resolved SPL
of the sources compared with the exact SPLs as done in [30]. At frequencies lower
than the Rayleigh limit, the CLEAN-SC algorithm tends to overestimate the SPL
of one source, and underestimate that of the other source with a wrong localiza-
tion for both sources. Above the Rayleigh limit, the source localization and the
their resolved SPLs converge to the correct values. The HR CLEAN-SC algorithm
usually resolves two sound sources as one source with a slightly higher SPL up
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to a certain beamforming frequency, but below the frequency associated with the
Rayleigh limit. After that point, the localization and SPL estimation of both sources
get closer to the exact values. The frequency range from that certain frequency up
to the Rayleigh limit is the improvement caused by the HR CLEAN-SC algorithm.
Therefore, the lower the frequency where the resolved SPLs converge to the exact
values, the larger the improvement is.

Plots showing the resolved SPLs of two closely spaced sources using the CLEAN-
SC and HR CLEAN-SC algorithms with a constant µ = 0.25 are shown in Fig. 3.24.
The results from the Underbrink array and the optimized array are shown sepa-
rately. The resolved values are compared with the exact values obtained by beam-
forming each source individually using the CLEAN-SC algorithm.

From both plots, it can be seen that the CLEAN-SC algorithm can resolve the
sources only above the Rayleigh limit. The HR CLEAN-SC algorithm resolves the
sources from a frequency slightly higher than 2000 Hz for the Underbrink array
and slightly lower than 2000 Hz for the optimized array. Therefore, there is a slight
improvement caused by the optimized array.

As explained earlier, the source marker constraint (µ) in the HR CLEAN-SC
algorithm can be adjusted to improve the resolution. However, this needs to be
done carefully to prevent the source marker from staying on the side lobes. It is
observed from Fig. 3.24 that the source resolvability is critical at low frequencies.
Fortunately, it is also observed that the MSL values are low at low frequencies as
shown in Fig. 3.22a. We can make use of this fact by adapting µ with beamforming
frequency. It is assumed that the MSL is -17.5 dB at 100 Hz and increases linearly
to -5 dB at 10000 Hz. With this assumption, the adaptive µ (µ( f )) can be calculated
for each frequency from Equation (2.94).

The curve of µ versus frequency is shown in Fig. 3.25. This is applied to the
the same simulated data as in Fig. 3.24. The results are shown in Fig. 3.26. It
can be seen that for HR CLEAN-SC, the resolved SPLs converge to a value close to
the exact value at a lower frequency than the HR CLEAN-SC beamforming with a
constant µ. Again, for the optimized array, this frequency is slightly lower than for
the Underbrink array. Thus, the adaptive µ and an array with low MSL can help
widen the frequency range where the beamforming resolution is improved by the
HR CLEAN-SC algorithm.

Finally, the source maps produced by conventional beamforming, CLEAN-SC,
HR CLEAN-SC with µ = 0.25, and HR CLEAN-SC with adaptive µ, using the Un-
derbrink and the optimized arrays at 1 kHz are shown in Figs. 3.27 and 3.28. The
intersections of the dashed lines show the exact locations of the simulated sources.
It can be seen that for conventional beamforming, CLEAN-SC, and HR CLEAN-SC
with constant µ, the results from both arrays are similar, i.e. the sources are not
resolved. On the other hand, two sources can most clearly be distinguished when
the HR CLEAN-SC with adaptive µ is used with the optimized array.

3.4.5. Experimental validation
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Figure 3.24: Resolved SPL of two closely-spaced sound sources versus beamforming frequency, ob-
tained from CLEAN-SC and HR CLEAN-SC beamforming simulations, compared with the exact SPL
values

Experimental set-up
Figure 3.29 shows the experimental set-up in the AV-tunnel. The Underbrink and
the optimized array were installed on a 2 × 2 m grid in the V-tunnel. Both arrays
contain 64 G.R.A.S. 40PH Free-Field microphones. Since the actual grid contains
a finite number of small microphone housing holes arranged in a square-lattice
manner, the microphone configurations to be tested were adjusted to the closest
housing holes.

Up to five Visaton K50 SQ speakers were used in the experiment. Each speaker
emitted 30-second long white noise signals generated by MATLAB. The speakers
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Figure 3.25: Values of adaptive µ used versus beamforming frequency

were independently controlled. The signals played by each speaker were incoher-
ent. To ensure the comparability of the results, the same speaker always played
exactly the same signal file. The speakers were placed on a plane at 1.9 m away
from the array in two arrangements as shown in Fig. 3.30. The following arrange-
ments were considered:

• Five-speaker arrangement: The speakers were placed adjacent to each other.
The distance between the center of the speakers was 6.5 cm. By indepen-
dently controlling the speakers, different source arrangements can be repli-
cated. In this chapter, the two following schemes are presented:

– Single-source scheme: This was done by playing the signal using only
the middle speaker.

– Line source scheme: This was done by playing the signals using all
the speakers. This scheme can replicate the line source, which is the
frequently-encountered source configuration in aeroacoustics research,
i.e. trailing-edge noise.

• Two-speaker arrangement: Two speakers were placed with varying separa-
tion from each other. The separation was varied from 6.5 cm (the minimum
separation), to 10 cm, 20 cm, 30 cm, and 50 cm. With this, the ability of the ar-
ray in separating two closely-spaced sources can be investigated. Additional
recordings, where each speaker played the signal individually, were carried
out to determine the exact SPL emitted by each speaker. To keep this section
concise, only the results with 10 cm separation are shown.

The sampling frequency of the array’s data acquisition system was 50 kHz. The
length of the recorded signal per session is 30 seconds. The signal was then divided
into 0.01 second chunks with a 50 % overlap. Then the Fourier transform was
applied and the CSMs were constructed and averaged from all signal chunks. With
this, the frequency resolution is 100 Hz.
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Figure 3.26: Resolved SPL of two closely-spaced sound sources versus beamforming frequency, ob-
tained from HR CLEAN-SC beamforming simulations with a constant and adaptive µ, compared with
the exact SPL values

Experimental results: five-speaker arrangement
The source maps obtained from the single-source scheme (i.e. other four are not
activated) at 4 kHz using the Underbrink array and the optimized array are shown
in Fig. 3.31. The corresponding source maps obtained from simulated data are also
shown. The noise source and the microphone locations are simulated at exactly
the same locations as in the experiment. By comparing the source maps from the
experiment and the simulation, it can be seen that the MLW and the side lobe loca-
tions are well predicted by the simulation. However, the side lobe levels from the
experiment appear to be slightly higher than those in the simulation. This could be
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(a) Underbrink array, conventional beamforming
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(b) Optimized array, conventional beamforming
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(c) Underbrink array, CLEAN-SC
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(d) Optimized array, CLEAN-SC

Figure 3.27: Source maps of two closely-spaced sources for various beamforming algorithms (CB and
CLEAN-SC) at 1 kHz, using synthetic data

due to the speaker’s characteristics, i.e. not fully omnidirectional, and the fact that
there is an offset between the anechoic chamber’s ability to replicate the free-field
condition and the ideal free-field condition.

The same finding is also reflected in Fig. 3.32 where the MSL and MLW from
these source maps for frequencies ranging from 1 to 10 kHz are shown. Although
the MSL of the optimized array is predicted to be lower than the Underbrink array
by the simulation, the MSL of both arrays are comparable for almost all frequencies
in the measurements.

The line source scheme is obtained when all five speakers play the signals.
Source maps obtained from beamforming at 4 kHz using the Underbrink and the
optimized arrays are shown in Fig. 3.33. It can be seen that, as a result of weighing
the side lobes, the optimized array can provide an area with lower side lobe levels
around the line source compared to the Underbrink array. The size of the region
representing the sound sources, equivalent to the MLW, of both arrays are com-
parable. From this observation, it can be deduced that the features of the source
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(a) Underbrink array, HR CLEAN-SC, µ = 0.25
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(b) Optimized array, HR CLEAN-SC, µ = 0.25
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(c) Underbrink array, HR CLEAN-SC, adaptive µ
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(d) Optimized array, HR CLEAN-SC, adaptive µ

Figure 3.28: Source maps of two closely-spaced sources for HR CLEAN-SC algorithm at 1 kHz, using
synthetic data

maps in the case of multiple sources produced by a certain array configuration will
still follow the same trend as is observed in the single-source case of that particular
array.

Experimental results: two-speaker arrangement
Two speakers emitting incoherent white noise were placed with a separation of 10
cm at 1.9 m away from the optimized and the Underbrink array. With this set-
ting, the Rayleigh limit in Eq. (3.24) suggests that the sources are resolvable at the
frequencies above 4.2 kHz. The resolved sources’ SPLs versus beamforming fre-
quency using these two arrays and two beamforming algorithms (the CLEAN-SC
and HR CLEAN-SC with µ = 0.25) are shown in Fig. 3.34. The exact values are ob-
tained from CLEAN-SC beamforming when only one source is playing the signal.
The dashed line indicates the Rayleigh limit.

The behavior as observed in Fig. 3.24 can still be seen. Obviously, the CLEAN-
SC algorithm can resolve both sources correctly at frequencies above the Rayleigh
limit. However, the HR CLEAN-SC algorithm makes it possible for both sources to
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Figure 3.29: Experimental set-up in TU Delft V-tunnel

(a) Five-speaker arrangement (b) Two-speaker arrangement

Figure 3.30: Speaker arrangements used in the experiment

be resolved also at frequencies below the Rayleigh limit. The sources are resolved
by both arrays from around 2000 Hz.

Further investigation is done by applying the adaptive µ (same as in Fig. 3.25)
to this experimental data. The resolved source’s SPLs by the HR CLEAN-SC algo-
rithm with µ = 0.25, adaptive µ, and the exact SPL values are shown in Fig. 3.35
for the Underbrink and the optimized array. Again, for both arrays, the adaptive µ
makes the HR CLEAN-SC algorithm resolve the sources at a lower frequency than
the constant µ case. The optimized array resolves the sources from around 600 Hz
while the Underbrink array resolves the sources from around 1000 Hz.

Finally, the source maps produced by both arrays using the conventional beam-
forming, the CLEAN-SC algorithm, the HR CLEAN-SC algorithm with µ = 0.25,
and the HR CLEAN-SC algorithm with adaptive µ at 800 Hz are shown in Figs. 3.36
and 3.37. The intersections of the dashed lines indicate the centers of the speak-
ers. As expected, this frequency is lower than the Rayleigh limit, the conventional
beamforming fails to resolve the sources while the CLEAN-SC and HR CLEAN-SC
algorithms resolve both sources with overestimated SPLs. Only the HR-CLEAN-
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(a) Underbrink array, experiment
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(b) Optimized array, experiment
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(c) Underbrink array, simulation
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(d) Optimized array, simulation

Figure 3.31: Source maps from beamforming of the five-speaker arrangement (single-source scheme) at
4 kHz compared with those from corresponding beamforming simulations

SC algorithm using the optimized array with adaptive µ can clearly resolve the two
sound sources. Source localization offsets can be seen. This could be due to the fact
that the source is not a perfect point source and the maximum SPL at 800 Hz might
be dominantly emitted by a certain part of the speakers.

3.5. Conclusions
This chapter presented two methods for optimizing the microphone configura-
tions. The objective function is selected such that it provides a measure for the
presence of side- and grating lobes. Minimization of this objective function pro-
vides microphone locations, such that no side- and grating lobes are present in a
scan region of interest.

3.5.1. Array optimization I
For Array Optimization I a region used which corresponds to the full azimuth and
elevation angles φmi n and φmax . The angle φmi n corresponds to the width of the
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Figure 3.32: MSL and MLW of the Underbrink and the optimized arrays from the experimental results
compared with those obtained from simulations
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Figure 3.33: Source maps from beamforming of the five-speaker arrangement (line source scheme) at 4
kHz

main lobe, whereas φmax corresponds to the maximum elevation angle of interest.
For this research, a value of 30 degrees was selected. Low values of the objective
function indicate hardly any grating and side lobes present in the region of interest.

For finding the minimum of the objective function use is made of the differen-
tial evolution (DE) optimization method. An optimal setting for DE was selected
to maximize the probabilities of locating the optimal solution at a minimum num-
ber of forward calculations. Optimized array configurations were found using DE
which confirmed the desired performance, i.e. low side lobes inside the region of
interest.
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(b) Optimized array

Figure 3.34: Resolved SPLs of two sound sources with 10 cm separation versus beamforming frequen-
cies, obtained from CLEAN-SC and HR CLEAN-SC beamforming of experimental data, compared with
the exact SPL values

It is found that the optimized array configuration shows a regular behaviour
with the microphones distributed at almost constant distances. From inversions
for different frequencies it is found that these distances decrease with frequency
and show almost linear behaviour with wavelength. Arrays with microphones
positioned based on this linear behaviour show improved performance compared
to a random array. Still, the regular pattern gives rise to side lobes that are not
present for the microphone configuration obtained through the DE optimization.
This indicates the need for small variations of the microphone distances around the
distance prescribed by the linear fit.
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Figure 3.35: Resolved SPL of two sound sources with 10 cm separation versus beamforming frequency,
obtained from HR CLEAN-SC beamforming of experimental data with a constant and adaptive µ, com-
pared with the exact SPL values

3.5.2. Array optimization II
With Array Optimization II a different procedure was followed. The microphone
configuration has been optimized for an acoustic array in an open-jet anechoic
wind tunnel. The effects of the optimized design on the performance of the High-
Resolution (HR) CLEAN-SC beamforming algorithm have also been investigated.

The proposed optimization method focuses on using a minimal number of de-
sign variables. The optimization aims to reduce both the Main Lobe Width (MLW)
and Maximum Side lobe Level (MSL). The weights are applied to the side lobes
according to their distances from the main lobe. This resulted in a region with
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Figure 3.36: Source maps of two closely-spaced sources for various beamforming (CB and CLEAN-SC)
algorithms at 800 Hz, using experimental data

side lobe levels lower than -15 dB around the main lobe. Low MLW has also been
maintained.

The fact that the array design gives low side lobe levels can be further exploited
by the HR CLEAN-SC algorithm. It was found that, when the optimized array
is used to resolve two closely-spaced sound sources using the HR CLEAN-SC al-
gorithm with an adaptive source marker constraint (µ), the two sources can be
resolved in the broadest range of frequency below the Rayleigh criterion.

Two recommendations can be given based this study. First, only attempting
to minimize the MSL may not be sufficient for designing an acoustic array since
the location of the side lobes also matters. In this study, the side lobes are asso-
ciated with their distances from the main lobe through weighing. The produced
source maps both from conventional beamforming and the advanced beamform-
ing algorithms show satisfactory results. Second, to best exploit the ability of the
HR CLEAN-SC algorithm, the source marker constraint (µ) should be adjusted ac-
cording to the MSL at the frequency of interest. This should be done especially at
the frequencies below the Rayleigh limit where the source resolvability is low, but
the side lobe levels are generally low as well.
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Figure 3.37: Source maps of two closely-spaced sources for HR CLEAN-SC algorithm at 800 Hz, using
experimental data
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4

Acoustic source localization
using global optimization
methods

As seen in the previous chapters, conventional beamforming with a microphone
array is a well-established method for localizing and quantifying sound sources.
Estimates are provided for the source strengths on a predefined grid by determin-
ing the agreement between the pressures measured and those modeled for a source
located at the grid point under consideration. As such, conventional beamforming
can be seen as an exhaustive search for those locations that provide a maximum
match between measured and modeled pressures. In this chapter instead of this
exhaustive search, a different approach is taken with the use of an efficient global
optimization method to search for both the source locations as well as strengths.
In order to obtain such a result the agreement between model and measurement is
maximized using a so-called cost function. The advantages of considering it as a
global optimization problem are two-fold. First, the efficient optimization allows
for the inclusion of more unknowns, such as environmental parameters like the
speed of sound. Secondly, the model for the received pressure field can be readily
adapted to reflect, for example, the presence of more sound sources or environ-
mental parameters that affect the received signals. For the work considered, the
global optimization method Differential Evolution is used. Results with simulated
and experimental data show that sources can be accurately identified, including
the distance from the source to the array.

Parts of this chapter have been published in the The Journal of the Acoustical Society of America 141, 1
(2017) [1].
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4.1. Introduction
When it is assumed that sound sources behave like acoustic monopoles, often a
least-squares approach is used for obtaining an estimate for the source strength at
a potential source location [2]. Since both source strength and source location are
unknown, the general approach is to define a grid of potential source locations and
estimate the sound pressure level for each grid point. By depicting these estimates
in a so-called source map, an image is established where high levels indicate the
presence of a sound source. This approach can be considered as an exhaustive
search, estimating the source strength for all grid points and identifying those with
high values as source locations.

The above described approach is subject to a number of drawbacks. First, it
restricts the optimization problem to a limited number of unknowns due to com-
putational constraints induced by the approach of an exhaustive search. Typically,
beamforming is applied in searches for the source in two dimensions, often assum-
ing a scan plane parallel to the array at a known distance. Secondly, the assump-
tion of a single monopole limits the suitability of beamforming for situations with
multiple sound sources. In chapter, we propose to consider the search for source
locations and source pressure amplitudes as a global optimization problem. In this
way, the procedure of estimating the source strength for each grid point is aban-
doned and focus is only put on identifying the actual source locations and source
strengths.

The presence of sidelobes, indicating relatively high beamforming output lev-
els without a source being present, will, however, hamper the optimization as they
act as local optima against which the global optimum needs to be found. In litera-
ture, a number of mathematical methods are presented that allow for optimization
problems with many unknowns and with the ability to escape local optima. These
methods are generally denoted as global optimization methods. Well-known ex-
amples of these type of methods are genetic algorithms [3–5], simulated anneal-
ing [6, 7] and ant colony optimization [8, 9]. In contrast to local search methods,
e.g. gradient methods, these global optimization methods have the capability to
escape local optima. This ability is essential for the application considered here
with sidelobes present. In this chapter, we use the method explained in Chapter 2
of Differential Evolution (DE) [10, 11] for obtaining the source positions and source
strengths. This method is a variant of the genetic algorithm. This type of global op-
timization methods mimics the natural evolution of species. They use populations
of solutions, where promising solutions are given a higher probability to reproduce
than bad solutions.

The approach taken in this work is in line with that of, for example, the “Decon-
volution Approach for the Mapping of Acoustic Sources” (DAMAS) [12, 13] tech-
nique and the approach of Cross-Spectral Matrix (CSM) inversion [14, 15], where
the aim is to obtain maximum information about the acoustic sources by maxi-
mizing the agreement between the measured and modeled microphone pressure
field. In DAMAS, the delay-and-sum beamformer result is used as a starting point.
The idea is that the delay-and-sum beamforming output can be considered as the
summation of point-spread functions (PSF) of all sources present, weighted by the
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source strengths, where the PSF is defined as the beamformer response to a point
source with unit strength at a given position of a grid. The deconvolution is based
on solving the resulting inverse problem for retrieving the source distribution that
resulted in the observed delay-and-sum beamformer output. In general, unless the
scan grid is very small, the problem is ill-conditioned, preventing a direct inversion
of the matrix, and an iterative scheme is used to solve the inverse model. In general,
a significant number of iterations can be required. Depending on the chosen grid
size, this can become time consuming. In Refs. [14] and [15] alternative approaches
were developed to solve the inverse problem. Two of these are known as sparsity
constrained DAMAS (SC-DAMAS) and a sparsity preserving Covariance Matrix
Fitting (CMF) approach. In both techniques, sparsity is maximized by searching
for the minimum amount of sources for which the deconvolution holds. The as-
sumption is that the amount of sources is considerably smaller than the amount
of scan points. The SC-DAMAS method employs the output of the delay-and-
sum beamformer with which agreement has to be maximized, whereas the CMF
approach directly optimizes the agreement with the measured covariance matrix.
The latter has the advantage to skip the delay-and-sum beamforming and directly
estimate the source locations and strengths from the covariance matrix.

The work presented in this chapter is also based on a direct comparison be-
tween modeled and measured pressure fields, similarly to the CMF approach.
However, instead of considering a predefined grid of potential source locations,
here the locations of the sources are sought for by using a global optimization
method. In this way, estimates for source positions and source strengths are ob-
tained as a solution of the optimization and do not need to be obtained from the
delay-and-sum beamformer result. The efficiency of the global optimization com-
pared to an exhaustive search, allows for an increased number of unknowns, with-
out having a significant increase in computational time. In this chapter, for exam-
ple, localization of the source in 3D is investigated, but also its potential in esti-
mating the sound speed, i.e., a property of the propagation medium. Including
environmental parameters can be of interest also for complex wind tunnel mea-
surements in aeroacoustic research. The proposed approach is comparable to the
approach of matched field processing and matched field inversion that is well-
known in the field of underwater acoustics [4, 5, 7, 16–18].

4.2. The energy functions considered
To obtain the energy function for solving both source positions and strengths Eqs. (2.40)
and (2.41) will be used. As seen in Chapter 3, for conventional beamforming with
a scan plane parallel to the array the resolution of the source plot is limited by the
width of the main lobe given by Eq. (2.59).

In the present study a different approach is followed to locate and quantify
acoustic sources. A predefined scan-grid is not used and the amount of sources K
is considered to be known beforehand. An objective function, sometimes denoted
as energy function, is defined such that it provides a measure for the difference
between the measured CSM and the predicted CSM from Eqs. (2.40) and (2.41),
given a set of values for the unknown parameters. For this research, both synthetic
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and measured covariance matrices are data considered for Cmeas. The synthetic
data were obtained from benchmark cases that were generated in the framework
of the Benchmarking Array Analysis Methods workshop in Dallas 2015 [19].

The first energy function considered is the well-known Bartlett processor given
by [16–18, 20]

EBartlett(y) = p(y,ω)H Cmeas(ω)p(y,ω)

p(y,ω)tr [Cmeas]
(4.1)

with Cmeas the measured cross-spectral matrix at frequency ω, p(y,ω) the prediction
for the pressures at the microphones and tr[·] denotes the trace of a matrix. This is
just the beamformers output equation which can be modeled using the result of
Eq. (2.36). Here steering vector formulation III is used from Section 2.4.2 resulting
in the expression

p(xs,k ,ω) =
K∑

k=1
ak (xs,k ,ω)sk (ω), (4.2)

where ak = [
ak,1(xs,k ,ω), · · · , ak,N (xs,k ,ω)

]T is the steering vector, sk (xs,k ,ω) the acous-
tic waveform for source k and [·]T denotes the transpose of the vector. In Eq. (4.2)
the dependency on the position of the source xs,k = (

xs,k , ys,k , zs,k
)
, in this case source

k, is explicitly noted. The steering vector ak depends on the relative position be-
tween the microphones and the sources. This will be part of the input y for the
optimization method.

The element of ak for microphone n is given by the adapted formulation III as

ak,n = 1

rk,n
e− jωrk,n /c , (4.3)

by omitting the consideration at the array center and instead assuming the refer-
ence distance of 1 m. The speed of sound is given by c and rk,n = |xs,k − xn | the
distance between source k and microphone n.

Vector y contains the trial values for the unknown parameters. For example,
in the case of one source it would have the form of y = y

(
xs,1, s1

)
which would

be 4 parameters considering only the spatial position (3 coordinates) and ampli-
tude of the source. In the example of four sources it would have the form of y =
y
(
xs,1,xs,2,xs,3,xs,4, s1, s2, s3, s4

)
. A drawback of the energy function given in Eq. (4.1)

is that the source amplitude, sk , information does not affect its value. Therefore, it
will not be possible to estimate the source amplitude when using this function.

An alternative energy function, which includes the estimation of the source am-
plitude, is defined as follows [21]

ECSM(y) = ∑
elements of CSM

{[
Re(Cmeas)−Re(Cmodel,y)

]2 +
[
Im(Cmeas)− Im(Cmodel,y)

]2
}

(4.4)
where Cmodel,y is the modeled covariance matrix corresponding to parameter vector
y, calculated using Eq. (2.41). The summation is done over all N ×N elements of
the matrices containing the differences between Cmeas and Cmodel,y. The covariance
matrices are defined for a specific frequency ω.



4.3. The test cases considered

4

87

Both energy fuctions in Eqs. (4.1) and (4.4) will be used with the Differential
Evolution (DE) as the optimization method discussed in Section 3.2. The settings
for DE must be selected beforehand to suitable values, which can be problem spe-
cific, to maximize the probability of localizing the global optimum. In this work,
the best values for the setting parameters are determined in Section 4.4.

4.3. The test cases considered
Three test cases will be considered in this chapter. Two simulated cases consisting
of a single sound source and four sound sources; and an experimental case for
which one speaker is used in an anechoic chamber.

4.3.1. Test case I: a single monopole sound source
In this test case, a single monopole sound source is considered, located at xs =
(0.3,0.4,1.0) m with source amplitude of 1.0 Pa. The array consists of 48 micro-
phones. Fig. 4.1a shows the array geometry. The data provided is simulated and
consists of the cross-spectral matrix of the microphone measurements at the fre-
quencies 500 Hz to 6000 Hz in 500 Hz steps. In Section 4.5, conventional beam-
forming and inversion will be applied for each frequency.

(a) (b) (c)

Figure 4.1: The microphone array configurations used for the test cases.

4.3.2. Test case II: four monopole sound sources
In this case, four uncorrelated monopole sources are considered at corners of an
0.2 m by 0.2 m square emitting white noise. The distance between the center of
the source plane and the center of the 64 microphone array is 0.75 m. The source
locations are denoted as

xs,1 = (0.1,0.1,0.75) ,

xs,2 = (0.1,−0.1,0.75) ,

xs,3 = (−0.1,0.1,0.75) ,

xs,4 = (−0.1,−0.1,0.75) ,

(4.5)

all with equal and known power [19].
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In this case, the array consists of a seven arm logarithmic spiral arrangement
with an aperture of 1.5 m seen in Fig. 4.1b. All the sources have the same power
and are simulated as white noise in the time domain. The cross-spectral matrix
contains values of 513 frequencies in 50 Hz steps. In Section 4.5, nine frequencies
will be selected for beamforming and inversion.

4.3.3. Test case III: one speaker in an anechoic chamber
In addition to the test cases with simulated data, an experiment was performed in
the anechoic chamber of the Faculty of Applied Sciences at the Delft University of
Technology. The walls, ceiling and floor of this room are covered in wedges made
from glass wool in order to prevent sound reflections, leaving a space of 8 m × 8 m
× 8 m inside. A 56 microphone array with a random distribution and an aperture
of approximately 1 m was employed. The acoustic source for this experiment was a
small speaker located at a distance of 1.87 m from the array plane and aligned with
the array center, as shown in Fig. 4.2. The array plane formed an angle of 4 degrees
with the vertical, which was accounted for in the microphone positions. Hence,
the expected sound source position with respect to the array reference system is
xs = (0 m, 0 m, 1.87 m). The Overall A-weighted Sound Pressure Level inside
the anechoic chamber with the assembled experimental setup, measured using a
calibrated Bruel & Kjær 2231 modular precision sound level meter, was found to
be lower than 20 dBA. For this example, the speaker was emitting sound at a single
frequency of 5000 Hz. The sampling frequency used for the microphone array was
50 kHz and the recording time was 60 s. In order to obtain the time-averaged CSM,
the acoustic data was separated in 49 time blocks with a 50% data overlap. The
sound pressure level at the array center microphone was 80.25 dB.

4.4. The optimal settings for Differential Evolution
To find good solutions with DE, its setting parameters need to be selected appro-
priately. A similar procedure will be followed as Snellen and Simons [5]. For this
test the number of generations was set to NG = 600. Data from test case 1 was used
at the maximum frequency of 6000 Hz which will exhibit more sidelobes and of
higher value than the lower frequencies, and ensures the DE settings to be appro-
priate also for the lower frequencies in escaping local optima. For each combina-
tion of DE setting parameters, 50 independent runs were performed. The fraction
of successful runs out of these 50 is denoted as ps , and serves as an estimate for the
probability of success.

4.4.1. Bartlett energy function
For the Bartlett energy function, a run is considered successful if any of the ele-
ments of the final population has a value for the objective function lower than 0.1.
Various population sizes were considered. Figure 4.3 shows the percentage of con-
verged runs as a function of both pc and F for q = 12, 32, 64 and 128. In order to find
suitable values, the DE performance is assessed for values between 0 and 1 with
steps of 0.1 for pc and F . From Fig. 4.3 it can be seen that ps has the largest value at
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Figure 4.2: Experimental setup in the anechoic chamber with the microphone array in the left and the
speaker in the right.

the population size of q = 128 for F = 0.45 and pc = 0.75 with a value of around 70%.
In Fig. 4.4, the energy landscape can be seen as a function of the spatial coordinates
of the source for all the runs. Regions of local optima can be seen especially for the
z-coordinate. This explains the success-rate of 70%. Because the microphone array
is two-dimensional, the sensitivity in the direction pointing away from the array,
i.e., the z-direction, is worse than that in the lateral directions [2]. Additional runs
or generations could prevent solutions from being stuck in local optima. For the
inversion tests, ps = 70% will be considered adequate since multiple independent
inversion runs are carried out for each test case. Figure 4.5 shows the convergence
of the spatial position of the source for three runs. It can be seen that the correct
source position (0.3,0.4,1.0) m is found well within the 600 generations.

4.4.2. Cross-spectral matrix energy function
When using the CSM energy function given in Eq. (4.4), to also determine the
source strength, sk , a similar procedure is followed as in the previous section. For
the CSM energy function, a run is considered successful if any of the elements of
the final population has a value for the objective function lower than 10×10−3 , due
to the small values, in general, for this energy function. The result for test Case I
for a frequency of 6000 Hz is given in Fig. 4.6. A slight shift of optimal values can
be seen to F = 0.35 and pc = 0.75, and a significant drop to 40% in ps . The energy
landscape for this parameter setting is given in Fig. 4.7. Figure 4.8 illustrates the
convergence behaviour, showing one run to have converged to a local optimum,



4

90 4. Acoustic source localization using global optimization methods

Figure 4.3: ps as a function of pc and F for four different population sizes q = 12, 32, 64 and 128 with
NG = 600 using the highest frequency, f = 6000 Hz, for the Bartlett energy function.

Figure 4.4: Energy landscape of the Bartlett energy function as function of the spatial coordinates (x, y, z)
for the optimal setting of F = 0.45, pc = 0.75 at the population size of q = 128.

with values for the x, y and z position deviating from the true positions.

4.5. Global optimization results
4.5.1. Test case I: single monopole
As a reference, we start with applying conventional beamforming, for which we
define a scan grid at the source location parallel to the array. Beamforming is per-
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Figure 4.5: Convergence of the spatial coordinates (x, y, z) belonging to three runs for the optimal setting
of F = 0.45, pc = 0.75 at the population size of q = 128.

Figure 4.6: ps as a function of pc and F for q = 128 and NG = 600 using the highest frequency, f = 6000
Hz, for the CSM energy function. Note the different colorbar scale.

formed for twelve different frequencies from 500 to 6000 Hz in steps of 500 Hz. Fig-
ure 4.9 shows the results for 500, 3000 and 6000 Hz. As expected, it is seen that the
source is well localized with the resolution improving for higher frequencies. The
appearance of sidelobes also increases with higher frequencies. Figure 4.10 shows
the results for the three frequencies by using the proposed inversion method, em-
ploying the Bartlett energy function. To obtain this result, the settings of DE were
set to q = 128, NG = 600, pc = 0.75 and F = 0.45. The number of independent runs
was selected to be 50. For all frequencies, it can be seen that the source position
is retrieved correctly, since the values for x, y and z that correspond to the lowest
energy values are in agreement with the true source position. To show the rate of
convergence, Fig. 4.11 is presented, where the energy is given as a function of the
number of generations for the frequencies 500, 3000 and 6000 Hz. For 500 and 3000
Hz, convergence to the correct position is achieved well within the 600 generations.
For 6000 Hz, three out of ten runs are seen not to have reached zero energy value
at 600 generations.

The same procedure is repeated using the CSM energy function given in Eq. (4.4)
with q = 128, NG = 600, pc = 0.75 and F = 0.35. In Fig. 4.12 the source can be seen to
be well localized, with minimum energy corresponding to the correct position. For
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Figure 4.7: Energy landscape of the CSM energy function as function of the spatial coordinates (x, y, z)
and the source amplitude for the optimal setting of F = 0.35, pc = 0.75 at the population size of q = 128.

3000 and 6000 Hz, more runs are seen to be stuck in a local minimum. This can also
be seen in Fig. 4.13, where at the last generation, some runs have not converged
to the minimum energy possible yet. The value for the amplitude is obtained cor-
rectly at 1.0 Pa. From Fig. 4.6 it is expected that the rate of success is lower than
that of the Bartlett energy function. This is confirmed by Fig. 4.13, where fewer
runs reach zero energy for higher frequencies. The runs that do reach close to zero
energy, do it relatively quickly within the 600 generations. The runs which seem
to be stuck in local optima are unable to get to a much lower energy throughout
the generations, indicating the need for carrying out sufficient independent runs.
Using the given parameter settings for DE the runtime this case is around an hour
per frequency for non-optimized code.

4.5.2. Test case II: four monopoles
Test case 2 concerns the situation with 4 monopoles present. For the frequencies of
500, 1000, 1500, 2000, 2850, 3500, 6650, 8400 and 10000 Hz conventional beamform-
ing is applied. The result can be seen in Fig. 4.14. For the first four frequencies,
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Figure 4.8: Convergence of the spatial coordinates (x, y, z) and source amplitude belonging to three runs
for the optimal setting of F = 0.35, pc = 0.75 at the population size of q = 128.

Figure 4.9: Beamforming of the monopole source for 500, 3000 and 6000 Hz.

the sources cannot be separated. This can be understood from Eq. (2.59) with the
distance to the source being 0.75 m, the resolution will be too low. For the frequen-
cies of 2850 Hz and higher, the source can be properly identified. The sidelobes
become more prominent for higher frequencies and the sources become harder to
localize. It should be noted that, although indeed at sufficiently high frequencies,
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Figure 4.10: Inversion using Bartlett as the energy function for 500, 3000 and 6000 Hz.

Figure 4.11: Energy (E) as function of generation for three different frequencies and 10 independent
runs.

4 sources can be identified in the source plots, the localization is affected by the
mismatch between the modeled situation with a single noise source only and the
actual situation with four sources present simultaneously. This is not the case when
using Eq. (4.4) and modeling the CSM according to Eq. (2.41) for 4 sources. This
model is then employed in the inversion method with the parameters for DE found
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Figure 4.12: Inversion using CSM as the energy function for 500, 3000 and 6000 Hz including the ampli-
tude.

in Section 4.4.2. In this case, only the CSM energy function is used because of its
additional advantage of estimating the source amplitude. The result can be seen
in Fig. 4.15, indicating that from 1000 Hz on the sources can be identified accu-
rately with good resolution. Upon inspection of Fig. 4.16, it can also be seen that
many runs converge to zero energy, even at frequencies as high as 10000 Hz. It
can be noted that the CSM energy function works better compared with the sin-
gle monopole case. Whereas at 10000 Hz nine out of ten runs reach close to zero
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Figure 4.13: Energy (E) as function of generation for three different frequencies and 10 independent
runs using CSM.

Figure 4.14: Conventional beamforming source plots of four monopole sources for various frequencies.
The corresponding resolutions according to Eq. (2.59) are 0.47, 0.21, 0.14, 0.11, 0.074, 0.060, 0.032, 0.025
and 0.021 m for the increasing frequencies.

energy, this is only 7 out of ten for the single monopole case at 6000 Hz. A disad-
vantage of this method is the need to know the amount of sources beforehand. In
Fig. 4.16 the convergence behaviour is seen for 10 different runs at frequencies of
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Figure 4.15: Inversion using the CSM energy function for four monopoles for various frequencies. Re-
sults are shown for all 50 runs and are the solutions with the lowest value for the energy per run

1500, 3500 and 10000 Hz. It can be seen that for the first two frequencies, 600 gen-
erations are sufficient. For 10000 Hz it can be observed that the energy is getting
closer to zero around 600 generations for most runs. From this, it can be concluded
that the chosen DE setting parameters in general work well for this problem. How-
ever, for frequencies from 10000 Hz on, a higher amount of generations is recom-
mended. The runtime for the four sources was within 3 hours per frequency for
non-optimized code. As a further illustration of using optimization methods, the
problem is extended to include estimation for parameters other than those directly
related to the acoustic source. To this end, the 4 monopole case is taken for 6650
Hz and the speed of sound is considered as the additional unknown parameter.
This was set to 343 m/s for the simulation. The result from the optimization is pre-
sented in Fig. 4.17. For low energies, it provides the values for the speed of sound
to be in the range of 342 to 346 m/s. For the best three runs, it presents the value for
the speed of sound converging to 343 m/s. This shows that, despite of a relatively
broad range of sound speeds corresponding to low energies, the best runs result in
a sound speed of 343 m/s. Including these type of environmental parameters can



4

98 4. Acoustic source localization using global optimization methods

Figure 4.16: Energy as function of generation for a frequency of 1500, 3500 and 10000 Hz (10 indepen-
dent runs).

be of interest also for complex wind tunnel experiments in aeroacoustic research.

Figure 4.17: Estimation of the speed of sound for the 4 monopole case at f = 6650 Hz.

4.5.3. Test case III: speaker in anechoic camber
Conventional beamforming was applied again to the acoustic data from the micro-
phone array to obtain a reference baseline result. Figure 4.18 presents the source
map obtained for 5000 Hz. The position of the source is found with the expected
spatial resolution but several sidelobes are displayed as well. Figure 4.19 presents
the results for 5000 Hz by using the proposed inversion method with the Bartlett
energy function. Use was made of Bartlett since this energy function showed a
high probability of success for cases with a single source present. For this situation
with a single source, the source strength follows directly from from the beamformer
output Eq. (2.58) for the source position derived through inversion. To achieve this
result, DE was set to q = 128, NG = 600, pc = 0.75 and F = 0.4. The number of in-
dependent runs was selected to be 50. It can be observed that the source position
is obtained correctly, since the values for x, y and z that correspond to the low-
est energy values are in agreement with the actual source position. To study the
convergence rate for each coordinate in this case, Fig. 4.20 is presented, where the
parameter value for three independent runs is given as a function of the number of
generations. It can be observed that after approximately 50 generations, the result
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Figure 4.18: Beamforming result for the speaker sound source at 5000 Hz using the randomly dis-
tributed array.

Figure 4.19: Inversion results for the speaker source case at 5000 Hz using the Bartlett energy function.

has rapidly converged to the correct solution for the three coordinates. In Fig. 4.20
the convergence behaviour of the energy is presented for 10 different runs (out of
the 50 used) at 5000 Hz. It can be clearly stated that 600 generations are more than
sufficient to obtain convergence. However, in this case, an asymptotic energy value
of approximately 0.25 is reached instead of zero, reflecting the always present im-
perfections of the measurement such as small errors in the microphone positions.

4.6. Conclusions
In this work, an inversion method is presented using the global optimization method
Differential Evolution (DE) to localize sound sources with a microphone array and
determine the corresponding source strengths. For this purpose, two energy func-
tions were formulated. The first energy function used was the Bartlett proces-
sor. The second energy function is based upon modeling the cross-spectral matrix
(CSM). The Bartlett energy function has the disadvantage of not determining the



4

100 4. Acoustic source localization using global optimization methods

Figure 4.20: Convergence of the spatial coordinates (x, y , z) belonging to three runs for the optimal
setting of F = 0.4, pc = 0.75 at the population size of q = 128 and the case with the speaker emitting at
5000 Hz. In the last figure the energy (E) is given as a function of generation for 10 independent runs.

source strength, while the CSM energy function has no such disadvantage.
For both energy functions, the best parameters for DE were determined and

subsequently used for source identification for three test cases: one simulated monopole
source, four incoherent simulated monopole sources and one speaker emitting at
a single frequency in an anechoic room. For the single simulated monopole case,
the performance of the localization of the source was better by using the Bartlett
energy function. Still, both energy functions performed better compared with con-
ventional beamforming by having few to no sidelobes. The improvement when
using inversion as source identification was also clearly seen for the case with four
sources. While conventional beamforming had trouble identifying the source at
low and high frequencies, the inversion method was able to localize the sources ac-
curately and with high resolution. Extending the optimization for four sources to
include the estimation of the speed showed that in addition to the source locations,
also the sound speed could be estimated. Moreover, for the experimental case with
a speaker, the x, y and z positions of the source were correctly obtained using the
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Bartlett energy function.
The main advantage of the proposed inversion approach is that by employ-

ing global optimization methods that are efficient, in the sense that they require a
limited number of forward calculations while still having a high probability of lo-
cating the global optimum, also for many unknowns, it becomes possible to search
for all parameters of relevance by including them in the steering vector formula-
tion. In addition, also parameters, such as those of the propagating medium, can
be included as unknowns. Moreover, the energy function can be adapted to the sit-
uation at hand. It can account for multiple sound sources, reflections or refractions
of the sound, thus representing the actual measurement environment to a large
extent.
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5

Investigation of
pylon-propeller noise
interaction

Using the tools from the previous chapters an experimental investigation was per-
formed at the Large Low-speed Facility of the German-Dutch wind tunnels (DNW-
LLF) to study the pylon interactions associated with pusher propellers. A pylon or
any object in front of a propulsion system can change the inflow to be less uniform.
A wake will be formed behind the object which can impinge on the blades of a fan
or propeller. This effect can increase the noise levels. By using an active system in
a pylon, such as blowing air, in order to eliminate the wake deficit could in turn
negate the noise penalty of an installed pylon. In this research, the noise effects of
pylon trailing edge blowing was evaluated using a microphone array. Of special in-
terest in this work is the question whether high resolution methods can in practice
distinguish sources in close proximity or reveal sources otherwise not seen present.
In this problem the origin of the sources are expected to be mainly from both the
propeller and any source caused by the installation of the pylon. Beamforming us-
ing a logarithmic spiral microphone configuration will be used to assess the noise
sources. Effects of convection and shear layer refraction of sound have to be taken
into account. In order to incorporate this, two different calibration sources are used
to assess the resulting shift of sources. The found shift is then used for three dif-
ferent experiments: the isolated propeller; the installed pylon propeller; and the
pylon propeller with air blowing from the trailing edge. The three setups will then
be compared using both the spectra and three beamforming methods.
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5.1. The APIAN-INF experiment
During the APIAN-INF measurements several experiments were performed on py-
lon propeller configurations to study pylon interactions associated with pusher
propellers[1–3]. The experiments were performed as part of the ESWIRP project
(European Strategic Wind tunnels Improved Research Potential)[4].

In this campaign the aerodynamic and aeroacoustic effects of pylon trailing
edge blowing were investigated. This work focuses only on the noise emissions of
the configurations. Experiments were done with an isolated propeller and a pylon
installed upstream the propeller. For the installed pylon the blowing effects were
also investigated. It is expected that blowing at a specific mass rate can negate the
effect of the wake of the pylon. The effect of wake recovery is especially interesting
for noise emissions. The measurement campaign was done in the Large Low-Speed
Facility of the German-Dutch Wind Tunnels (DNW-LLF)[5].

5.1.1. DNW wind tunnel and used models
The DNW-LLF tunnel is an open jet configuration. The wind tunnel has an outlet
of 8 m x 6 m and allows for a wind speed range of 0 – 80 m/s. The flow in the
wind tunnel has a turbulence level of less than 0.02%. Views of the wind tunnel
can be seen in Figure 5.11. The DNW-LLF tunnel was designed to be anechoic.

(a) (b)

Figure 5.1: The DNW-LLF wind tunnel (a) view from the nozzle at the collector and (b) angled view to
the nozzle.

After the needed equipment is placed in the wind tunnel, the floor is covered with
acoustic wedges as seen in Fig. 5.1b to prevent ground reflections. The walls, by
default, are covered by acoustic absorbent material. The DNW-LLF facility has
many measurement systems[6] such as Particle Image Velocimetry (PIV) system as
well as microphone arrays.

For the experiment a six bladed propeller was used. This was specifically de-
signed for the European APIAN (Advanced Propulsion Integration Aerodynamics
and Noise) project[7]. The propeller had a diameter of 0.508 m and the blade pitch
angle of 40.4° at 75% of the radius. The propeller can be seen in Figure 5.2.
1All photos in this chapter are courtesy of Dr. ir. T. Sinnige
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Figure 5.2: The six bladed propeller.

The pusher propeller configuration was achieved by positioning the propeller
downstream of a pylon equipped with a trailing edge blowing system. The py-
lon model was constructed as a straight wing with a NACA0010 profile. The span
was 0.9 m and the chord 0.489 m. In order to include an installation for a blow-
ing system, the trailing edge thickness was set to 0.8% of the chord length. The
installed pylon model together with the propeller can be seen in Figure 5.3. Tests

Figure 5.3: The installed pylon on the left and the six bladed propeller on the right.

were performed with and without the presence of the pylon. In order to perform
beamforming, scan points are selected within a user desired scan plane. To assess
where sound sources are originating from, it is important to have several reference
points together with a defined coordinate system. This is shown in Fig. 5.4 for the
setup of the pylon configured in front of the propeller.

The coordinate system is defined as such that x is pointing from the nozzle to
the collector, y is pointed towards the wall away and z pointed to the ceiling of
the wind tunnel. As a reference three coordinates are indicated in the figure at the
left by the stars. Two are at the corners of the trailing edge of the pylon and one is
positioned at the center of the propeller plane. All three points lie, together with
the chord plane of the pylon, in the plane of y = −1.0 m. With these points it is
easier to identify where sound is coming from relative to the pylon or propeller.
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Figure 5.4: The installed pylon propeller configuration, with on the right a zoom-in. The coordinate
system used can be seen together with three reference points.

5.1.2. The microphone array
For this experiment use was made of a custom made microphone array by the TU
Delft. The array consisted of 63 microphone arranged in a 3 by 4 m plane as a
logarithmic spiral[8]. The configuration can be seen in Fig. 5.5. The array has an

Figure 5.5: The array configuration used in the DNW wind tunnel. The logarithmic spiral consists of 63
microphones with an aperture of 3 m

effective diameter of 3 m. The microphone plane was angled around 30° relative
to the ground. Each microphone was embedded in 10 cm of foam, primarily to
adjust it in place and secondarily to prevent any reflections. The array was posi-
tioned outside the flow. The array inside the wind tunnel can be seen in Figure 5.6.
The coordinates displayed in Fig. 5.4 are local coordinates. To obtain the tunnel
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(a) (b)

Figure 5.6: The TU Delft 63 microphone array embedded in gray foam with (a) the view of only the
array and (b) the view together with the pusher propeller configuration.

coordinates, in line with Fig. 5.4, only the corners of the microphone array were
determined using a theodolite. Performing the measurement for all microphones
was infeasible due to the large amount of positions and the embedding of the mi-
crophones in the foam. With the four corner position a rotation matrix is applied to
each microphone position to obtain the positions in tunnel coordinates. With this
coordinate system, an easy selection of scan planes can be made in beamforming
corresponding to, or close to, positions of the setup.

The performance of beamforming is subjected to Rayleigh criterion given by
Eq. (2.59). For these tests the aperture is D = 3 m, the distance of beamforming will
be around zbf = 8.4 m and the speed of sound c = 344.5 m/s. The long distance of
8.4 m will in general result in poor resolution. Propeller noise is also known to be
relatively low frequent, usually lower than 5 kHz. Considering the close proximity
of the propeller blades with the pylon’s trailing edge, it is expected that source
localization to discern the two will be difficult. To give an idea of the obtained
resolution in the relevant frequency range, Table 5.1 is given.

Table 5.1: Examples of obtained resolution for various frequency within the range of interest.

f [Hz] ∆` [m]
500 2.34
1000 1.17
2500 0.47
5000 0.23

From the table it can be seen that even for a frequency of 5000 Hz the distance
for which two sources can be seperated is 23 cm which is still larger than 15 cm,
the distance between the pylon’s trailing edge and the propeller plane. The low
resolution can be problematic as small errors of the array (microphone positions[9]
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and de-coherency between microphones introduced by the shear layer[10–12]) can
result in shifted source locations.

As explained in previous chapters, high resolution methods of beamforming
have been developed which can surpass the Rayleigh criterion. Tests with simu-
lated data proves to be successful. The experiments in this chapter will be used as
a benchmark test to assess the performance of high resolution methods in practice.

For the data acquisition part, a CompactRIO by National Instruments was used.
The signal is first recorded using an electret microphone. The electric signal from
the microphone is then sent to a high pass filter to block the DC voltage using a
cut-off frequency of 1.5 Hz. Using an operational amplifier the signal is amplified
and sent to a low pass filter with a cut-off of 11.2 kHz to prevent aliasing. The
digital signal processing is then performed by the CompactRIO to obtain and store
the digital data. Recording of the signals of every microphone was performed at a
sampling rate of 50 kHz. The measurement time was set to 32 s.

5.2. Wind corrections
Due to the presence of flow and the array being positioned out-of-flow two effects
of the sound propagation need to be taken into account. There is convection of
the sound by the wind and refraction when it leaves the flow[13]. It is therefore
expected that the detected sound sources will be shifted. Due to the geometry of the
wind tunnel and the position of the microphone array it is difficult to take the two
effects into account during beamforming. The microphone array is not positioned
such that every point on the array plane has a constant distance to the shear layer.
In order to incorporate proper corrections for the shift, calibration sound sources
are used where the position is determined beforehand. Using beamforming the
shift can then determined as the deviation from the expected position. The sources
used in these experiments are the Airbus loudspeaker and an Onera sparker source.
The source is expected to lie at (x, y, z) = (0,−1,0) for the loudspeaker and (x, y, z) =
(−0.06,−1,0) for the sparker. The sound sources can be seen in Figure 5.7. The use of
both sources is to get a good estimate of the shift. Large discrepancies can indicate
measurement errors.

For a given wind speed the shift in the source position is determined. The
obtained shift is then applied to actual measurement data, i.e. the propeller data.
The procedure can be summarized as follows

• Determine the position of the source with no wind using beamforming

• Determine the position of the source with wind using beamforming

• Determine the shift of the source due to the wind

• Apply the shift for the pylon-propeller data with the same wind condition

First the spectrum is determined for the loudspeaker for all microphones to char-
acterize the source’s spectral behaviour.
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(a) (b)

(c) (d)

Figure 5.7: The Airbus loudspeaker in (a) and the (b) zoomed in and covered speakers. The Onera spark
source is seen in both (c) and (d).

5.2.1. Loudspeaker source analysis
For the analysis of determining the shift of the sound source conventional beam-
forming is used. To understand the behaviour in the frequency domain, the spec-
trum level is calculated first. From this the corresponding frequency bands are
determined using beamforming.

The spectrum level allows to check if the sound source emits within the given
frequency band and how it might be affected if flow is applied. The flow speed
used throughout the experiment is U = 60 m/s in the x direction, and therefore the
same speed will be used for the calibration source as well. For one case the speaker
is set to emit sound in octave bands at 1 and 2 kHz and the other case at 4 and 8
kHz. To obtain the spectrum level the procedure explained in Section 2.2 is used
with Eq. (2.27). The PSD is obtained as an average over the 63 microphones to give
the averaged behaviour for the array. For determining the levels, 50 Hz bands are
used and the levels are relative to 20 µPa. The result can be seen in Fig. 5.8.

The octave band boundaries are given by the dashed vertical lines. It can be
seen that for either case the emitted sound from the loudspeaker is around the
given octave band. With the flow on, a general increase in broadband noise can be
observed for all the frequencies. Especially at low frequencies, 500 Hz and lower,
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(a) (b)

Figure 5.8: The spectrum levels of the Airbus Loudspeaker source for, (a) 1-, 2-kHz octave band and (b)
4-, 8-kHz octave band. The blue line indicates no flow and red line flow with a speed of 60 m/s

there is a significant increase of noise. Within the octave bands, where sound is
supposed to be emitted, the sound is still clearly distinguishable. This is observed
by the overlap of the red and blue line within the octave bands.

Confirming that indeed within the given frequency band the received signals
stem from the acoustic sources, beamforming for this band can be applied to obtain
the source position. Two scan planes are selected to observe the source position
without flow and the shift with flow. The scan planes selected are the xz and the
x y plane at y =−1.0 m and z = 0 respectively. According to wind tunnel operators,
the source is expected to lie in these planes. The selected planes can be seen in
Fig. 5.9.

The resulting beamforming plots are shown in Fig. 5.10 for the lower octave
bands. The frequency range is between 707 and 2828 Hz. The higher octave bands
are shown in Fig. 5.11 with the frequency range of 2828 Hz to 11.3 kHz. The figures
both show the xz (left) and x y (right) planes and the result with the flow on (bottom
row). The black cross indicates the position of the source according to the opera-
tors. The maximum found by beamforming is emphasized by the intersection of a
dashed horizontal and vertical line.

From Fig. 5.10 (a) it can be seen that in the xz plane there is a clear shift in the z
direction between the expected position and the maximum found by beamforming.
This is still without flow, which means that any offset is unexpected. The position
found is 41 cm lower than expected. The x coordinate is around zero and in accor-
dance. In Fig. 5.10 (b), for the x y plane, a shift can also be seen in the y direction.
The offset in y is 25 cm towards the wall, i.e. −1 → −0.74 m. This can explain the
offset in z seen in Fig. 5.10 (a). If the slice of xz is a mismatch in y , and in this case
taken closer to the array at y = −1 m, the source will appear lower than expected
due to the angle the array has.

With the flow on a clear shift can be seen in the flow direction in Fig. 5.10 (c) and
(d). The offsets noted previously are approximately the same, indicating a constant
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Figure 5.9: The planes selected for beamforming together with microphone array which is seen to be
tilted.

behaviour in that respect and an incorrect measurement of the y coordinate only.
The shift due to the wind is seen to be 0.64 m in (c) and 0.66 m in (d) in the positive
x direction.

For the higher frequency octave bands similar beamforming analyses are made.
Again, it will be checked what the corresponding offsets are. Figure 5.11 (a) and
(b) show similar behaviour as Figure 5.10 (a) and (b) confirming that the position
given for the loudspeaker is incorrect. The shift is slightly lower at 37 cm below
the expected position in z and an offset of 23 cm towards the wall. These can be
considered approximately the same as the lower octave bands.

The shift in x due to the flow can be seen in Figure 5.11 (c) and (d). The source
seems to be spread out more over the given scan plane due to the wind. This can be
caused by the spectral broadening of the sound by the wind tunnel shear layer[14]
and becomes more prominent for higher frequencies.

The shift in x is seen to be 0.60 m in (c) and 0.63 m in (d) close to the values of
the lower frequency bands. Together with the shift of the lower frequency octave
band this leads to an average of xshift = 0.63 m. The sparker source will be used to
see if the shift is roughly the same. It will also provide an additional check to see if
the unexpected shift in y still occurs and if it influences the shift in x due the flow.

5.2.2. Sparker source analysis
Next the sparker source is investigated. The source generates a spark every tenth
of a second. The window for determining PSD is therefore set to 0.1 s. As the spark
emits a pulse-like signal, it is expected that the source’s frequency content will be
very broad and relatively flat. Similar steps as for the loudspeaker are used to
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(a) (b)

(c) (d)

Figure 5.10: Beamforming for the loudspeaker over 1 and 2 kHz octave band, (a) xz-plane at y = −1.0 m
no flow, (b) x y-plane at z = 0 m no flow, (c) and (d) have the addition of flow with U = 60 m/s.

calculate the spectrum level at the array. The spectrum level of the sparker source
can be seen in Fig. 5.12.

In this figure three lines can be seen. The blue line presents the sparker source
with no flow. In comparison with the loudspeaker, the sparker source does emit
sound over a large frequency range up to 25 kHz and is relatively flat. For the
red line, with the flow on, the lower frequencies increases significantly and the
higher frequencies follow the blue line closely. To determine the frequency for
which the sparker is distinguishable, the spectrum of the wind only in green is
given as well. The green line overlaps the red line until the frequency of 1.5 kHz
indicated by the dashed vertical line. Therefore, this frequency will be the lower
frequency to beamform for. The upper frequency limit will be set to 10 kHz as this
is the boundary of the frequency of interest for later experiments and still below
the the cut-off frequency of the hardware. The results for beamforming are seen in
Fig. 5.13.

From Fig. 5.13 (a) and (b), without the flow, an offset can be seen of 17 cm in



5.2. Wind corrections

5

113

(a) (b)

(c) (d)

Figure 5.11: Beamforming for the loudspeaker over 4 and 8 kHz octave band, (a) xz-plane at y = −1.0 m
no flow, (b) x y-plane at z = 0 m no flow, (c) and (d) have the addition of flow with U = 60 m/s.

Figure 5.12: The spectrum levels of the Onera sparker source. The blue line indicates the source with no
flow, red line with flow and green line flow but the sparker off. The speed of the wind is 60 m/s
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(a) (b)

(c) (d)

Figure 5.13: Beamforming for the Onera sparker source from 1.5 to 10 kHz, (a) xz-plane at y = −1.0 m no
flow, (b) x y-plane at z = 0 m no flow, (c) and (d) have the addition of flow with U = 60 m/s.

z and 11 cm in y . Both offsets are similar to the loudspeaker source in the sense
that the maximum of the beamform map is positioned lower in z and higher in
y . However, the source is localized now much closer to the expected position,
indicating no error in the position of the source. The offset in z could be attributed
to the sound primarily coming from one end of the output terminal only, see Fig. 5.7
(d). Additionally, during discharge the path the electric takes is not necessarily
straight and can cause additional small shifts.

From Fig. 5.13 (c) and (d) shows the shift in the x direction of the source with
the flow on. The shift is seen to be 0.70 m in (c) and 0.71 m in (d). This shift is larger
than the one found with the loudspeaker by 7 cm.

The shift used for the later experiments will be xshift = 0.705 m for U = 60 m/s.
The sparker source looks to be positioned more closely in the plane of y = −1 m
which is of most interest for later experiments.
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5.3. Pylon propeller experiment
The main topic for APIAN-INF analysis is to examine the effect of pylon blowing
on the noise of the propeller. The focus in this section is on the localization of the
noise sources. Furthermore, it will be investigated if the high resolution method,
adaptive HR-CLEAN-SC, can improve beamform maps and recover noise sources
not seen otherwise using conventional beamforming. As an intermediate step, re-
sults obtained from CLEAN-SC will be presented as well.

Three experiments are considered with incoming flow at 60 m/s:

• Isolated propeller at J = 1.40 ,

• Installed pylon with propeller at J = 1.40 ,

• Installed pylon with ṁ = 60 g/s and propeller at J = 1.40 ,

where J is the advance ratio of the propeller and ṁ the mass flow rate when the
pylon’s trailing edge is blowing.

5.3.1. Spectrum levels
First the spectrum levels are calculated for the three experiments. The PSD is again
obtained as the average over the microphones. The bands chosen this time are 5 Hz
to put emphasis on the levels of the expected propeller tones. The result for all
three experiments can be seen in Fig. 5.14. The frequency range was selected to
be 10 kHz, as most interesting noise components are well within this range. This is
confirmed in Fig. 5.14 as well.

Figure 5.14: The spectrum levels in 5 Hz bands of the propeller in blue, together with the installed pylon
in red and blowing enabled in green. The speed of the wind is 60 m/s

The blade passage frequency (BPF) is at 508 Hz and several harmonics can be
seen as well depending on the configuration. A broad peak can be observed, which
is not a multiple of the BPF, between 1.5 and 2 kHz. The configurations are seen to
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overlap, making the difference hard to see. The vertical black dashed lines presents
the region which has the most interesting behaviour and excludes the significant
low frequency wind tunnel noise and the higher frequencies where only small dif-
ferences can be seen. Therefore, to see the differences more clearly and quantify
how much levels change between configurations, the spectrum level for each con-
figuration separately is given in Fig. 5.15 between 500 Hz and 4.5 kHz.

(a) (b) (c)

Figure 5.15: The spectrum levels of each configuration separately from Fig. 5.14 within the range of
500 Hz to 4.5 kHz in 5 Hz bands.

For the isolated propeller in Fig. 5.15 (a) the BPF is seen at 508 Hz and the 2nd
and 3rd harmonic at 1018 Hz and 1528 Hz respectively. A broad noise peak, not
related to the BPF, can also be seen between 1630 Hz and 1850 Hz. With the pylon
installed in front of the propeller, as shown in Fig. 5.4, a clear increase can be seen
in Fig. 5.15 (b) of the BPF as well as the 2nd and 3rd harmonic. Additionally, the
generation of the 4th, 5th and 6th harmonic can be seen. The peculiar broadband
noise observed in Fig. 5.15 (a) is present in (b) as well and amplified.

When blowing is applied through the pylon’s trailing edge the result in Fig. 5.15
(c) is obtained, where most noise components introduced due to the installation of
the pylon in Fig. 5.15 (b) are reduced. Some tones, such as the BPF, are close to
the levels for the isolated propeller. The exception is the broadband noise peak
observed between 1630 Hz and 1850 Hz with a peak around 1750 Hz. The noise in
this range is of similar strength with blowing applied.

The values of the levels of the peaks in the 500 Hz to 4.5 kHz frequency range are
listed in Table 5.2. The levels are given for 5 Hz frequency bands relative to 20 µPa.

From the table a large increase can be seen when the pylon is installed with
values up to 16 dB. With blowing applied using a mass rate of ṁ = 60 g/s these
values get significantly reduced. A small increase can still be seen compared to
the isolated propeller up to 1.7 dB and the higher harmonics do not completely get
masked by the wind tunnel noise like in the case for the isolated propeller. This can
be verified in Fig. 5.15 (c) as the presence of small peaks starting at 2 kHz. It appears
that for the broadband noise around 1750 Hz there is no effect of blowing. The peak
is still around 6 dB higher compared to the isolated propeller. Using beamforming
the origin of the noise sources for specific frequencies will be investigated later.
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Table 5.2: The peak levels seen in Fig. 5.15 for the different configurations. With the exception of 1750 Hz
the frequencies all consists of either the BPF or a multiple thereof. For the broadband noise around
1750 Hz only the peak value is taken. Within brackets is the increase relative to the isolated propeller.

f [Hz] Isolated prop. [dB] Pylon prop. [dB] Pylon prop. blowing [dB]
508 69.8 76.8 (+7.0) 71.5 (+1.7)
1018 61.0 76.8 (+15.8) 62.7 (+1.7)
1528 54.5 70.8 (+16.3) 55.6 (+1.1)
1750* 53.0 59.0 (+6.0) 58.8 (+5.8)
2033 - 59.7 55.0
2543 - 65.1 52.3
3053 - 57.7 55.5

5.3.2. Conventional beamforming
To get the general behaviour of the location of the noise sources, beamforming was
first applied to a broad frequency range of 900 Hz to 8 kHz. The BPF, at 508 Hz, was
excluded from the first analysis by intention due to the expected low resolution.
Further on narrowband beamforming analysis will be presented including the BPF
clarifying this decision.

The scan plane was selected at y = −1 m according to Fig. 5.4 and the resolu-
tion for the grid spacing was set to 1 cm. The scan plane limits were (xmin, xmax) =
(−1.5,1.5) and (zmin, zmax) = (−2,0.5) to encompass both the experimental setup and
supporting structure. The duration of the recording for the microphone signals
was 32 s. Time blocks of 25 ms were used with 50% overlap to obtain the cross
spectral matrix (CSM) from 2559 estimates. This resulted in a frequency resolution
of 40 Hz. The CSM is used for the beamforming process. After obtaining the map,
the sources are shifted by 0.705 m in the x direction towards the flow to account for
both convection and refraction of the sound. The shift was found in the previous
section using the sparker source.

The result of conventional beamforming for the isolated propeller, pylon pro-
peller and pylon propeller including blowing can be seen in Fig. 5.16. The values
are given as absolute sound pressure levels with a dynamic range of 6 dB. An over-
lay was included in the beamform maps to indicate the position of the propeller,
support and pylon. The two crosses indicate the propeller plane.

For the isolated propeller in Fig. 5.16 (a) two main source distributions can be
seen around the propeller and on part of the support to the right. Both source dis-
tributions are around 69 dB in strength measured at the array. The source distribu-
tion at the propeller is expected, while the source around the support is preferably
absent or relatively low compared to propeller. It can therefore be concluded that
for the isolated propeller the noise coming off the support is of the same order as
the propeller and can influence the measurements in the given frequency range of
900 Hz to 8 kHz. This region of the support consisted of a pipe for the air retour
line and two horizontal stings holding and allowing for a sideslip angle. A simpler
support of only one horizontal sting might avoid this issue.

With the pylon installed, the result of Fig. 5.16 (b) is obtained. As expected
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from Fig. 5.15, a clear increase of noise can be seen (from 69 dB to 78 dB). Within
the dynamic range of 6 dB all the sources are located in between the propeller and
the pylon’s trailing edge. Sources only at the lower half of the propeller diameter
are found. This is expected as the lower part of the propeller rotates towards the
microphone array.

In Fig. 5.16 (c) beamforming can be seen with pylon blowing from the upper
part of the trailing edge. Also the same behaviour can be seen from Fig. 5.15, where
the levels are close to the isolated propeller case at 70 dB in the region between the
propeller and the trailing edge. Similar to Fig. 5.16 (a) a source distribution appears
at the same position of the support. For this case there is a difference in strength
between the two source distribution. The level around the support is seen to be
1 dB lower and the same level as Fig. 5.16 (a) but less distributed.

As noticed from Fig. 5.16 the resolution of the beamform images is relatively
low as expected from Table 5.1. The next subsection will use the deconvolution
technique CLEAN-SC and the high resolution version HR-CLEAN-SC to see if im-
provements can be made and (additional) sources can be distinguished.

(a) (b)

(c)

Figure 5.16: Conventional beamforming (CB) for the three configurations (a) isolated propeller, (b) py-
lon propeller and (c) pylon propeller with blowing. The configuration and support can be seen to be
outlined. The crosses indicate the two ends of the propeller plane.
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5.3.3. High resolution methods: CLEAN-SC and HR-CLEAN-SC
The beamforming analysis of the previous subsection is continued for the same
frequency range using CLEAN-SC and HR-CLEAN-SC. The dynamic range is in-
creased to 12 dB as sources are expected to be less spread by the deconvolution
process and, as a consequence, allow for the detection of more sources. The result
of beamforming is seen in Fig. 5.17. With the left column presenting CLEAN-SC
and right HR-CLEAN-SC.

For the isolated propeller in Fig. 5.17 (a) it can be seen that for CLEAN-SC the
result has become clearer where, as expected from Fig. 5.16 (a), sources are dis-
tributed in front of the propeller. For the noise sources originating from the support
two main contributions can be seen. One is from the section at x = 1.0 m where the
tube connects to the horizontal sting holding the propeller. The second disturbance
can be seen around x = 1.5 m and is partially outside the scan plane boundaries, cor-
responding to the lamp post holding both stings for the propeller and pylon. The
sources are also seen to be of lower strength indicated by the colour bar (which al-
ways has a range of 6 dB relative to the maximum found in beamforming). This can
be explained by the deconvolution process in CLEAN-SC exposing sources, which
are seemingly singular in Fig. 5.16 (a) to consist of multiple sources. Note that in
general two sources of the same strength result in an increase of 3 dB for incoherent
and 6 dB for coherent sources.

In Fig. 5.17 (b) the result for adaptive HR-CLEAN-SC can be seen for the iso-
lated propeller. The map differs from Fig. 5.17 (a) where the sources originat-
ing from the support are more tightly localized. For the propeller, the source
distribution is shifted mostly upwards away from the propeller plane, whereas
with CLEAN-SC it was distributed in the lower half of the propeller. Apparently,
the sources are shifted too much during the minimization procedure of the HR-
CLEAN-SC algorithm. In the next section it will checked if the same behaviour can
be seen for the peaks of the spectrum. For both methods it can again be concluded
that for the isolated propeller the support downstream has a significant contribu-
tion to the noise levels.

For the installed pylon seen in Fig. 5.17 (c) and (d) it can be seen that the noise
sources are localized closely to the propeller and no disturbance from other posi-
tions can be seen within the 12 dB range. For CLEAN-SC two sources of unequal
strength can be seen in the lower half of the propeller plane. For the HR-CLEAN-
SC procedure this would be an ideal test case as similar tests has been done by
Sijtsma et al. [15] and proven to be successful. In Fig. 5.17 (d) the result can be
seen where multiple sources have been found. Two sources can be seen around the
propeller tip and two stronger sources at the spinner. This indicates sources from
Fig. 5.17 (c) being split up and translated to the hub where interference from other
sources is lowest. While noise can originate from the rotor, it is expected that most
noise will come off the propeller blades. For Fig. 5.17 (d) the maximum strength is
decreased from Fig. 5.17 (c). The same reasoning can be applied as going from con-
ventional beamforming to CLEAN-SC. As explained in Section 2.4.5, HR-CLEAN-
SC assumes the sources found in CLEAN-SC to possibly interfere with each other
and by moving the sources around the interference can be minimized. This is ef-



5

120 5. Investigation of pylon-propeller noise interaction

fective when sources are closely spaced together increasing the resolution beyond
the Rayleigh criterion, which also separate sources and decrease their strengths.

Figure 5.17 (e) and (f) shows the pylon blowing to eliminate the interaction
noise of the wake with the propeller. Similar to the conventional beamforming re-
sult, the noise is reduced and sources can again be seen at the support. For Fig. 5.17
(e) several sources can again be seen in front of the lower half of the propeller
similar to Fig. 5.17 (a). An additional noise disturbance is revealed at the lower-
right region of the pylon. This can be attributed to the blowing mechanism, as air
is pushed through a small corridor matching this source position. For adaptive
HR-CLEAN-SC in Fig. 5.17 (f) similar behaviour is seen as Fig. 5.17 (b), where the
sources are distributed too far off, up from the propeller plane. The sources around
the support also move by a small amount while the source on the pylon stays at
the same position.

The next subsections will perform narrowband beamforming to select the most
interesting frequencies (peaks) found in Fig. 5.15 and see how it contributes to total
map.

5.3.4. Narrowband analysis: isolated propeller
This section will go in more detail using narrowband data to beamform. Only the
BPF and the multiples will be considered according to Table 5.2 with the exception
of the broadband peak which will be treated in a later subsection. Bands of 50 Hz
are used centered around the given peak. To increase resolution in frequency, time
blocks of 100 ms are used to construct the CSM. The duration of the recording was
again 32 s resulting in fewer blocks of 639 when using an overlap of 50%.

The result of conventional beamforming is seen in Fig. 5.18, including beam-
forming at the BPF for 508 Hz in Fig. 5.18 (a). The latter corresponds to the highest
peak found in Fig. 5.15 (a) and would contribute the most if included for broad-
band beamforming in the previous subsection. From Fig. 5.18 (a) it can be seen
that the source is localized far off from the propeller, but along the propeller plane.
Explanation why this may happen were given in Section 5.1.2 and because the res-
olution is very low, small errors can results in big shifts. Additionally, the propeller
radiates the BPF sound best around the Mach radius[16] which lies along propeller
plane. This position is also where beamforming would place the sources and is
confirmed as well in Fig. 5.18 (a).

For Fig. 5.18 (b) and (c) it can be seen that the peaks around the given frequency
would contribute the most for having noise originating from the support. The
higher peaks in Fig. 5.18 (d), (e) and (f) show the source primarily coming from the
propeller, but still considerable source strengths are seen on the support with 1 to
3 dB below the maximum found on the propeller. It can therefore be concluded that
for the isolated propeller, the tones highly interact with the support resulting in a
beamform map seen in Fig. 5.16 (a).

The deconvolved maps in Fig. 5.19 confirm the findings of Fig. 5.18, where the
sources are found at positions expected from Fig. 5.18. For the noise coming off
the support several sources can be seen confirming that for the narrowband the
source is distributed in the region around the tube connecting to the sting. When
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(a) (b)

(c) (d)

(e) (f)

Figure 5.17: CLEAN-SC beamforming (SC) for (a), (c) and (e). Adaptive HR-CLEAN-SC (HR) for (b), (d)
and (f). The three configurations isolated propeller, pylon propeller and pylon propeller with blowing
can be seen arranged in the rows.

the source is originating from the propeller, the location is also seen to be focused
on the lower propeller tip. With CLEAN-SC the difference in levels in Fig. 5.19
(c)-(f) between the sources coming off the support and the propeller is seen to be
larger than in Fig. 5.18 (c)-(f). This is caused by the interaction noise on the sup-
port indirectly caused by the propeller and is coherent with sources originating
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(a) (b)

(c) (d)

(e) (f)

Figure 5.18: Narrowband conventional beamforming (CB) for the isolated propeller with frequencies
listed in the subfigures.

directly from the propeller. CLEAN-SC is an iterative procedure, where for each
peak found, coherent sources with the found are reduced or removed. If the high-
est peak is first found on the support then any secondary peak being coherent will
be reduced, in this case the one directly from the propeller.

Using adaptive HR-CLEAN-SC in Fig. 5.20 results in slightly shifted source
compared to Fig. 5.19. The source from the BPF is closer to the propeller and corre-
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(a) (b)

(c) (d)

(e) (f)

Figure 5.19: Narrowband CLEAN-SC beamforming (SC) for the isolated propeller with frequencies
listed in the subfigures.

sponding Mach radius. In Fig. 5.20 (c) the source on the propeller is not visible in
the 12 dB range, where according to Fig. 5.18 (c) a source is to be expected. More in-
vestigation is needed to explain this behaviour as to why the algorithm moves the
source so far away. A possibility is that the method does not handle the movement
of sources well if the source in consideration is the 4th or higher number of source
found in regards to strength. For the other maps, the source is at the propeller tip
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(a) (b)

(c) (d)

(e) (f)

Figure 5.20: Narrowband adaptive HR-CLEAN-SC beamforming (HR) for the isolated propeller with
frequencies listed in the subfigures.

as expected.

5.3.5. Narrowband analysis: pylon propeller
For the installed pylon without blowing, conventional beamforming places the
source for all frequencies in the lower front of the propeller and behind the pylon
trailing edge. The exception is Fig. 5.21 for the BPF where the source is positioned
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downstream behind the propeller. It is not clear why the BPF source would be
moved downstream when a pylon is installed.

For the harmonics of the BPF there is a strong amplification observed from
Fig. 5.15 caused by installing the pylon. This results in Fig. 5.21 having the source
location well defined in front of the propeller without any other disturbances within
12 dB from the maximum. With CLEAN-SC in Fig. 5.22 similar results can be seen,
where for Fig. 5.22 (d)-(f) it reveals the sources to be slightly distributed in the x
direction between the pylon trailing edge and the propeller tip.

For adaptive HR-CLEAN-SC in Fig. 5.23 the source for the BPF is moved in pos-
itive z direction. Sources from the propeller are expected to be in the region of the
propeller rotating towards the microphone array, which means that HR-CLEAN-
SC possibly incorrectly moved the source. Because it is not exactly known how the
pylon interacts with the propeller this cannot be said with certainty. From Fig. 5.23
(b) the harmonic frequency responsibly for the spinner source in Fig. 5.17 (d) can
be seen. This contributes the greatest to the total map as the BPF is excluded. For
the other frequencies the sources are either at the propeller tip or distributed over
several sources in the region between the pylon trailing edge and the lower half of
the propeller plane.

5.3.6. Narrowband analysis: pylon propeller and blowing
From Fig. 5.15 it was observed that with blowing enabled with a mass rate of 60 g/s,
sound levels were back close to the levels of the isolated propeller. For the higher
harmonics in Fig. 5.24 (d)-(f) the sources are located at the lower tip of the propeller.
These contribute less than the lower frequencies for the overall noise and thus,
with blowing, most noise is again seen to come from the support at the right side
of the map. This is seen in Fig. 5.24 (b) and (c) where the noise coming directly
from the propeller is of lower strength. Similar to the pylon without blowing, the
BPF source is positioned downstream on the sting. This is shown more clearly
in Fig. 5.25 (a). Regarding source localization no significant differences are seen
for the other frequencies using CLEAN-SC compared to Fig. 5.24. Figure 5.24 (b)
and (c) show sources scattered around the lower propeller tip with its strength
around 8 dB lower than found on the support. This could mean that the sources on
the propeller are again reduced too much due to being coherent. Using adaptive
HR-CLEAN-SC only small movements of sources are seen in Fig. 5.26 (c)-(f). For
Fig. 5.26 (b) the propeller is void of any source within 12 dB, while for Fig. 5.26 (a)
the source is again moved up in the z direction.

5.3.7. Broadband noise investigation: the 1610 - 1900 Hz peak
This section investigates the broad peak seen between 1610 to 1900 Hz. The peak is
broad and likely not directly originates from the propeller as it was not a multiple
of the BPF. The broad peak had its absolute peak around 1750 Hz. Sinnige et al.
[3] found the peak to be caused by the vortex shedding at the trailing edge due to
the installation of the pylon. To investigate if the source can be located likewise,
a broadband range 1610 to 1900 Hz is used to perform beamforming. The results
are limited to only conventional beamforming and adaptive HR-CLEAN-SC. All
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(a) (b)

(c) (d)

(e) (f)

Figure 5.21: Narrowband conventional beamforming (CB) for the installed pylon and propeller with
frequencies listed in the subfigures. No pylon blowing is applied.

three configurations are considered. For the isolated propeller the pylon was not
installed, but broadband noise was seen for the same frequencies of lower strength
in Fig. 5.15 (a). The results are shown in Fig. 5.27.

For the isolated propeller in Fig. 5.27 (a) and (b), the source is mostly located on
the support in (a). A faint source in front of the lower propeller tip can be seen in
(a) which is absent in (b). From Fig. 5.27 (a) and (b) it can be concluded that for the
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(a) (b)

(c) (d)

(e) (f)

Figure 5.22: Narrowband CLEAN-SC (SC) for the installed pylon and propeller with frequencies listed
in the subfigures. No pylon blowing is applied.

isolated propeller the small bump in the spectrum around 1750 Hz is broadband
noise coming strongly from the support.

This source origin is still present in Fig. 5.27 (c)-(f), but now noise is originat-
ing more strongly from the lower half of the pylon. The adaptive HR-CLEAN-SC
result in Fig. 5.27 (d) and (f) are indicating this source to be on the pylon and not
at the trailing edge. It was already seen, and now confirmed by beamforming,
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(a) (b)

(c) (d)

(e) (f)

Figure 5.23: Narrowband adaptive HR-CLEAN-SC (HR) for the installed pylon and propeller with
frequencies listed in the subfigures. No pylon blowing is applied.

that enabling blowing does not significantly alter the strength of the sources (only
1 dB). The source position using either conventional beamforming or adaptive HR-
CLEAN-SC does not alter the position either. The position seems to indicate the
channel inside the pylon where the airflow is routed. Though it must be noted that
applying blowing has no effect on this source and its origin must only be due to
the installation of the NACA0010 pylon.

No other sources were found besides the source on the support. Therefore,
beamforming was unable to locate the source due to vortex shedding at the trail-
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(a) (b)

(c) (d)

(e) (f)

Figure 5.24: Narrowband conventional beamforming (CB) for the installed pylon and propeller with
frequencies listed in the subfigures. Blowing is applied with a mass rate of 60 g/s.

ing edge. The explanation why the source for this frequency region was positioned
on the pylon can also not be made with certainty. An additional shift of 10 to 14 cm
down stream would put the source at the trailing edge. This would cause an addi-
tional shift on top of the shift found by both calibration sources. The resultant shift
would then need to be applied for the propeller tones as well, which would put
those sources all off-position.
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(a) (b)

(c) (d)

(e) (f)

Figure 5.25: Narrowband adaptive CLEAN-SC (SC) for the installed pylon and propeller with frequen-
cies listed in the subfigures. Blowing is applied with a mass rate of 60 g/s.

It can be argued that there were inconsistencies between the calibration sources
regarding the shift. Still, only the sparker source shift (due to uncertainty of the
measured loudspeaker source) was used, which was the largest of the two. The
shift from the loudspeaker would result in position further away from the trailing
edge (upstream).
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(a) (b)

(c) (d)

(e) (f)

Figure 5.26: Narrowband adaptive HR-CLEAN-SC (HR) for the installed pylon and propeller with
frequencies listed in the subfigures. Blowing is applied with a mass rate of 60 g/s.

5.4. Conclusions
In this chapter an in-depth analysis has been made for noise source localization
and quantification of pylon interaction effects with pusher propellers. Blowing
was used to assess the noise effect of negating the wake caused by the pylon. The
incoming flow was set to 60 m/s for all experiments. For comparison three con-
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(a) (b)

(c) (d)

(e) (f)

Figure 5.27: Conventional beamforming (CB) for 1610 to 1900 Hz for the isolated propeller (a), pylon
propeller(c) and pylon propeller with blowing enabled (e). The same configurations using adaptive
HR-CLEAN-SC can be seen in (b), (d) and (f) respectively.

figurations were considered: isolated propeller; installed pylon and propeller; and
installed pylon blowing with propeller.

Due to the nature of the wind tunnel and the microphone array positioned out-
side the flow, convection and refraction of sound had to be taken into account dur-
ing beamforming. Two calibration sources were used for this purpose. The com-
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bined shift of convection and refraction was determined for the calibration sources
with and without flow using beamforming. Afterwards this shift was used to cor-
rect the beamform maps for the three configurations.

Due to the aperture of the microphone array and typical low frequency noise
originating from a propeller, it was expected that conventional beamforming would
result in low resolution source localization. Therefore, deconvolution methods
CLEAN-SC as well as high resolution method adaptive HR-CLEAN-SC were ap-
plied.

Averaged spectrum levels were obtained for the three configurations. These
showed that installing the pylon results in a severe noise penalty at the blade
passage frequency as well as its harmonics. Harmonics, otherwise not seen with
the isolated propeller, appeared with the pylon installed. Using blowing, most of
the tonal noise penalties found were reduced to the isolated propeller case. With
the pylon installed the addition of broadband noise was observed with a peak at
1750 Hz. This broad peak was seen to be independent of blowing, indicating an in-
stalled pylon effect only. Previous work indicated the cause to the vortex shedding
at the trailing edge.

Conventional beamforming for the band of 900 to 8000 Hz showed sources at the
propeller and the support for the isolated propeller. With the installed pylon with-
out blowing, sources were coming mainly from the propeller. This was likely due
to the significant increase of the tonal components. With blowing enabled, sources
appeared on the support as in the isolated propeller case and around the same po-
sition. The use of CLEAN-SC resulted in a clearer picture how sources are split
around the propeller and support. For the noise disturbance around the support
two separate parts were seen to be responsible. With the pylon blowing, a source
was seen around the blowing channel contributing to the overall noise. Adaptive
HR-CLEAN-SC which is able to reveal the positions of nearby sources, gave ad-
ditional insights. Out of a group of sources seen on the propeller, some sources
were found far away from the propeller plane while others stayed. However, noise
sources on the support and pylon were identified at the same position independent
of using adaptive HR-CLEAN-SC or CLEAN-SC. With narrowband beamforming
it was possible to identify which tonal frequency components came from the sup-
port and which from the propeller. Some tonal components showed sources of
even strength around the propeller and support indicating coherency. This proved
to be slightly troublesome using both CLEAN-SC and adaptive HR-CLEAN-SC,
where one source would either disappear or be reduced significantly, while the
other retained its value. Most other frequencies did not show this behaviour and
positioned sources at the propeller tip. In addition, adaptive HR-CLEAN-SC was
able to localize the sources more specifically, where one source seen in CLEAN-SC
would be split in multiple sources around the same position.

Beamforming for the vortex shedding frequencies resulted in sources origi-
nated on the pylon within 12 cm from the expected position at the trailing edge.
Higher resolution methods did not alter the source position, but only split up the
sources at the same distance from the trailing edge.

Using high resolution methods it was seen that CLEAN-SC, as a first step,
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shows good improvement of the beamform maps. Coherency of sources remains,
however, a problem and source strengths for these cases might deviate from the ac-
tual source strengths. CLEAN-SC does not provide resolution beyond the Rayleigh
criterion while adaptive HR-CLEAN-SC does. The latter showed mixed results,
where instances were seen where source localization seemed to be improved. Es-
pecially in small areas like the region around the propeller tip, it was seen that
adaptive HR-CLEAN-SC was able to identify multiple sources otherwise not seen.
Still, for some frequencies the sources seem to be shifted significantly off their ex-
pected positions. The adaptation of the µ-parameter during the procedure might
be off for some frequencies, resulting in sources moving far off their expected posi-
tions. Also, simulations with multiple coherent and incoherent sources need to be
assessed, preferably in two or more groups including convection and refraction of
the sound to see how the method behaves.
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6

Ducted propeller noise
shielding investigation

Ducted propellers are an interesting design choice for UAV concepts due to a po-
tential increase of the propeller efficiency. In such designs, it is commonly assumed
that introducing the duct also results in an overall noise reduction. The objective
of this work is to experimentally analyze and quantify noise of a ducted propeller
suitable to be installed on a medium size UAV (wingspan 5 −10 m). A microphone
array is used for recording the noise levels at each microphone position and used
collectively to localize noise sources with beamforming. Different types of noise
sources are considered (an omni-directional source and a propeller). In addition
the effect of the presence of an incoming airflow is assessed. With no incoming
airflow it is found that the duct significantly modifies the noise radiation both in
the frequency and the spatial domain. With an incoming airflow, the effect of the
duct on the frequency content of the signal is almost eliminated. The fact that for
this case the harmonics become lower results in a reduction of the received noise
levels. Also the directivity changes. These insights are of importance in efforts to-
wards modeling the effects of ducts for complex noise sources such as propellers.
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6.1. Introduction
The flexibility and wide range of possible applications make Unmanned Aerial Ve-
hicles (UAVs) an object of continuous research. An important focus of such work
is the propulsion system and ways of improving its efficiency. UAVs operate at
low Reynolds numbers, meaning that the viscous effects are predominant, which
decreases the efficiency of the propellers [1, 2]. A ducted propeller is a common so-
lution to increase the efficiency of the propulsion system [3, 4], which is especially
beneficial for UAVs driven by electric motors due to their limited battery capacity
[5]. The duct increases the mass flow rate by reducing the slipstream contraction,
increasing the overall thrust and suppressing vortex shedding. This supression
leads to a reduction in tip induced drag [6, 7]. Additionally, ducts provide protec-
tion by containing the blades in the event of blade failure.

A ducted propeller is thus commonly referred to as a way of improving the
propulsive efficiency of the UAV but also as a way of reducing noise emissions
[8, 9], although recent work indicates a slight increment of noise when a hard wall
duct, without lining, is introduced [10].

Sound propagation in a duct poses a complex problem. The total sound pres-
sure field is expected to consist of a superposition of different propagating modes
in the axial and the radial direction of the duct (azimuthal and radial modes) [11].
Higher frequency content of sound sources generates more modes, and per mode,
the sound is expected to cut off at a certain frequency and decay exponentially in
the lengthwise direction of the duct. This theoretical behavior is well understood
for an infinite duct with and without axial flow. Work has been done to obtain
approximations for semi-infinite ducts [12]. Still, prediction of sound propagation
in finite ducts poses to be a difficult task and is usually estimated computationally.
This becomes even more cumbersome in case a complex source such as a propeller
is considered.

For propellers, the noise consists both of tonal and broadband noise [9, 13]. The
different mechanisms that originate broadband noise are for example, the blade
tip clearance, and the interaction of the wake generated by the fan blades with the
duct boundary layer.

This work aims to experimentally assess the effect of a hard wall duct on the
noise radiation of a propeller. Dimensions of the duct and the propeller used in
the experiments are typical of a medium size UAV with a wingspan of 5 −10 m
[14]. The noise measurements are performed in an open-jet anechoic wind tunnel
facility, with and without incoming airflow.

The design of the duct is out of scope of this work and the main objective is the
characterization of the noise radiation of a simple duct, which serves as a baseline
for later modifications.

An acoustic array is used to determine the noise levels at different microphone
positions, providing a wide range of observer positions relative to the source. The
microphones are used individually to record the levels of sound and collectively to
perform beamforming. Beamforming identifies the most important sound sources
in the experiments, and as such is an indispensable tool to understand the noise
radiation.
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As a first step, the noise behavior of an onmidirectional source in the duct with-
out incoming flow is considered. In this way the resultant noise radiation is only
due to the mode propagation and reflections inside the duct, and diffraction by
the edges. The omnidirectional source is then replaced by the propeller and the
two cases are compared. The propeller has a strong noise directivity and the wake
generated by the blades interacts with the duct, which affects noise radiation. As
a next step experiments are conducted with the ducted propeller under a uniform
incoming airflow and the results are compared with the measured levels in case no
flow is present.

When the duct is introduced, the propeller thrust changes, which affects the
noise characteristics of the propeller. Therefore, changes in noise radiation verified
between the ducted and unducted propeller can erroneously be attributed to the
duct alone when in fact they are also due to changes of propeller noise. A final
experiment investigates this effect by adjusting the rotational speed in order to
obtain the same thrust for the isolated and ducted propeller. This clarifies how
much the duct alone influences noise radiation.

This work contributes to a clearer assessment of noise attenuation by a duct
and as such contributes to future designs of ducts and measures such as lining for
reducing the acoustic footprint of an UAV.

From Chapter 2 the methods are used for assessing individual microphone
pressure levels and beamforming. Section 6.2 discusses the experimental setup,
describing the duct and propeller geometry as well as the acoustic room and the
microphone array. Section 6.3 presents the findings of the different experiments.
The final section presents the conclusions of this work.

6.2. Experiment
6.2.1. Duct geometry and noise sources
The duct used in the experiment is custom built at the TU Delft and is based on
a Clark-Y profile. Although this is not a very efficient profile, it was selected so
the propeller has constant tip clearance from x/c =0.3 m, which is useful for other
experiments. This duct is not a final design, but simply a baseline for future modi-
fications.

A cut section of the aluminum duct can be seen in Fig 6.1. The inner diameter of
the duct is 30 cm, the chord length is 15 cm and the thickness is 11.7 % of the chord
length.

Two different noise sources were used in the experiments: an omni-directional
source and a propeller. Both sources are centered in the duct in the radial and axial
direction as seen in Figure 6.1 and Figure 6.2. The distance of the source relative to
the array is fixed at 1.46 m.

The omnidirectional source is a customized Miniature Sound Source type QindW
developed by QsourcesTM. It has an oblong shape with a length of 11 cm and a
diameter of 2.0 cm. The sound source has a flat frequency response from approxi-
mately 0.50 to 6.3 kHz when driven by white noise.

The small 3-blade propeller is a Master Airscrew E-MA1260T and is connected



6

140 6. Ducted propeller noise shielding investigation

30 cm

15 cm

7.5 cm

Figure 6.1: Cut section of the duct. The airfoil is a Clark-Y profile with chord of 15 cm. The inner
diameter of the duct is 30 cm. The dotted cross at the center of the duct indicates the position of the
omni-directional noise source and propeller.

(a) (b)

Figure 6.2: The omni-directial source (a) and the propeller (b) positioned in the center of the duct.

to a Kontronik PYRO 700-45 Brushless motor. The motor is controlled with an
electronic speed control (ESC) using a Kontronik Jive PRO 80+ HV. The diameter of
the propeller was initially 30 cm but it was trimmed in order to have a tip clearance
of 2 mm inside the duct. The propeller was 3-D scanned (Figure 6.3) to obtain an
approximate geometry and airfoil for the simulations (see Appendix D).

In the experiments with the propeller the power applied to the motor termi-
nals was varied between 35 % to 90 % of the maximum power (210 W). In the re-
sults presented the propeller was set at 85 %, corresponding to a rotational speed
of 7500 RPM. Other values of rotational speed were also analyzed but led to the
same conclusions.

6.2.2. Anechoic room and microphone array configuration
The noise is measured using a microphone array consisting of 64 G.R.A.S. 40PH
CCP free-field array microphones [15]. The microphones were calibrated individu-
ally using a G.R.A.S. 42AA pistonphone [16]. The data acquisition system (DAS) is
composed of 5 National Instruments PXIe-4499 sound and vibration data acquisi-
tion modules controlled by a NI PXIe-8370 remote control module and a NI RMC-
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Figure 6.3: 3D scan of the propeller (black dots) and blade reconstruction in CATIATM.

8354 controller. The uncertainty associated to the measurements of the acoustic
array was experimentally determined as 0.5 dB.

The structure of the array was designed to reduce acoustic reflections while al-
lowing different microphone array configurations [17]. The free-field behavior of
the anechoic room was assessed following the guidelines of the ISO3745 [18]. All
frequency bands above 315 Hz fulfill the standards [19]. The average reverberation
time is 0.25 s, which corresponds to the anechoic category of ISO3382 [20].The back-
ground noise was assessed and it is such that it is not expected to interfere with the
noise measurements [19].

The test section is placed in the center of the anechoic room (5.4 m by 5.4 m) and
has a circular shape with a 60 cm diameter. This means that the ducted propeller is
contained in the jet. The experimental setup is illustrated in Figure 6.4.

Microphone array

Duct

Test section

Flow direction

Figure 6.4: The experimental setup in the Anechoic Vertical Low Turbulence Wind Tunnel at the TU
Delft. The duct is positioned in front of the TU Delft optimized array consisting of 64 microphones with
an aperture of 1.9 m.

The microphone configuration used is the TU Delft Optimized Array distri-
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bution [21, 22], which provides the best trade-off between the Main Lobe Width
(MLW) and Maximum Side lobe Level (MSL) in beamforming. The recording time
for every microphone is set to 60 s.

6.3. Results
6.3.1. Comparison of noise from ducted and unducted sources
Omni-directional source
The first case analyzed is the omni-directional source with no incoming airflow.
There is no disturbance of the medium and the noise is affected only by the mode
propagations of the duct, reflections and subsequent diffraction by the leading and
trailing edge.

The Power Spectral Density (PSD) is obtained as an average over the micro-
phones, and is shown in Fig. 6.5. The red line corresponds to the source only
and is, as expected, approximately flat over frequencies of 400 − 6000 Hz. With the
duct present, the spectrum changes, showing a periodic behavior, as expected for
sound propagation in ducts. In general, there will be resonance and anti-resonance
frequencies inside the duct [23, 24]. Furthermore, it is expected that different prop-
agation modes will be generated each having its own cut-off frequency [25, 26]. As
the duct used in this experiment is an open duct of small length, the exact behavior
in the far field is hard to predict. Still, typical duct behavior can be seen in Fig.
6.5. As the omni-directional sound source is relatively flat in the given frequency
range, Fig. 6.5 can also be seen as an approximated frequency response of the duct
observed at the position of the array. To investigate whether also a change in direc-
tivity occurs due to the duct, Fig. 6.6 shows the noise changes in terms of Overall
Sound Pressure Level (OSPL) at the microphone locations.

Figure 6.5: Averaged Spectrum Level over the microphones in the array for the omni-directional source
in red and the modified spectrum with the duct on in blue. The green line indicates the background
spectrum with the source off

Negative values indicate noise reduction when the duct is introduced (val-
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Figure 6.6: Difference in OSPL of the omnidirectional source over the acoustic array (bandpass filtered
between 400 Hz to 6000 Hz) when the duct is introduced. The outline of the duct on the array is shown
in the center. The red dashed lines at y =±0.35 m indicate the region with maximum values of noise
reduction.

ues calculated using Equation (2.26)) and positive values indicate amplification
of noise. Two bands can be distinguished from the figure for which there is a re-
duction of roughly 2 to 3 dB at y = ±0.35 m (red dashed lines). At y = 0 m, which
is at the center of the duct, there appears to be a slight reduction of the noise level
of around 1 dB, a value that is close to the uncertainty associated to the measure-
ment (0.5 dB). This region is in the shadow zone, which implies that the resulting
sound is mostly due to diffraction by the duct’s edges. There is some construc-
tive interference for locations at the top and bottom of the microphone array with
reinforcement of noise around 2 dB.

It can be concluded that placing the duct significantly affects the measured PSD
but effects with regards to directionality are limited (3 dB).

Propeller without incoming airflow
The PSD of the propeller set at 85 % of the maximum power, with no incoming
airflow, is shown in Fig. 6.7, both without duct (in red) and with duct (in blue). The
spectrum of the ducted omni-directional source (in gray) is shown for comparison
purposes. It is clear that there is an increase of noise for most frequencies when
the duct is introduced, except for the first harmonic. Compared to the isolated
propeller, the harmonics are no longer visible for frequencies above 2 kHz. Whereas
the ducted propeller shows a PSD with a smooth oscillating behavior that is similar
to that of the ducted omni-directional source, the frequencies of resonance and anti-
resonance have changed completely.

A clear change in directivity is visible from Figure 6.8, showing the difference
in OSPL with and without the duct. No regions with reduced levels of noise are
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present and an increase of noise up to 12 dB is found at the top and bottom of
the array. The spatial behavior is very different from that observed for the omni-
directional source. The lower increase in noise level is at the center of the array, in
contrast to what was observed in Figure 6.6.

Figure 6.7: Averaged spectrum level over the microphones for the propeller at 85 % of the maximum
power corresponding to a propeller speed of 7500 RPM. The stars and crosses indicate the BPF and its
first three multiples for the isolated and ducted propeller, respectively. As a comparison the ducted
omnidirectional sound source is shown in gray.

Figure 6.8: Difference in OSPL for the propeller at 7500 RPM, with no incoming airflow, in the acoustic
array when the duct is introduced (filtered between 50 to 8000 Hz). The outline of the duct on the array
is shown in the center.

It can be concluded that again, the PSD is completely modified due to the place-
ment of the duct. In contrast to the omni-directional source, now only increases
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in noise levels are found. This is hypothesized to be due to the creation of ad-
ditional broadband noise sources as the propeller disturbs the quiescent medium
and creates for example, trailing edge noise due to the propeller slipstream inter-
action with the duct. In addition, the directivity significantly changes due to the
placement of the duct (see Figure 6.8). This means that when considering noise of a
ducted propeller its radiation properties, both in the frequency and spacial domain,
cannot be directly derived from the isolated propeller properties.

Propeller with incoming airflow
Figure 6.9 and Figure 6.10 show the effect of placing the duct around the propeller
in case of airflow (10 m/s), on the PSD and the spatial distribution of the noise
levels. The placement of the duct results in a slight increase of broadband noise,
but a decrease in the levels of the harmonics. The latter is reflected in Figure 6.10,
showing significant reduction in noise levels for all microphones. Compared with
the situation without airflow, still the lower levels of noise are located at the center
of the array.

Figure 6.9: Averaged Spectrum Level over the microphones in the array for the propeller set at 85 % of
the maximum power (with airflow at 10 m/s), and the modified signal with the duct on. The stars and
crosses indicate the BPF and its first multiple for the isolated and ducted propeller respectively.

The effect of the duct now is very different compared to the case without air-
flow. Apparently the duct placed around a propeller with no incoming airflow
creates an additional noise source, represented by the blue line of Figure 6.7. We
hypothesize that this noise originates from the tip vortices interaction with the duct
walls. These sources remain up their location as there is no airflow upstream. An
observation supporting this hypothesis can be the relatively close agreement be-
tween the blue and gray line of Figure 6.7, representing a typical duct propagation.
The absence of this source (blue line in Figure 6.8) in the case with airflow no longer
dominates (and thus reveals) the PSD of the isolated propeller. These assumptions
will be further investigated in the next section where beamforming is applied to
localize noise sources.
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-7.3

-1.8

Figure 6.10: Difference in OSPL of the propeller at 7500 RPM, with incoming airflow, in the acoustic
array when the duct is introduced (filtered between 50 to 8000 Hz). The outline of the duct on the array
is shown in the center.

6.3.2. Beamforming
As a first step the ducted omni-directional source is considered, as this reflects a
typical duct propagation configuration. Peaks and valleys of Fig. 6.5 were chosen
for beamforming between 2 and 6 kHz, i.e. multiple frequency bands were cho-
sen for either the valleys or peaks in this range. The frequency of 2 kHz was cho-
sen as it is higher than the Rayleigh criterion so that sources at both sides of the
duct can be discerned. The upper frequency of 6 kHz was chosen as it is close to
the upper frequency limit for which the source could reliably emit sound omni-
directional. In the case of noise reduction (Fig. 6.11a), the main source is located
on the leading edge. However, for the case which corresponds to amplification of
noise (Fig. 6.11b), there are sources of equal magnitude on the leading and trailing
edges of the duct, reflecting variations in duct propagation with frequency.

In the case of the propeller, noise decrease is observed mostly at the first har-
monic (according to the spectra of Figure 6.8) but beamforming of such a low fre-
quency does not provide enough resolution to clearly identify noise sources. There-
fore, beamforming was performed between 2 and 5 kHz.

It appears that the propeller noise sources without the duct do not lie exactly
on the propeller plane as seen in Fig. 6.11c. The main source for both figures is
located at the right which is the direction of the propeller rotation towards the ar-
ray. Similar behavior was seen in previous work [27], where beamforming would
not exactly position the sources at the propeller plane for certain tones due to the
source being non-compact and coherent. Under no airflow the beamforming plots
of the isolated and ducted propeller (Figure 6.11c and Figure 6.11d) are very differ-
ent. Not only the strength of the noise sources increases as the duct is introduced,
but also a new noise source is identified at the leading edge. This confirms the hy-
pothesis stated before that the combined effect of the resonance (as also observed
for the omni-directional source) and the interaction of the turbulent flow with the
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(a) Omni-directional source for valleys. (b) Omni-directional source for peaks.

(c) Isolated propeller, with no incoming airflow. (d) Ducted propeller, with no incoming airflow.

(e) Isolated propeller, with a constant incoming
airflow.

(f) Ducted propeller, with a constant incoming
airflow.

Figure 6.11: Beamforming of (a) and (b) are from the spectrum in Fig. 6.5 between 2 to 6 kHz. Beamform-
ing of (c), (d), (e) and (f) are between 2 to 5 kHz.

duct are the reasons behind an increase of noise levels.
The beamforming plots with incoming airflow of Figure 6.11e and Figure 6.11f
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reinforce such assumptions since in this case there is no evidence of new noise
sources when the duct is introduced. The slight increase of broadband noise be-
tween 2000 −5000 Hz is the responsible for the 2 dB increase between Figure 6.11e
and Figure 6.11f. The constant airflow moves the turbulent noise sources upstream
resulting in diffraction effects on the edges but not so much in duct propagation.
No localized noise sources are seen on either of the duct edges.

6.3.3. Noise of a ducted propeller with thrust corrections
In the previous section, the same power was used for the isolated propeller and
ducted propeller, and the maximum value of noise reduction found was around
7 dB (Figure 6.10). However, the duct affects the performance of the propeller,
which results in a different value of thrust [10] for the same power of the motor.
In this section it is evaluated if correcting the power, in order to obtain the same
value of thrust for the isolated and ducted propeller, affects significantly the noise
levels.

In this subsection, it is experimentally determined for which rotational speed
of the propeller the value of thrust is the same with and without the duct. Subse-
quently the effect of the duct on noise radiation is reevaluated. The method used
to determined the thrust experimentally is briefly explained below.

The thrust coefficient is approximated from

CT = 2π

16ρn2
revR4

∫ R

0
∆ps drp . (6.1)

Here ρ is the air density, R is the radius of the propeller, nrev is the number of
rotations per second, rp the distance to the root of the propeller and ∆ps is the
difference in static pressure before and after the propeller disk plane.

In this work the static pressure ps is approximated using the value of the total
pressure pt , since only small differences are expected between the total and static
pressure in this experiment, conducted under low speed conditions.

The advance ratio of the propeller, J , was varied between 0.26 to 0.42 , and the
incoming flow was set constant at 10 m/s. The advance ratio is calculated using

J = U

2nrevR
, (6.2)

with U the undisturbed flow speed.
The thrust is determined for each value of J , both for the isolated and ducted

propeller. Therefore, once all the values of J and CT are determined, it is possible to
determine which values of J correspond to the same CT for the ducted and isolated
propeller. This is done by the means of linear interpolation.

The value of ∆pt (≈ ∆ps) is determined by measuring the total pressure up-
stream of the propeller and in the free stream, using two Pitot tubes. The Pitot
tube in the free stream is fixed and the Pitot tube upstream of the propreller disk
is moved from the root to the tip of the blade in increments of 1 cm. This exper-
imental setup is shown in Figure 6.12 and the thrust coefficients obtained for the
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(a) Isolated propeller. (b) Ducted propeller.

Figure 6.12: Setup used in the experiment to measure the thrust of the propeller.

Advance ratio, J 0.42 0.38 0.35 0.33 0.31 0.29 0.27 0.26
Propeller CT 2.3 3.7 4.3 5.1 5.3 5.8 5.9 6.2
Ducted propeller CT 2.9 3.7 4.3 4.7 5.1 5.2 5.4 5.5

Table 6.1: Values of thrust coefficients CT (×102) with and without the duct and with a constant incom-
ing flow for advance ratios J .

isolated and ducted propeller are displayed in the first and second row of Table D.1,
respectively.

In Appendix B, a model is used for predicting CT to confirm that indeed the
measured CT values are of the order of magnitude as theoretically expected.

The experimental results of Table D.1 are used to find the advance ratio J for
which the propeller and the ducted propeller have the same value of CT. Table 6.2
shows the results for two selected values of CT. For the lower values of J the thrust
coefficient is higher for the isolated propeller than for the ducted propeller, indicat-
ing that the geometry of the duct is not the best design choice from a performance
perspective.

The values of CT were selected based on typical operational conditions during
flight (corresponding to 75 % and 85 % of the total power). The corresponding pro-
peller settings (J) do not differ much when corrected for the same thrust (less than
5 % of relative difference) but still can affect noise levels. Therefore the ducted pro-
peller was set at the new values of J of Table 6.2 and the noise levels were measured
again at the microphone array.

Figure 6.13 shows the histogram of the measured noise reduction by placing
the duct when the rotational speed of the propeller is kept constant (red line) and
when it is adjusted for the same thrust (black line). For the first case interpolated
in Table 6.2, represented in Figure 6.13a, the majority of the microphones show
noise reductions of −2 dB for both the adjusted and non-adjusted rotational speed.
So, no significant error is obtained in this case by not considering the same thrust
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Configuration Advance ratio, J CT ×10−2

Isolated Propeller 0.310 5.3Ducted propeller 0.302
Isolated Propeller 0.270 5.9Ducted propeller 0.263

Table 6.2: Interpolated values of advance ratio (J) for equal values of the thrust coefficient.

(a) CT = 5.3×10−2. (b) CT = 5.9×10−2.

Figure 6.13: Histogram of ∆Lp : a) Propeller and ducted propeller generating thrust equal to CT =
5.3×10−2 and CT = 5.9×10−2.

for the isolated and ducted propeller. However, for the second value of CT, the
histograms of Figure 6.13b are different. Before considering the same thrust for the
isolated and ducted propeller the majority of the microphones correspond to noise
reduction values of around −6 dB, and after the correction, this value is around
−2 dB.

Therefore, the values of noise reduction due to placing a duct as presented in
the previous section with airflow (seen in Fig. 6.10) were overestimated. This leads
to the conclusion that the noise reduction for the same propeller rotational speed is
also a consequence of the reduction of thrust caused by placing the propeller inside
the duct and not only of the duct acting as a barrier between the noise source and
observers.

6.4. Conclusions
The rapid increase of the UAV applications has initiated the need for capabilities
to model the noise radiated by these systems. Typical UAV propulsion systems
consist of a ducted propeller and as such a model for the noise radiation of these
ducted propellers is needed. In this contribution, as a step towards the develop-
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ment of these models, experiments have been conducted to investigate the charac-
teristics of noise radiation from ducted propellers.

From experiments with an omni-directial noise source and a propeller, without
incoming airflow, it is found that using measurements for the unducted case will
not provide relevant information for the case with a duct placed around the noise
source. The noise radiation behavior, once the duct is placed, changes drastically.
Either complex modeling or dedicated measurements are needed to predict the
noise radiation for the ducted case.

In case airflow is present the situation changes completely, and now the noise
radiation from the unducted and ducted case are highly similar. It is hypothesized
that in this case the turbulent structures created by the propeller are convected
with the airflow and that as such these moving sources do not result in a source
configuration that induces duct propagation.

The effects of the duct on the PSD are limited to:

• Increasing broadband noise,

• Decrease of the first harmonics.

For the case considered an overall decrease in noise level was found. But as
stated above, the PSD of the unducted case is representative for the ducted case.

As such, this work has shown that using source characteristics measured with-
out a duct can be used for modeling purposes in case a duct is introduced, since
always airflow will be present in real applications. This especially holds for the
PSD but can also be an initial assumption for the directivity.

For assessing the effect of the duct on the overall sound level, it is important to
ensure that the aerodynamic performance of the propeller does not change due to
the presence of the duct. An experimental investigation concluded that significant
deviations can be present if this effect is not taken into account.
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7

Conclusions

The use of microphone arrays proves to be an indispensable tool for aeroacoustic
experiments. Knowledge of the underlying principles of beamforming as well as
acoustic propagation is very important and can result in obtaining good (or bad)
results. Using this knowledge, advanced methods can be developed to restrict the
uncertainty in results. The performance was seen to depend on several factors.

Optimization techniques were employed to minimize interpretation errors in
comprehending the source map. This provided good results for the attainable spa-
tial resolution for the main lobe surpassing Rayleigh’s criterion, as well as provid-
ing a region around the main lobe which is seen to be clear of sidelobes. Still, in
practice some limitations cannot be circumvented.

When dealing with low frequency noise the limitation of the microphone ar-
ray’s aperture has to be taken into account. The dominant propeller noise is usually
at low frequencies (typically up to 500 Hz for the blade passage), and can therefore
limit localization. In general, better spatial resolution can be achieved by either
having a larger aperture array or positioning the array closer to the source. Due
to experimental restrictions, limitations of positioning the array are not uncom-
mon. Therefore determining the frequency content of interest for the measurement
can help to determine if beamforming results are acceptable. The use of an opti-
mized array or high resolution methods somewhat circumvent these restrictions,
but source identification can still prove to be limited for these low frequencies.

The appearance of sidelobes was seen to be reduced in an area of interest using
the optimization procedure. For further reduction, increasing the amount of mi-
crophones is helpful, and generally the sidelobe level goes down with increasing
number of microphones. Especially for the higher frequencies the improvement
will be seen to be evident. Further increasing the amount of microphones for a
fixed frequency can appear stagnant in regards to beamforming, but improvement
is still likely to be seen for a higher frequency. For the experiments performed in
this thesis sidelobes were not seen to be of big concern, indicating that increasing
the number of microphones (for a fixed aperture) is not required.

For wind tunnel experiments with flow, convection and refraction of sound has
to be accounted for with great care, since this will, regardless of the method, result
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in incorrect source positions. It was seen that a simple refraction correction can
provide very good results. To make the correction easy to perform, it is preferable
to have the wind tunnel nozzle geometry resulting in a shear layer parallel to the
microphone array plane. Otherwise, a calibration sound source has to be used to
determine the offset in position. The offset can depend on where the source is
positioned in the flow, so it is still preferable to use (at least a simple) refraction
correction which can be based on a calibration source as well.

In general, coherent sources are not specifically taken into account during the
beamform process. For aeroacoustic experiments sources are more often than not
coherent. In this regard conventional beamforming (even though it is not a specific
coherence method) can still provide additional information which other advanced
methods cannot. This can be of importance for airfoil noise or interaction noise
of a propeller. For airfoil noise the distributed sources can be coherent while a
harmonic of a propeller can highly interact with the (supporting) structure.

Therefore, wind tunnel experiments conventional beamforming should always
be applied and any additional (advanced) method should be seen as a convenient
addition. It is also very helpful to perform beamforming for scan planes perpen-
dicular to the array plane. Using only a single plane parallel to the microphone
array requires to know the beamforming distance in advance. This is not neces-
sarily known for every experiment and several noise sources can arise at different
beamforming distances. Using the optimization method of Chapter 4 for source
positioning in 3-D, or an additional scan plane perpendicular to the parallel scan
plane, can help to confirm (or find) the proper beamform distance. More planes
can also further help in finding disturbances (such as reflections) in the wind tun-
nel environment which can possibly affect results. For using perpendicular planes,
attention has to be put on the spatial resolution in the direction perpendicular to
the array. For a planar array the resolution is very low.

It would be recommended to use 3-D conventional beamforming to obtain all
noise sources in a wind tunnel environment as a first step using a very coarse grid
(and possibly part of troubleshooting). Having seen the general noise source be-
haviour, and confirming the absence of external disturbances, scan planes can sub-
sequently be selected with a fine grid for an area of interest. To overcome the low
resolution in the third dimension, a microphone array configuration could be de-
veloped encompassing the whole test section. As no parametric model exist for
effectively configuring a 3-D microphone array, an optimization procedure would
provide to be the ideal method. To determine the positions for these microphones,
a set of desired constraints can be formulated and imposed on the objective func-
tion. The objective function can be a generalized form of the ones presented in
Chapter 3. To restrict the computational times, high resolution optimization meth-
ods would only be recommended after deciding the planes of interest from the 3-D
beamforming result.
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Objective function for array
optimization I

The integrand of Eq. (3.16) can be written as∣∣∣∣∣ N∑
n=1

e−i(kx xn+ky yn)
∣∣∣∣∣
2

=
N∑

m=1

N∑
n=1

e−i(kx xm+ky ym)ei(kx xn+ky yn)

=
N∑

m=1

N∑
n=1

e−i[kx (xm−xn )+ky (ym−yn )].

(A.1)

It is convenient to transform the integration to spherical coordinates using

kx = kcos(θ)sin(φ)

ky = ksin(θ)sin(φ)
, (A.2)

where the relation can be seen in Figure 3.2. The change in coordinates (kx ,ky ) to
(θ,φ) requires the change of ’surface’ element dkx dkx to dθdφ. We can get this from
the Jacobian using

J =
 ∂kx

∂θ
∂kx
∂φ

∂ky

∂θ

∂ky

∂φ

=
[

ksin(θ)sin(φ) −kcos(θ)cos(φ)

−kcos(θ)sin(φ) −ksin(θ)cos(φ)

]
, (A.3)

and the change in surface element for the integral according to

dkx dky = |det(J)|dθdφ= k2cos(φ)sin(φ)dθdφ (A.4)

Using Eq. (A.1) and the coordinate transformation given by Eqs. (A.2), Eq. (3.16)
becomes

J (~x1, · · · , ~xN ) = 1

N 2

N∑
m=1

N∑
n=1

φmax∫
φmi n

2π∫
0

k2cos(φ)sin(φ)e−i ksin(φ)[(xm−xn )cos(θ)+(ym−yn )sin(θ)]dθdφ.

(A.5)
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Integration takes place over all angles, 0 ≤ θ ≤ 2π, this means that the addition of
any constant angle β will not change the result of the integration, i.e.

2π∫
0

f (θ)dθ =
2π∫

0

f
(
θ+β)

dθ. (A.6)

Applying this to Eq. (A.5) results in

J (~x1, · · · , ~xN ) = 1

N 2

N∑
m=1

N∑
n=1

φmax∫
φmi n

2π∫
0

k2cos(φ)sin(φ)e−i ksin(φ)[(xm−xn )cos(θ+β)+(ym−yn )sin(θ+β)]dθdφ.

(A.7)
To obtain a solution we will use for the constant angle β

tan(β) = ym − yn

xm −xn
. (A.8)

In Figure A.1 we can see the relation between the angle β and the distance dmn

xm −xn

ym − yn

β

dmn

Figure A.1: Relation between the angle ϕ and the sides of the triangle.

between two microphones n and m. From this figure we get

xm −xn = dmncos(β)

ym − yn = dmnsin(β),
(A.9)

with
dmn =

√
(xm −xn)2 + (

ym − yn
)2. (A.10)

The exponent of the integrand in Eq. (A.7) can be rewritten as

(xm−xn)cos(θ+β)+ (ym − yn)sin(θ+β)

= dmn
[
cos(β)cos(θ+β)+ sin(β)sin(θ+β)

]
= dmncos(θ),

(A.11)

which simplifies Eq. (A.7) to

J (~x1, · · · , ~xN ) = 1

N 2

N∑
m=1

N∑
n=1

φmax∫
φmi n

k2cos(φ)sin(φ)

2π∫
0

e−i ksin(φ)dmn cos(θ)dθdφ. (A.12)
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The inner integral over θ can be written as

2π∫
0

e−i ksin(φ)dmn cos(θ)dθ =
2π∫

0

cos
[−ksin(φ)dmncos(θ)

]
dθ+ i

2π∫
0

sin
[
ksin(φ)dmncos(θ)

]
dθ,

(A.13)
where the integrand of the imaginary part is an odd function with period 2π which
results in the integral being zero. For the integral containing the cosine, it can be
graphically seen as the integrand to be a periodic function with frequency 2θ. This
results in

2π∫
0

e−i ksin(φ)dmn cos(θ)dθ = 2

π∫
0

cos
[
ksin(φ)dmncos(θ)

]
dθ (A.14)

The integral on the right-hand side of Eq. (A.14) is known as the Bessel function
of the first kind with zero order, i.e.

∫ π
0 cos

(
ksin(φ)dmncos(θ)

)
dθ =πJ0(ksin(φ)dmn).

Using the Bessel function we can write the objective function as

J (~x1, · · · , ~xN ) = 2π

N 2

N∑
m=1

N∑
n=1

φmax∫
φmi n

k2cos(φ)sin(φ)J0
(
ksin(φ)dmn

)
dφ. (A.15)

For the case m = n, dmn = 0 so J0(0) = 1. Using this given information we can split
up the summation as

J (~x1, · · · , ~xN ) = π

N 2

 N∑
n=1

φmax∫
φmi n

2k2cos(φ)sin(φ)dφ+2
N∑

m=1

N∑
n=1
n 6=m

φmax∫
φmi n

k2cos(φ)sin(φ)J0
(
ksin(φ)dmn

)
dφ

 .

(A.16)
Using d(sin2φ) = 2cos(φ)sin(φ)dφ the first part on the right-hand side is

N∑
n=1

φmax∫
φmi n

k2d(sin2φ) =
N∑

n=1

[
k2sin2φ

]φmax

φmi n
= N k2 [

sin2(φmax )− sin2(φmi n)
]

. (A.17)

The second part can be solved using the substitution u = ksin(φ)dmn , du = kcos(φ)dmndφ
to get

φmax∫
φmi n

k2cos(φ)sin(φ)J0
(
ksin(φ)dmn

)
dφ= 1

d 2
mn

ksin(φmax )dmn∫
ksin(φmi n )dmn

u J0 (u)du, (A.18)

which can be related to the derivative of J1(u) as

ksin(φmax )dmn∫
ksin(φmi n )dmn

u J0 (u)du =
ksin(φmax )dmn∫

ksin(φmi n )dmn

d

du
[u J1(u)]du

= ksin(φmax )dmn J1[ksin(φmax )dmn]−ksin(φmi n)dmn J1[ksin(φmi n)dmn]

. (A.19)
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Using Eq. (A.17), Eq. (A.18) and Eq. (A.19) in Eq. (A.16) and the fact dmn = dnm

we get for the objective function

J (~x1, · · · , ~xN ) = πk

N 2

(
N k

[
sin2(φmax )− sin2(φmi n)

]
+4

N−1∑
m=1

N∑
n=m+1

sin(φmax )J1[ksin(φmax )dmn]− sin(φmi n)J1[ksin(φmi n)dmn]

dmn

)
,

(A.20)

where we notice the summation boundary changed reducing the amount of calcu-
lations for J by half.
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Microphone array limits

Additional simulations for various microphone configurations are performed to
see the difference and effect on beamforming. The resuls can be seen in Fig. B.1
and Appendix B for a source at the origin with SPL of 100 dB and frequency of
2000 Hz.

Figure B.1 depicts a 106 and 2016 microphone configuration. For an increasing
amount of microphones beamforming of a source set at the origin shows a pattern
resembling more the Airy pattern.

In Appendix B the intersection at y = 0 m is given. Here it can clearly be seen
that by increasing the amount of microphones by a large amount, the maximum
sidelobe level reaches slowly the theoretical value for an infinite amount of micro-
phones at 100−17.57 = 82.43 dB. The sidelobes depends strongly on the amount of
microphones.

In Fig. B.3 it can be seen that the spatial resolution, i.e. the main lobe width,
depends on the array aperture. Here only the intersection at y = 0 m is depicted.

As a last example the microphone configuration in Fig. B.1 (b) is taken and the
result of beamforming at y = 0 m is seen in Fig. B.4 for the four different steer-
ing vector formulation presented in Section 2.4.2. For the given microphone array
configuration it is first seen that both Formulation I and IV do not provide the cor-
rect level at 100 dB. For the sidelobe, differences are noticeable between all four
formulations. Formulation II gives the highest levels of sidelobes followed by For-
mulation III, I and IV.
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(a) (b)

(c) (d)

Figure B.1: The effect on beamforming for increasing microphone numbers. In (a) a 106 and (b) 2016
microphone configuration.
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Figure B.2: Intersection of the two microphone configurations given in Fig. B.1. The lowest attainable
MSL is given by the dashed line.

(a) (b)

Figure B.3: Two circular configurations where microphone are solely placed at aperture distance (a) and
(b) the beamforming result at y = 0 m.
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Figure B.4: Intersection of the microphone configurations given in Fig. B.1 (b) and the beamforming
result y = 0 m for four different steering vector formulations. The lowest attainable MSL is given by the
dashed line.
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Pylon-propeller noise
interaction: additional
beamforming

C.1. Higher frequency beamforming
In Chapter 5 for the propeller pylon configuration additional small peaks were
seen in the spectrum level. This was apparent for the case of the pylon installed
and blowing disabled. Here, beamforming for the two other peaks are presented as
well. As a comparison the other configurations are included for the same frequency
range. The maps can be seen in Figs. C.1 to C.3

C.2. Broadband peak, 1610 - 1900 [Hz]: CLEAN-SC and
xy-plane

In Section 5.3.7 only results were shown for conventional beamforming and adap-
tive HR-CLEAN-SC. This subsection adds the comparison between CLEAN-SC
and adaptive HR-CLEAN-SC shown in Fig. C.4.

For beamforming in the x y plane Fig. C.5 is given. Only conventional beam-
forming is presented here. Beamforming in x y plane results in a top-view of the ex-
periment indicated by the outline. Beamforming was performed at the z = −0.97 m,
which is around the maxima found in Fig. 5.27 (c) - (f). For the isolated propeller
the source is seen on the support. For both pylon propeller configurations, the
source is found close to the trailing edge of the pylon, off by 10 to 12 cm.

C.3. Settings for CLEAN-SC and adaptive HR-CLEAN-
SC

The settings for using the beamforming methods are presented here as well for re-
production purposes. For CLEAN-SC λ = 480 was used for the width of the clean
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(a) (b)

(c) (d)

(e) (f)

Figure C.1: Narrowband beamforming for the isolated propeller with frequencies listed in the sub-
figures. Conventional beamforming (CB) in (a) and (b); CLEAN-SC in (c) and (d); and adaptive HR-
CLEAN-SC in (e) and (f).

beams. The loop gain was set to φ = 0.99 For the iteration procedure the stop
condition is used that the dirty map does not include more info the the previous
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(a) (b)

(c) (d)

(e) (f)

Figure C.2: Narrowband beamforming for the installed pylon and propeller with frequencies listed in
the subfigures. Conventional beamforming (CB) in (a) and (b); CLEAN-SC in (c) and (d); and adaptive
HR-CLEAN-SC in (e) and (f).

’cleaner’ map or that the iteration does not exceed more than 10 for a single fre-
quency in consideration. Negative pressures during the iteration are removed and
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(a) (b)

(c) (d)

(e) (f)

Figure C.3: Narrowband beamforming for the installed pylon and propeller with frequencies listed in
the subfigures. Blowing is applied with a mass rate of 60 g/s. Conventional beamforming (CB) in (a)
and (b); CLEAN-SC in (c) and (d); and adaptive HR-CLEAN-SC in (e) and (f).

the result of the clean beam maps are summed. No use is made of diagonal removal
of the CSM.
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(a) (b)

(c) (d)

(e) (f)

Figure C.4: CLEAN-SC (SC) and adaptive HR-CLEAN-SC (HR) for 1610 to 1900 Hz for the three config-
urations.

For the adaptive HR-CLEAN-SC, an additional parameter setting was required.
This was the number of sources for which a peak found using CLEAN-SC is ob-
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(a) (b)

(c)

Figure C.5: Conventional beamforming (CB) in the x y plane at z = −0.97 m for the three configurations
(a) isolated propeller, (b) pylon propeller and (c) pylon propeller with blowing. The configuration and
support can be seen to be outlined. The crosses indicate the two ends of the propeller plane.

fuscated by, this not necessarily limits the amount of sources found per frequency.
The setting throughout the chapter was set to 2. No clear difference was found by
increasing the number to 3 or 4, with the exception of the increase in computational
time.

C.4. Towards a better shear layer correction
It was observed that a shear layer correction[1] can be applied as well obtaining
good (and similar as in Chapter 5) results by finding an approximate distance to the
shear layer using the calibration sources. This can be achieved using an estimate
from the equation

Ucorrected =Uflow
zbf − zsl

zbf
, (C.1)

for zsl. This assumes a microphone distribution varying in x and y only, or Eq. (C.1)
has to be applied for every microphone differently. Another assumption is that the
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distance of each scan point to the shear layer zsl is constant.
For determining the distnace, the measured position of the calibration source,

xcalib, is important. This value can then be compared to the maximum value found
using conventional beamforming, xbf,max. By varying zsl, it is possible to find

zsl subject to ‖xcalib −xbf,max‖ = 0 (C.2)

Having obtained the zsl from the calibration sources, this value can be used in
turn for the experiment using any beamforming algorithm with convection (and
without the need of any other shear layer correction). The more calibration data
used the better the estimate,

ẑsl =
1

n

∑
n

zsl,n. (C.3)

It provides a single value for zsl for the combined wind tunnel array configuration
which can have a complicated shear layer geometry. For zbf an average value gave
good results for the experiment in Chapter 5, as the used scan planes had some
variation in z.
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Predicting CT

For determining the values of CT in Section 6.3.3, the value of ∆ps was approxi-
mated as ∆pt . No significant differences are expected between the static and total
pressure due to the low value of the airflow used in the experiments (10 m/s). In
this Appendix, the values of CT determined experimentally are compared with pre-
dictions using a BEM model, in order to verify if the CT values are of the same order
of magnitude.

The BEM model used for the predictions was developed in TU Delft with the
purpose of propeller design. Several steps are required to obtain realistic input for
the BEM model. The propeller was first scanned using a 3D scanner and recon-
structed in CATIATM. The geometrical characteristics of the blade were extracted
from the CAD model and introduced in XFOIL in order to obtain the lift and drag
polars, a required input for the BEM model.

The predictions and experimental results are first compared in terms of ∆pt , to
verify if the BEM model was correctly applied, since this value was determined
directly in the experiment without any approximations. Figure D.1 shows the ∆pt

curves determined experimentally (solid lines) for the isolated propeller at differ-
ent values of J . The dotted lines are obtained with the BEM model, and only three
are presented for clarity of the plot. As expected, the ∆pt increases for lower values
of J , and the prediction and experimental curves are very similar, except at the tip.
This difference is caused by the Prandtl tip loss factor implemented in the BEM
mode, which significantly underpredicts the tip loss [2].

Still, the agreement indicates that there are no major flaws in the implementa-
tion of the BEM model.

Table D.1 displays the values of CT for the isolated propeller, determined exper-
imentally and with the BEM model. The values are of the same order of magnitude
and get closer for lower values of J , i.e. higher values of rotational speed, which
are of more interest for the UAV operational conditions. The agreement between
modelled and measured CT values gives confidence in the experimental setup and
subsequent analyses.
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Figure D.1: Difference over the blade span between the total pressure above the propeller disk and the
free stream total pressure, ∆pt . Solid lines are determined from experiment and dotted lines from the
BEM model.

Advance ratio, J 0.42 0.38 0.35 0.33 0.31 0.29 0.27 0.26
Propeller CT 2.3 3.7 4.3 5.1 5.3 5.8 5.9 6.2
Propeller prediction CT 1.5 2.6 3.4 4.1 4.6 5.1 5.5 5.8

Table D.1: Experimental and predictions values of the thrust coefficient CT (×102), obtained for the
propeller under an incoming flow, for advance ratios J .
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3-D beamforming

This section shows some results from various measurements using 3-D beamform-
ing. The results show that this approach can provide additional information of the
test setup. Having some reference objects, such as an array or nozzle, can help for
better understanding where disturbances originate from. Figure E.1 shows beam-
forming the propeller noise in a band of 1 to 8 kHz. In Fig. E.1 (b) the result is seen
when the wing is positioned between the array and the propeller. Similar con-
clusions can be drawn as in Section 6.3.1 where it is clearly seen that sources are
moved to the leading and trailing edges. 3-D beamforming clearly shows that the
strongest source is coming from the support of the propeller-motor when the wing
is placed. The clear advantage is seen of using 3-D beamforming for troubleshoot-
ing. In this case the propeller noise shielding study can provide erroneous values,
as a high disturbance is confirmed not originating from the propeller and mostly
free of shielding.
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(a)

(b)

Figure E.1: 3-D conventional beamforming between 1 to 8 kHz without the wing (a) and with the wing
acting as the shielding object (b). The microphone array, nozzle, wing, propeller and support can be
seen as well.
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