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class of Muckenhoupt Ap weights.
We additionally study the corresponding Dirichlet and Neu-
mann heat semigroup. It is shown that these semigroups, in 
contrast to the Lp-case, have polynomial growth. Moreover, 
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inhomogeneous and homogeneous weighted Sobolev spaces.
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1. Introduction and main results

Since the development of the H∞-calculus in [8,53], motivated by the Kato square 
root problem (see [4,54]), this holomorphic functional calculus turned out to provide an 
efficient way to tackle other problems in mathematics as well. For instance, in the theory 
of (stochastic) partial differential equations ((S)PDEs), the boundedness of the H∞-
calculus plays an important role. It can be used to obtain well-posedness and regularity 
of the, possibly nonlinear, (S)PDE. There is a vast literature on the H∞-calculus for 
sectorial operators, see, e.g., the monographs and lecture notes [3,12,23,26,27,30,46,58, 
62]. For applications to PDEs, see, e.g., [7,10,13,29,47,55,66,69] and to SPDEs, see, e.g., 
[1,14,24,59–61].

A particular problem that can occur in the analysis of a (stochastic) PDE on a spatial 
domain O ⊆ Rd is that the solution or its derivatives may exhibit blow-up behaviour 
near the boundary ∂O. To solve the PDE on a Sobolev space W k,p(O), it is required 
to impose additional conditions such as smoothness of the domain and/or unnatural 
boundary conditions for the data.

(i) Smoothness of the domain: for regularity of second-order elliptic operators on 
W k,p(O) one needs that O is a Ck+2-domain, see [42, Chapter 9]. This condi-
tion is also present in regularity theory for parabolic SPDEs, see [38].

(ii) Unnatural boundary conditions for the data: as illustrated in [42, Chapter 9], one 
obtains regularity for second order elliptic operators on W k,p(O), however the 
operator will not be sectorial. To obtain a sectorial operator, additional boundary 
conditions on the data need to be specified, see [11]. Furthermore, for higher-order 
regularity for the heat equation ∂tu − Δu = f on O with homogeneous Dirichlet 
boundary conditions, additional conditions on f need to be imposed as well, see, 
e.g., [20, Section 7.1.3].

To circumvent these additional conditions, weighted spaces for the solution are used with 
a spatial weight of the form wγ(x) := dist(x, ∂O)γ for some suitable γ ∈ R. In this way, 
the solution is allowed to have a certain blow-up near the boundary. Weights are also 
commonly used for SPDEs as is motivated in [38, Examples 1.1 & 1.2].

Motivated by the applications to (S)PDEs mentioned above, it is natural to study the 
H∞-calculus for differential operators on inhomogeneous weighted Sobolev spaces. In this 
paper, we take up the study of two commonly used elliptic differential operators: the 
Laplace operator with Dirichlet and Neumann boundary conditions on the half-space 
Rd

+. We consider ΔDir on W k,p(Rd
+, wγ+kp) and ΔNeu on W k+1,p(Rd

+, wγ+kp) for k ≥ −1
and γ ∈ (−1, 2p − 1) \ {p − 1}. Our main results include the bounded H∞-calculus 
for −ΔDir and −ΔNeu, growth bounds on the corresponding semigroups and maximal 
regularity results on these weighted Sobolev spaces. The mathematical statements of the 
main theorems are presented in Section 1.1.
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The study of the H∞-calculus for differential operators with Dirichlet and Neumann 
boundary conditions on Sobolev spaces has been taken up before, see [10,29]. The H∞-
calculus on weighted Lebesgue spaces is considered for instance in [5,6,48,52]. In these 
papers, the weights belong to the class of Muckenhoupt Ap weights. In [49] the first 
and fourth authors studied the Dirichlet Laplacian on weighted Lebesgue spaces with 
weights outside the Ap range. The current paper extends the H∞-calculus results of 
[49] and we present the first theorems on inhomogeneous weighted Sobolev spaces with 
weights outside the Ap class.

Parabolic and elliptic differential equations on weighted spaces have already been 
studied extensively in the literature, see, e.g., [15–17,34–37,40,41] for the deterministic 
setting and [31–33,43] for the stochastic setting. In these papers, weighted spaces are used 
to obtain (stochastic) maximal regularity for elliptic operators on homogeneous weighted 
Sobolev spaces. The new aspects of our approach, compared to the aforementioned works, 
are the following.

(i) We prove the boundedness of the H∞-calculus, which gives the boundedness of 
many singular integral operators. In particular, it yields (stochastic) maximal reg-
ularity and bounded imaginary powers.

(ii) Using a scaling argument, we show that our results on inhomogeneous weighted 
Sobolev spaces recover maximal regularity for the heat equation on homogeneous 
spaces as well. In particular, we recover parts of the results for the heat equation 
in [16,17,40,41]. Moreover, we can allow for weights in time.

(iii) We can treat power weights with exponents γ ∈ (−1, 2p− 1) \ {p− 1}, extending 
the typical range γ ∈ (p − 1, 2p − 1) considered for higher-order regularity in the 
homogeneous setting with Dirichlet boundary conditions.

(iv) The main results are presented for both the Dirichlet and the Neumann Laplacian. 
The weighted higher-order regularity for the Neumann Laplacian is new. Weighted 
second order regularity for elliptic and parabolic equations with Neumann bound-
ary conditions is considered in [16,17,37].

In contrast to our study of the Laplacian on Rd
+ on inhomogeneous weighted Sobolev 

spaces, more general elliptic differential operators on domains are considered in the 
aforementioned works on homogeneous weighted Sobolev spaces. Moreover, negative and 
fractional smoothness parameters were studied. In our case, we can also consider the 
following generalisations.

(i) The bounded H∞-calculus obtained for the Laplacian on Rd
+ can be transferred 

to bounded domains using perturbation theorems for the H∞-calculus. In partic-
ular, for the Dirichlet Laplacian, we can use the weights to weaken the required 
smoothness of the boundary from Ck+2 to C1,λ for λ ∈ [0, 1] depending on γ. This 
will be done in a forthcoming paper.



4 N. Lindemulder et al. / Journal of Functional Analysis 289 (2025) 110985 

(ii) Our results for, e.g., the Dirichlet Laplacian remain true on the complex interpo-
lation space

W k+θ,p(Rd
+, wγ+(k+θ)p) := [W k,p(Rd

+, wγ+kp),W k+1,p(Rd
+, wγ+(k+1)p)]θ,

with θ ∈ (0, 1). To characterise this complex interpolation space one can use the 
characterisations used in [40,41,51] for homogeneous weighted Sobolev spaces. Sim-
ilarly, it is expected that negative smoothness can be obtained via duality.

For negative smoothness we do consider −ΔDir on W−1,p(Rd
+, wγ) with γ ∈

(−1, p − 1). In this case, the H∞-calculus can be derived from the calculus for 
−ΔDir and −ΔNeu on Lp(Rd

+, wγ).
(iii) For applications to stochastic PDEs it is well known that a bounded H∞-calculus 

yields stochastic maximal regularity in the setting without gradient noise, see [60]. 
In an upcoming paper, we will study the setting with gradient noise in which the 
H∞-calculus plays a crucial role.

1.1. Main results

We start with the definition of the inhomogeneous weighted Sobolev spaces on Rd
+. 

Throughout this section we assume that p ∈ (1,∞) and γ ∈ (−1,∞) \ {jp− 1 : j ∈ N1}. 
Moreover, for x ∈ Rd

+, we write x = (x1, x̃) ∈ R+ ×Rd−1. Let wγ(x) := dist(x, ∂Rd
+)γ =

|x1|γ , then we define the weighted Lebesgue space Lp(Rd
+, wγ) as the space consisting of 

all strongly measurable f : Rd
+ → C such that

‖f‖Lp(Rd
+,wγ) :=

( ∫
Rd

+

|f(x)|p wγ(x) dx
)1/p

< ∞.

The associated k-th order weighted Sobolev space for k ∈ N0 is defined as

W k,p(Rd
+, wγ) :=

{
f ∈ D′(Rd

+) : ∀|α| ≤ k, ∂αf ∈ Lp(Rd
+, wγ)

}
.

For the definition of the weighted Sobolev space with k = −1, we refer to Section 4.3.
For p ∈ (1,∞), k ∈ N0 and γ ∈ (−1,∞) \ {jp − 1 : j ∈ N1}, we define the following 

spaces with Dirichlet and Neumann boundary conditions

W k,p
Dir (R

d
+, wγ) :=

{
f ∈ W k,p(Rd

+, wγ) : Tr(f) = 0 if k > γ+1
p 

}
,

W k,p
Neu(Rd

+, wγ) :=
{
f ∈ W k,p(Rd

+, wγ) : Tr(∂1f) = 0 if k − 1 > γ+1
p 

}
,

where Tr denotes the trace operator. We will elaborate in Section 3 on the existence of 
these traces. Equivalently, in many cases, these spaces with boundary conditions can be 
defined as the closure of test functions.
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Let p ∈ (1,∞), k ∈ N0∪{−1} and γ ∈ (−1, 2p−1)\{p−1} be such that γ+kp > −1. 
The Dirichlet and Neumann Laplacian on Rd

+ as we will consider in this paper are defined 
as follows.

(i) The Dirichlet Laplacian ΔDir on W k,p(Rd
+, wγ+kp) is defined by

ΔDiru :=
d ∑

j=1 
∂2
j u with D(ΔDir) := W k+2,p

Dir (Rd
+, wγ+kp).

(ii) The Neumann Laplacian ΔNeu on W k+1,p(Rd
+, wγ+kp) is defined by

ΔNeuu :=
d ∑

j=1 
∂2
j u with D(ΔNeu) := W k+3,p

Neu (Rd
+, wγ+kp).

In addition, we study the corresponding Dirichlet and Neumann heat semigroup. Let 
Gd

z : Rd → R be the standard heat kernel on Rd, defined by

Gd
z(x) := 1 

(4πz)d/2
e

−|x|2
4z , z ∈ C+. (1.1)

For z ∈ C+ and x, y ∈ Rd
+, we define the kernels

Hd,±
z (x, y) := Gd

z(x1 − y1, x̃− ỹ) ±Gd
z(x1 + y1, x̃− ỹ).

The Dirichlet and Neumann heat semigroups TDir and TNeu are defined by

TDir(z)f(x) := Hd,−
z ∗ f(x) :=

∫
Rd

+

Hd,−
z (x, y)f(y) dy,

TNeu(z)f(x) := Hd,+
z ∗ f(x) :=

∫
Rd

+

Hd,+
z (x, y)f(y) dy,

(1.2)

for any f ∈ Lp(Rd
+, wγ) with γ such that the formulas are well defined.

The main results of this paper are summarised in the following theorems. We start 
with the main result for the Dirichlet Laplacian (see Theorems 4.10, 5.1, 6.1 and 7.1).

Theorem 1.1 (Main results for the Dirichlet Laplacian). Let p ∈ (1,∞), k ∈ N0 ∪ {−1}
and γ ∈ (−1, 2p−1)\{p−1} be such that γ+kp > −1. Then for ΔDir on W k,p(Rd

+, wγ+kp)
the following assertions hold for all λ > 0:

(i) λ− ΔDir is sectorial of angle ω(λ− ΔDir) = 0,
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(ii) (TDir(z))z∈Σσ
with σ ∈ (0, π

2 ) is an analytic C0-semigroup on W k,p(Rd
+, wγ+kp)

which is generated by ΔDir,
(iii) λ− ΔDir has a bounded H∞-calculus of angle ωH∞(λ− ΔDir) = 0.

In addition, the semigroup TDir(t) on W k,p(Rd
+, wγ+kp) satisfies the following growth 

properties:

(iv) if γ + kp ∈ (−1, 2p − 1), then TDir(t) is bounded and assertions (i) and (iii) hold 
for λ = 0 as well,

(v) if γ + kp > 2p− 1, then TDir(t) has polynomial growth and for any ε > 0 there are 
constants c, C > 0 only depending on p, k, γ, ε and d, such that

c
(
1 + t

γ+kp−2p+1
2p 

)
≤ ‖TDir(t)‖ ≤ C

(
1 + t

γ+kp−2p+1+ε
2p 

)
, t ≥ 0.

Theorem 1.1 in the special case k = 0 has already been established by the first and 
fourth authors in [49, Theorem 4.1 & 5.7]. The case k = 0 is used as the basis for 
an induction argument to obtain Theorem 1.1 for general k ∈ N0. For this induction 
argument, we directly use the estimate from the definition of a bounded H∞-calculus 
together with perturbation arguments and commutator estimates. The fact that ∂1 and 
ΔDir do not commute complicates the analysis.

Concerning the Neumann Laplacian we obtain the following results (see Theorems 5.2, 
6.2 and 7.2).

Theorem 1.2 (Main results for the Neumann Laplacian). Let p ∈ (1,∞), k ∈ N0 ∪
{−1} and γ ∈ (−1, 2p − 1) \ {p − 1} be such that γ + kp > −1. Then for ΔNeu on 
W k+1,p(Rd

+, wγ+kp) the following assertions hold for all λ > 0:

(i) λ− ΔNeu is sectorial of angle ω(λ− ΔNeu) = 0,
(ii) (TNeu(z))z∈Σσ

with σ ∈ (0, π
2 ) is an analytic C0-semigroup on W k+1,p(Rd

+, wγ+kp)
which is generated by ΔNeu,

(iii) λ− ΔNeu has a bounded H∞-calculus of angle ωH∞(λ− ΔNeu) = 0.

In addition, the semigroup TNeu(t) on W k+1,p(Rd
+, wγ+kp) satisfies the following growth 

properties:

(iv) if γ + kp ∈ (−1, p − 1), then TNeu(t) is bounded and assertions (i) and (iii) hold 
for λ = 0 as well,

(v) if γ + kp > p− 1, then TNeu(t) has polynomial growth and for any ε > 0 there are 
constants c, C > 0 only depending on p, k, γ, ε and d, such that

c
(
1 + t

γ+kp−p+1
2p 

)
≤ ‖TNeu(t)‖ ≤ C

(
1 + t

γ+kp−p+1+ε
2p 

)
, t ≥ 0.
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Theorem 1.2 will be derived in a similar way as Theorem 1.1, but additionally, 
we can also use the results from Theorem 1.1. This is illustrated by the fact that 
∂1R(λ,ΔNeu)f = R(λ,ΔDir)∂1f for appropriate f .

Remark 1.3. 

(i) Theorems 1.1 and 1.2 also hold for vector-valued weighted Sobolev spaces, which 
is the setting used throughout this paper.

(ii) Theorems 1.1 and 1.2 are false for γ / ∈ (−1, 2p − 1). If γ ≥ 2p − 1, then the 
Laplacian is not sectorial (see Example 6.9). If γ ≤ −1, then the Laplacian will 
only be sectorial if additional boundary conditions are included in the domain of 
the operator, as is illustrated in [49, Section 5.5].

(iii) By complex interpolation in the parameter γ, we can obtain the statements in The-
orem 1.1 for γ = p−1, although, the domain will need to be changed. The existing 
interpolation theory for weighted spaces with boundary conditions is inadequate 
here.

(iv) The growth of the Dirichlet and Neumann heat semigroup is a result of the be-
haviour of the weight away from the boundary x1 = 0. Replacing the weight wγ+kp

by a weight which behaves like wγ+kp near zero and becomes constant at infinity, 
or, considering a bounded domain, would result in a bounded semigroup. We refer 
to [39] and [56] for related results on the Dirichlet heat semigroup on weighted 
spaces.

(v) It is an open question if the condition ε > 0 in the upper bound for the semigroups 
is optimal or that actually ε = 0 holds.

As a consequence of Theorems 1.1 and 1.2, we obtain maximal regularity for the 
Laplace and heat equation. These results will be presented in Section 8.

1.2. Outline

The outline of this paper is as follows. After introducing some preliminary results in 
Section 2, we study Sobolev spaces with power weights and their properties in Section 3. 
In Section 4 we collect some known and straightforward results concerning the H∞-
calculus for the Laplacian on lower-order weighted Sobolev spaces. Then, in Section 5
we study the sectoriality of the Laplacian on higher-order weighted Sobolev spaces and 
in Section 6 we prove growth estimates for the corresponding heat semigroups. Section 7
deals with the H∞-calculus of the Dirichlet and Neumann Laplacian. Finally, in Sec-
tion 8 we derive elliptic and parabolic maximal regularity results on inhomogeneous and 
homogeneous spaces.
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2. Preliminaries

2.1. Notation

We denote by N0 and N1 the set of natural numbers starting at 0 and 1, respectively. 
For a ∈ R we use the notation (a)+ = a if a ≥ 0 and (a)+ = 0 otherwise.

For d ∈ N1 the half-space is given by Rd
+ = R+ × Rd−1, where R+ = (0,∞) and for 

x ∈ Rd
+ we write x = (x1, x̃) with x1 ∈ R+ and x̃ ∈ Rd−1. For γ ∈ R and x ∈ Rd

+ we 
define the power weight wγ(x) := dist(x, ∂Rd

+)γ = |x1|γ .
For two topological vector spaces X and Y , the space of continuous linear operators 

is L(X,Y ) and L(X) := L(X,X). Unless specified otherwise, X will always denote a 
Banach space with norm ‖ · ‖X and the dual space is X ′ := L(X,C).

For a linear operator A : X ⊇ D(A) → X on a Banach space X we denote by σ(A) and 
ρ(A) the spectrum and resolvent set, respectively. For λ ∈ ρ(A), the resolvent operator 
is given by R(λ,A) = (λ−A)−1 ∈ L(X).

We write f ≲ g (resp. f ≳ g) if there exists a constant C > 0, possibly depending 
on parameters which will be clear from the context or will be specified in the text, such 
that f ≤ Cg (resp. f ≥ Cg). Furthermore, f ≂ g means f ≲ g and g ≲ f .

For an open and non-empty O ⊆ Rd and k ∈ N0 ∪ {∞}, the space Ck(O;X) denotes 
the space of k-times continuously differentiable functions from O to some Banach space 
X. In the case k = 0 we write C(O;X) for C0(O;X).

Let C∞
c (O;X) be the space of compactly supported smooth functions on O equipped 

with its usual inductive limit topology. The space of X-valued distributions is given by 
D′(O;X) := L(C∞

c (O);X). Moreover, C∞
c (O;X) is the space of smooth functions with 

its support in a compact set contained in O.
We denote the Schwartz space by S(Rd;X) and S ′(Rd;X) := L(S(Rd);X) is the 

space of X-valued tempered distributions. For f ∈ S ′(Rd;X) its Fourier transform is 
denoted by Ff = f̂ and its inverse as F−1f . For O ⊆ Rd we define S(O;X) := {u|O :
u ∈ S(Rd;X)}.

Finally, for θ ∈ (0, 1) and a compatible couple (X,Y ) of Banach spaces, the complex 
interpolation space is denoted by [X,Y ]θ.

2.2. Sectorial operators

For ω ∈ (0, π), let Σω = {z ∈ C \ {0} : | arg(z)| < ω} be the sector in the complex 
plane.

Definition 2.1. An injective, closed linear operator (A,D(A)) with dense domain and 
dense range on a Banach space X is called sectorial if there exists a ω ∈ (0, π) such that 
σ(A) ⊆ Σω and

sup 
λ∈C\Σω

‖λR(λ,A)‖ < ∞. (2.1)
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Furthermore, the angle of sectoriality ω(A) is defined as the infimum over all possible ω.

Remark 2.2. Let A be a linear operator on a Banach space X satisfying (2.1), then A
is closed. Moreover, if X is reflexive, then A has dense domain. Furthermore, if A has 
dense range, then A is injective. See [26, Propositions 10.1.7(3) and 10.1.9].

We state a lemma that relates the growth of the semigroup e−zA to the estimate on 
the resolvent of A. For related results of this type, we refer to [63].

Lemma 2.3. Let A be a linear operator on a Banach space X and let α ≥ 1. The following 
are equivalent.

(i) There exist ω ∈ (0, π
2 ) and C1 > 0 such that σ(A) ⊆ Σω and

‖(λ + A)−1‖L(X) ≤ C1

( 1 
|λ|α + 1 

|λ|
)
, λ ∈ Σπ−ω.

(ii) There exist η ∈ (0, π
2 ) and C2 > 0 such that −A generates an analytic C0-

semigroup on Ση and

‖e−zA‖L(X) ≤ C2(|z|α−1 + 1), z ∈ Ση.

Proof. We first prove that (i) implies (ii). Let μ > 0, then there exists a constant K, 
independent of λ and μ, such that

‖(λ + μ + A)−1‖L(X) ≤ C1

( 1 
|λ + μ|α + 1 

|λ + μ|
)
≤ K

|λ|
( 1 
μα−1 + 1

)
,

since μ ≤ k0|λ + μ| and |λ| ≤ k1|λ + μ| with constants k0, k1 > 0 only depending on ω. 
By standard theory for analytic semigroups (see [26, Theorem G.5.2]) it follows

‖e−z(μ+A)‖L(X) ≤ K1

( 1 
μα−1 + 1

)
, z ∈ Σπ

2 −ω.

The result follows upon taking μ = 1/|z| because

‖e−zA‖L(X) = |e
z
|z| |‖e−z( 1 

|z|+A)‖L(X) ≤ C2(|z|α−1 + 1).

We now prove that (ii) implies (i). First, let λ ∈ Σω for ω ∈ (0, π
2 ). By the Laplace 

transform we obtain

‖(λ + A)−1‖L(X) =
∥∥∥ ∞ ∫

0 

e−λte−tA dt
∥∥∥
L(X)

≤ C2

∞ ∫
0 

e−Reλt(tα−1 + 1) dt

= K
( 1 

(Reλ)α + 1 
Reλ

)
≤ K1

( 1 
|λ|α + 1 

|λ|
)
,
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where the constants K and K1 only depend on ω and C2. By considering the rotated 
operator eiθA with |θ| < η, we obtain (i). �
2.3. The holomorphic functional calculus

We first introduce the following Hardy spaces. Let ω ∈ (0, π), then H1(Σω) is the 
space of all holomorphic functions f : Σω → C such that

‖f‖H1(Σω) := sup 
|ν|<ω

‖t → f(eiνt)‖L1(R+, dt
t ) < ∞.

Moreover, let H∞(Σω) be the space of all bounded holomorphic functions on the sector 
with norm

‖f‖H∞(Σω) := sup 
z∈Σω

|f(z)|.

Definition 2.4. Let A be a sectorial operator on a Banach space X and let ω ∈ (ω(A), π), 
ν ∈ (ω(A), ω) and f ∈ H1(Σω). We define the operator

f(A) := 1 
2πi

∫
∂Σν

f(z)R(z,A) dz,

where ∂Σν is traversed downwards. The operator A has a bounded H∞(Σω)-calculus if 
there exists a C > 0 such that

‖f(A)‖ ≤ C‖f‖H∞(Σω) for all f ∈ H1(Σω) ∩H∞(Σω).

Furthermore, the angle of the H∞-calculus ωH∞(A) is defined as the infimum over all 
possible ω > ω(A).

For details on the H∞-calculus we refer to [23] and [26, Chapter 10].

Remark 2.5. If the sectorial operator A is in addition invertible, then the behaviour of 
the function f ∈ H1(Σω) in the neighbourhood of 0 is immaterial. By Cauchy’s theorem, 
we can equivalently define

f(A) = 1 
2πi

∫
Γν

f(z)R(z,A) dz,

where Γν is the boundary of Σν \ B(0, δ) with δ > 0 small enough such that B(0, δ) ⊆
ρ(A). See [23, Section 2.5.1] for more details.
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For the main results of this paper as presented in Section 1.1, we can also use vector-
valued spaces and to this end, we need the UMD condition. Recall that a Banach space 
X satisfies the geometric condition UMD (unconditional martingale differences) if and 
only if the Hilbert transform extends to a bounded operator on Lp(R;X). We list the 
following relevant properties of UMD spaces.

(i) Hilbert spaces are UMD spaces.
(ii) If p ∈ (1,∞), (S,Σ, μ) is a σ-finite measure space and X is a UMD Banach space, 

then Lp(S;X) is a UMD Banach space.
(iii) UMD Banach spaces are reflexive.

In particular, X = C is a UMD Banach space. For more details on the UMD property 
we refer to [25, Chapter 4 & 5].

We state the following lemma on the H∞-calculus for the Laplacian on Sobolev and 
Bessel potential spaces with weights w ∈ Ap(Rd). This result is folklore and follows easily 
from the H∞-calculus on Lp(Rd, w;X) and lifting.

Let s ∈ R, then the Bessel potential operator is

Jsf = (1 − Δ) s 
2 f := F−1((1 + | · |2) s 

2Ff
)
, f ∈ S ′(Rd;X).

For p ∈ (1,∞), s ∈ R and w ∈ Ap(Rd) (see Section 3), the weighted Bessel potential 
space Hs,p(Rd, w;X) ⊆ S ′(Rd;X) is defined as the space consisting of all f ∈ S ′(Rd;X)
such that Jsf ∈ Lp(Rd, w;X) and

‖f‖Hs,p(Rd,w;X) := ‖Jsf‖Lp(Rd,w;X) < ∞.

Lemma 2.6. Let p ∈ (1,∞), s ∈ R, w ∈ Ap(Rd) and let X be a UMD Banach space. 
Then −Δ on Hs,p(Rd, w;X) with domain Hs+2,p(Rd, w;X) has a bounded H∞-calculus 
of angle ωH∞(−Δ) = 0. In particular, if k ∈ N0, then the same statement holds for −Δ
on W k,p(Rd, w;X) with domain W k+2,p(Rd, w;X).

Proof. Let ω ∈ (0, π). The case s = 0 follows from [57, Proposition 3.6(b)], i.e., there is 
a constant C > 0 such that for f ∈ H1(Σω) ∩H∞(Σω)

‖f(−Δ)u‖Lp(Rd,w;X) ≤ C‖f‖H∞(Σω)‖u‖Lp(Rd,w;X), u ∈ Lp(Rd, w;X). (2.2)

Moreover, the H∞-calculus of the Laplacian is given by (see [26, Theorem 10.2.25])

f(−Δ)u = F−1(f(| · |2)Fu
)
, u ∈ Lp(Rd, w;X).

Therefore, by (2.2) and lifting we obtain for u ∈ Hs,p(Rd, w;X)

‖f(−Δ)u‖Hs,p(Rd,w;X) = ‖Jsf(−Δ)u‖Lp(Rd,w;X) = ‖f(−Δ)Jsu‖Lp(Rd,w;X)

≤ C‖f‖H∞(Σω)‖Jsu‖Lp(Rd,w;X) = C‖f‖H∞(Σω)‖u‖Hs,p(Rd,w;X),
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which proves boundedness of the H∞-calculus on Hs,p(Rd, w;X). The last statement 
about the H∞-calculus on W k,p(Rd, w;X) follows from [57, Proposition 3.2]. �

We note that the UMD condition on X is necessary for the H∞-calculus on Lp(Rd;X), 
see [26, Section 10.5].

3. Weighted Sobolev spaces

In this section, we introduce the inhomogeneous weighted Sobolev spaces and derive 
certain properties that will be used throughout this paper.

3.1. Inhomogeneous Sobolev spaces with weights

Let O ∈ {Rd,Rd
+}. We call a locally integrable function w : O → R+ a weight. For 

p ∈ [1,∞), w a weight and X a Banach space, we define the weighted Lebesgue space 
Lp(O, w;X) as the Bochner space consisting of all strongly measurable f : O → X such 
that

‖f‖Lp(O,w;X) :=
(∫

O

‖f(x)‖pX w(x) dx
)1/p

< ∞.

An important class of weights is the class of Muckenhoupt Ap weights. For p ∈ (1,∞)
and a weight w : O → R+ we have w ∈ Ap(O), if

[w]Ap(O) := sup
B

( 1 
|B|

∫
B

w(x) dx
)( 1 

|B|

∫
B

w(x)−
1 

p−1 dx
)p−1

< ∞,

where the supremum is taken over all balls B ⊆ O. A weight is called even if w(−x1, x̃) =
w(x1, x̃) for (x1, x̃) ∈ Rd

+. We have w ∈ Ap(Rd) and w is even if and only if w ∈ Ap(Rd
+). 

We refer to [22, Chapter 7] for more details on Muckenhoupt weights and their properties.
For γ ∈ R we define the spatial power weight wγ on Rd

+ by

wγ(x) := dist(x, ∂Rd
+)γ = |x1|γ , x ∈ Rd

+.

For O ∈ {Rd,Rd
+} it holds that |x1|γ is in Ap(O) if and only if γ ∈ (−1, p− 1), see [22, 

Example 7.1.7] or [19].
We now turn to the definition of inhomogeneous weighted Sobolev spaces. Let p ∈

(1,∞) and O ∈ {Rd,Rd
+}. Let w be a weight such that w− 1 

p−1 ∈ L1
loc(O). For k ∈ N0

and X a Banach space, we define the k-th order weighted Sobolev space as

W k,p(O, w;X) := {f ∈ D′(O;X) : ∀|α| ≤ k, ∂αf ∈ Lp(O, w;X)}

equipped with the canonical norm.
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The local L1 condition for w− 1 
p−1 ensures that all the derivatives ∂αf are locally 

integrable (by Hölder’s inequality), so that the weighted Sobolev space is well defined. 
The condition w− 1 

p−1 ∈ L1
loc(Rd) holds in particular if w ∈ Ap(Rd) or w = wγ with 

γ ∈ (−∞, p− 1). The condition w− 1 
p−1 ∈ L1

loc(Rd
+) holds if w ∈ Ap(Rd

+) or w = wγ with 
γ ∈ R. For γ ≥ p− 1 one has to be careful with defining the weighted Sobolev spaces on 
the full space because functions might not be locally integrable near x1 = 0, but on Rd

+
we can allow for any γ ∈ R, see [45].

Moreover, we recall from [49, Lemma 3.1] that for p ∈ (1,∞) and w such that w− 1 
p−1 ∈

L1
loc(R+), we have the Sobolev embedding

W 1,p(R+, w;X) ↪→ C([0,∞);X). (3.1)

We will frequently make use of Hardy’s inequality, see for instance [49, Lemma 3.2].

Lemma 3.1 (Hardy’s inequality on R+). Let p ∈ (1,∞) and let X be a Banach space. Let 
u ∈ W 1,p(R+, wγ ;X) and assume either

(i) γ < p− 1 and u(0) = 0, or,
(ii) γ > p− 1.

Then

‖u‖Lp(R+,wγ−p;X) ≤ Cp,γ‖u′‖Lp(R+,wγ ;X).

Using Hardy’s inequality and (3.1), we can define weighted Sobolev spaces with zero 
boundary conditions. For p ∈ (1,∞), k ∈ N0, γ ∈ (−1,∞) \ {jp− 1 : j ∈ N1} and X a 
Banach space, we define the following spaces with vanishing traces

W k,p
0 (Rd

+, wγ ;X) :=
{
f ∈ W k,p(Rd

+, wγ ;X) : Tr(∂αf) = 0 if k − |α| > γ+1
p 

}
,

W k,p
Dir (R

d
+, wγ ;X) :=

{
f ∈ W k,p(Rd

+, wγ ;X) : Tr(f) = 0 if k > γ+1
p 

}
,

W k,p
Neu(Rd

+, wγ ;X) :=
{
f ∈ W k,p(Rd

+, wγ ;X) : Tr(∂1f) = 0 if k − 1 > γ+1
p 

}
.

(3.2)

For w ∈ Ap(Rd
+) the Sobolev spaces with boundary conditions are

W k,p
0 (Rd

+, w;X) :=
{
f ∈ W k,p(Rd

+, w;X) : Tr(∂αf) = 0 if |α| ≤ k − 1
}
,

W k,p
Dir (R

d
+, w;X) :=

{
f ∈ W k,p(Rd

+, w;X) : Tr(f) = 0 if k ≥ 1
}
,

W k,p
Neu(Rd

+, w;X) :=
{
f ∈ W k,p(Rd

+, w;X) : Tr(∂1f) = 0 if k ≥ 2
}
.

(3.3)

We check that all the traces in the above definitions exist. For the traces in (3.3) this 
follows from (3.1). For (3.2), let f ∈ W k,p(Rd

+, wγ ;X) and α ∈ Nd
0 be such that k−|α| >
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γ+1
p . Then for γ ∈ (jp− 1, (j + 1)p− 1) with j ∈ N0, note that k− |α| ≥ j + 1 and thus 

by Hardy’s inequality (Lemma 3.1) and (3.1)

W k−|α|,p(Rd
+, wγ ;X) ↪→ W k−|α|,p(R+, wγ ;Lp(Rd−1;X))

↪→ W j+1,p(R+, wγ ;Lp(Rd−1;X))

↪→ W 1,p(R+, wγ−jp;Lp(Rd−1;X)) ↪→ C([0,∞);Lp(Rd−1;X)).

We conclude that ∂αf ∈ C([0,∞);Lp(Rd−1;X)) and thus the spaces in (3.2) are well 
defined.

Remark 3.2. An important observation is that for γ ∈ (−1,∞) \ {jp − 1 : j ∈ N1} we 
have by definition

W k,p
Dir (R

d
+, wγ ;X) = W k,p

0 (Rd
+, wγ ;X) = W k,p(Rd

+, wγ ;X) if γ > kp− 1,

W k,p
Dir (R

d
+, wγ ;X) = W k,p

0 (Rd
+, wγ ;X) if γ > (k − 1)p− 1.

Although we will not consider weights wγ with γ ≤ −1 we can nonetheless define

W k,p
Dir (R

d
+, wγ ;X) = W k,p

0 (Rd
+, wγ ;X) = W k,p(Rd

+, wγ ;X),

see [49, Lemma 3.1(2)].

3.2. Properties of weighted Sobolev spaces

We collect certain properties of weighted Sobolev spaces for later reference. We start 
with the following weighted Sobolev embeddings, which are a direct consequence of 
Lemma 3.1, see also [44, Section 8.8].

Corollary 3.3 (Hardy’s inequality on Rd
+). Let p ∈ (1,∞), k ∈ N1, γ ∈ R and let X be a 

Banach space. Then

W k,p
0 (Rd

+, wγ ;X) ↪→ W k−1,p(Rd
+, wγ−p;X) if γ < p− 1,

W k,p(Rd
+, wγ ;X) ↪→ W k−1,p(Rd

+, wγ−p;X) if γ > p− 1,

W k,p
0 (Rd

+, wγ ;X) ↪→ W k−1,p
0 (Rd

+, wγ−p;X) if γ / ∈ {jp− 1 : j ∈ N1}.

We continue with a density result. To deal with the Neumann boundary condition 
we do not only need approximation by compactly supported functions, but density of 
functions of which only certain derivatives have compact support, is required as well. 
For j ∈ N0 and X a Banach space, define

C∞
c,j(Rd

+;X) := {f ∈ C∞
c (Rd

+;X) : ∂j
1f ∈ C∞

c (Rd
+;X)}. (3.4)
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Note that the condition ∂j
1f ∈ C∞

c (Rd
+;X) implies that ∂αf ∈ C∞

c (Rd
+;X) for all 

α = (α1, α̃) ∈ N0 ×Nd−1
0 with α1 ≥ j.

Lemma 3.4. Let p ∈ (1,∞), j, k ∈ N0 such that k ≥ j and γ > (k − j)p − 1, and let X
be a Banach space. Then C∞

c,j(Rd
+;X) is dense in W k,p(Rd

+, wγ ;X). If, in addition, X
is reflexive and k ≥ j + 1, then the statement holds for γ = (k − j)p− 1 as well.

Remark 3.5. In particular, C∞
c (Rd

+;X) = C∞
c,0(Rd

+;X) is dense in W k,p(Rd
+, wγ ;X)

if γ > kp − 1, or γ ≥ kp − 1 when X is reflexive. The density of C∞
c (Rd

+;X) in 
W k,p(Rd

+, wγ ;X) for γ ∈ R \ {jp − 1 : j ∈ N1} with γ > kp − 1 also follows from 
[49, Proposition 3.8] and Remark 3.2.

In general, it holds that C∞
c (Rd

+;X) is dense in W k,p
0 (Rd

+, wγ ;X) for γ ∈ R\{jp−1 :
j ∈ N1}, see [49, Proposition 3.8]. However, density of C∞

c (Rd
+;X) in W k,p(Rd

+, wγ ;X)
is not true for all γ ∈ R.

Proof. Take ε > 0 and fix f ∈ W k,p(Rd
+, wγ ;X). By [44, Theorem 7.2 & Remark 

11.12(iii)], which also holds in the vector-valued case, and a standard cut-off argument, 
we find a g ∈ C∞

c (Rd
+;X) with its support in [0, R] × [−R,R]d−1 for some R > 0 such 

that

‖f − g‖Wk,p(Rd
+,wγ ;X) < ε. (3.5)

Let φ ∈ C∞(R+) be such that φ = 0 on [0, 1
2 ] and φ = 1 on [1,∞) and set φn(x1) :=

φ(nx1). We construct a sequence (gn)n≥1 as follows:

• If j = 0, define gn(x) := φn(x1)g(x).
• If j ≥ 1, define

gn(x) :=
j−1 ∑
m=0

g(1, x̃) (x1 − 1)m

m! + 1 
(j − 1)!

x1∫
1 

(x1 − t)j−1φn(t)∂j
1g(t, x̃) dt.

Note that by integration by parts gn(x) = g(x) for all x ∈ Rd
+ with x1 ≥ 1 

n . For |α| ≤ k

with α1 ≤ j and x ∈ Rd
+ with x1 < 1 we have

|∂αgn(x)| ≤ C‖g‖Ck+j(Rd
+;X)‖φ‖L∞(R+).

Moreover, we have

∂j
1gn(x) = φn(x1)∂j

1g(x), x ∈ Rd
+, (3.6)

so that in particular ∂j
1gn ∈ C∞

c (Rd
+;X). Let KR := [−R,R]d−1. Using the properties of 

gn we obtain
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‖gn − g‖Wk,p(Rd
+,wγ ;X)

≤
∑
|α|≤k

(∫
KR

1 
n∫

0 

‖∂αg(x)‖pXxγ
1 dx1 dx̃

) 1 
p

+
∑
|α|≤k
α1≤j

(∫
KR

1 
n∫

0 

‖∂αgn(x)‖pXxγ
1 dx1 dx̃

) 1 
p

+ C
∑
|α|≤k
α1>j

α1−j∑
m=0 

(∫
KR

1 
n∫

0 

nmp|φ(m)(nx1)|p‖∂(α1−m,α̃)g(x)‖pXxγ
1 dx1 dx̃

) 1 
p

≤ C n
1 
p ((k−j)p−1−γ) · (2R)

d−1
p 

γ+1 ‖g‖Ck+j(Rd
+;X)‖φ‖Ck−j(R+),

where the sum for α1 > j comes from taking α1 − j derivatives of (3.6) and the product 
rule. Hence, as γ > (k − j)p− 1, taking n large enough we obtain using (3.5) that

‖f − gn‖Wk,p(Rd
+,wγ ;X) ≤ ‖f − g‖Wk,p(Rd

+,wγ ;X) + ‖g − gn‖Wk,p(Rd
+,wγ ;X) < 2ε.

Now let γ = (k − j)p− 1 and X be a reflexive Banach space. Note that the sequence 
(gn)n≥1 is bounded in the reflexive space W k,p(Rd

+, wγ ;X). As a corollary of the Banach-
Alaoglu theorem, (gn)n≥1 has a weakly convergent subsequence, say gn�

→ g̃ weakly in 
W k,p(Rd

+, wγ ;X) as � → ∞. Since gn → f in D′(Rd
+;X) as n → ∞ as well, we find g̃ = f

by uniqueness of the limit. With the Hahn-Banach separation theorem, this implies that

f ∈ C∞
c,j(Rd

+;X)
weak

= C∞
c,j(Rd

+;X)
‖·‖

,

where the closures are taken in the weak and norm topology of W k,p(Rd
+, wγ ;X), re-

spectively. �
Let θ ∈ R and define the pointwise multiplication operator

Mθ : C∞
c (Rd

+;X) → C∞
c (Rd

+;X) by Mθu(x) = xθ
1 · u(x), x ∈ Rd

+. (3.7)

By duality the operator extends to Mθ : D′(Rd
+;X) → D′(Rd

+;X) and M−θ acts as 
inverse for Mθ on D′(Rd

+;X). Moreover, we write M := M1. We first study the bound-
edness properties of the multiplication operator M j with j ∈ N1.

Lemma 3.6. Let p ∈ (1,∞), j ∈ N1, k ∈ N0 and let X be a Banach space.
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(i) If γ ∈ (jp− 1,∞), then

M j : W k,p(Rd
+, wγ ;X) → W k,p(Rd

+, wγ−jp;X) is bounded.

(ii) If γ ∈ (−1,∞) \ {�p− 1 : � ∈ N1}, then

M j : W k,p
0 (Rd

+, wγ ;X) → W k,p
0 (Rd

+, wγ−jp;X) is an isomorphism.

Proof. It suffices to consider R+ instead of Rd
+, since derivatives with respect to xi with 

i ∈ {2, . . . , d} commute with M j . For (i) note that by the product rule

(M ju)(i) =
min{i,j}∑

n=0 
cn,i,jM

j−nu(i−n), i ∈ {0, . . . k}.

Hence, by Hardy’s inequality (Lemma 3.1 using γ > jp− 1)

‖M ju‖Wk,p(R+,wγ−jp;X) ≲
k∑

i=0 

min{i,j}∑
n=0 

‖M j−nu(i−n)‖Lp(R+,wγ−jp;X)

=
k∑

i=0 

min{i,j}∑
n=0 

‖u(i−n)‖Lp(R+,wγ−np;X) ≲ ‖u‖Wk,p(R+,wγ ;X).

For (ii), by density of C∞
c (R+;X) in W k,p

0 (R+, wγ ;X) (see [49, Proposition 3.8]), we 
have that

M j : W k,p
0 (R+, wγ ;X) → W k,p

0 (R+, wγ−jp;X)

is bounded. It remains to show that the inverse is also bounded, whereby density it 
suffices to consider u ∈ C∞

c (R+;X). Again by the product rule

(M−ju)(i) =
i ∑

n=0
cn,i,jM

−j−nu(i−n),

so that by Hardy’s inequality

‖M−ju‖Wk,p(R+,wγ ;X) ≲
k∑

i=0 

i ∑
n=0

‖M−j−nu(i−n)‖Lp(R+,wγ ;X) ≲ ‖u‖Wk,p(R+,wγ−jp;X). �

Analogous to Lemma 3.6 we obtain the following result for Mθ with θ > 0.

Lemma 3.7. Let p ∈ (1,∞), θ > 0, k ∈ N0 and let X be a Banach space. Moreover, let 
γ, γ − θp ∈ (−1,∞) \ {jp− 1 : j ∈ N1}. Then

Mθ : W k,p
0 (Rd

+, wγ ;X) → W k,p
0 (Rd

+, wγ−θp;X) is an isomorphism.
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Proof. As in the proof of Lemma 3.6 it suffices to consider R+ and u ∈ C∞
c (R+;X). 

The required estimates follow from the formula

(M±θu)(i) =
i ∑

n=0
cn,i,θM

±θ−nu(i−n), i ∈ {0, . . . , k},

and Hardy’s inequality (Lemma 3.1). �
Using Lemma 3.6 we obtain a useful characterisation for induction arguments.

Lemma 3.8. Let p ∈ (1,∞), k ∈ N1, γ ∈ ((k − 1)p − 1,∞) \ {jp− 1 : j ≥ k} and let X
be a Banach space. Then

‖f‖Wk,p(Rd
+,wγ ;X) ≂

∑
|α|≤1

‖M∂αf‖Wk−1,p(Rd
+,wγ−p;X), f ∈ W k,p(Rd

+, wγ ;X),

where the constant only depends on p, k, γ, d and X.

Proof. From Lemma 3.6 we have that

M : W k−1,p
0 (Rd

+, wγ ;X) → W k−1,p
0 (Rd

+, wγ−p;X)

is an isomorphism and hence for g ∈ W k−1,p
0 (Rd

+, wγ ;X) it holds

‖Mg‖Wk−1,p(Rd
+,wγ−p;X) ≲ ‖g‖Wk−1,p(Rd

+,wγ ;X) and 

‖g‖Wk−1,p(Rd
+,wγ ;X) = ‖M−1Mg‖Wk−1,p(Rd

+,wγ ;X) ≲ ‖Mg‖Wk−1,p(Rd
+,wγ−p;X).

Therefore, Remark 3.2 gives that for f ∈ W k,p(Rd
+, wγ ;X), we have

‖f‖Wk,p(Rd
+,wγ ;X) =

∑
|α|≤1

‖∂αf‖Wk−1,p(Rd
+,wγ ;X)

≂

∑
|α|≤1

‖M∂αf‖Wk−1,p(Rd
+,wγ−p;X). �

We close this section with a complex interpolation result in the parameter γ, which 
will only play a role in Section 6.2 to improve the estimate on the growth of the heat 
semigroup. Complex interpolation of Lp-spaces with a change of measure dates back to 
Stein and Weiss [64,65]. Related results on weighted Sobolev spaces can be found in 
[9,28,50].

Proposition 3.9. Let p ∈ (1,∞), k ∈ N0 and let X be a Banach space. Let −1 < γ0 <

γ < γ1 < ∞ be such that γ = (1 − θ)γ0 + θγ1 > kp− 1 for some θ ∈ (0, 1). Then[
W k,p(Rd

+, wγ0 ;X),W k,p(Rd
+, wγ1 ;X)

]
θ

= W k,p(Rd
+, wγ ;X).
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Proof. For k = 0 the result is a special case of the Stein-Weiss theorem, see, e.g., [27, 
Theorem 14.3.1]. From now on assume that k ∈ N1 and we first prove the inclusion “↪→”. 
Let N :=

∑
|α|≤k 1 and define the operator

T : W k,p(Rd
+, wγ0 ;X) + W k,p(Rd

+, wγ1 ;X) → Lp(Rd
+, wγ0 ;XN ) + Lp(Rd

+, wγ1 ;XN ),

by Tf := (∂αf)|α|≤k. It is straightforward to verify that for j ∈ {0, 1} the mapping

T : W k,p(Rd
+, wγj

;X) → Lp(Rd
+, wγj

;XN )

is bounded. Therefore, by properties of the complex interpolation method and the Stein-
Weiss theorem, we have that

T : [W k,p(Rd
+, wγ0 ;X),W k,p(Rd

+, wγ1 ;X)]θ → Lp(Rd
+, wγ ;XN )

is bounded and

‖f‖Wk,p(Rd
+,wγ ;X) ≲ ‖Tf‖Lp(Rd

+,wγ ;XN ) ≲ ‖f‖[Wk,p(Rd
+,wγ0 ;X),Wk,p(Rd

+,wγ1 ;X)]θ ,

where the constant only depends on p, k, γ, γ0, γ1 and d.
To prove the other inclusion “←↩”, note that C∞

c (Rd
+;X) is dense in W k,p(Rd

+, wγ ;X)
by Lemma 3.4. Thus it suffices to show that for all f ∈ C∞

c (Rd
+;X)

‖f‖[Wk,p(Rd
+,wγ0 ;X),Wk,p(Rd

+,wγ1 ;X)]θ ≲ ‖f‖Wk,p(Rd
+,wγ ;X),

where the constant may depend on p, k, γ, γ0, γ1 and d. For j ∈ {0, 1} we define βj :=
γ+j(γ1−γ0). Let S := {s ∈ C : 0 < Re s < 1} and for z ∈ S define T (z) : C∞

c (Rd
+;X) →

W k,p(Rd
+, wβ0 ;X) + W k,p(Rd

+, wβ1 ;X) by

T (z)f(x) := ez
2−θ2 · x− z

p (γ1−γ0)
1 · f(x), x ∈ Rd

+.

Then T (·)f is bounded and continuous on S and analytic on S for all f ∈ C∞
c (Rd

+;X). 
Let t ∈ R and α = (α1, α̃) ∈ N0 ×Nd−1

0 with |α| ≤ k. By the product rule and Hardy’s 
inequality (Corollary 3.3 using that γ > kp− 1), we have∥∥∂αT (j + it)f

∥∥
Lp(Rd

+,wβj
;X) ≤ e‖∂αf‖Lp(Rd

+,wγ ;X)

+
α1−1∑
n=0 

cn,α1e
1−t2

α1−n∏
m=1 

∣∣∣ 1+|t|
p |γ1 − γ0| −m + 1

∣∣∣‖Mn−α1∂n
1 ∂

α̃f‖Lp(Rd
+,wγ ;X)

≲ ‖f‖Wk,p(Rd
+,wγ ;X)

and therefore for j ∈ {0, 1}
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sup
t∈R 

∥∥T (j + it)f
∥∥
Wk,p(Rd

+,wβj
;X) ≲ ‖f‖Wk,p(Rd

+,wγ ;X).

Using that C∞
c (Rd

+;X) is dense in W k,p(Rd
+, wγ ;X), it follows by Stein interpolation 

[68, Theorem 2.1] that∥∥T (θ)f
∥∥

[Wk,p(Rd
+,wβ0 ;X),Wk,p(Rd

+,wβ1 ;X)]θ
≲ ‖f‖Wk,p(Rd

+,wγ ;X).

It remains to show that for f ∈ C∞
c (Rd

+;X) we have

‖f‖[Wk,p(Rd
+,wγ0 ;X),Wk,p(Rd

+,wγ1 ;X)]θ ≲ ‖T (θ)f‖[Wk,p(Rd
+,wβ0 ;X),Wk,p(Rd

+,wβ1 ;X)]θ . (3.8)

To this end, let T−1(θ) : C∞
c (Rd

+;X) → C∞
c (Rd

+;X) be defined by

T−1(θ)g(x) := x
θ
p (γ1−γ0)
1 · g(x), x ∈ Rd

+.

Then we claim that for g ∈ C∞
c (Rd

+;X) we have

‖T−1(θ)g‖[Wk,p(Rd
+,wγ0 ;X),Wk,p(Rd

+,wγ1 ;X)]θ ≲ ‖g‖[Wk,p(Rd
+,wβ0 ;X),Wk,p(Rd

+,wβ1 ;X)]θ .

Applying this to g := T (θ)f ∈ C∞
c (Rd

+;X) proves (3.8), which in turn proves the propo-
sition.

To prove the claim, note that by Lemma 3.4 (using that βj > γ > kp − 1) and 
properties of the complex interpolation method, it suffices to prove for g ∈ C∞

c (Rd
+;X)

and j ∈ {0, 1}

‖T−1(θ)g‖Wk,p(Rd
+,wγj

;X) ≲ ‖g‖Wk,p(Rd
+,wβj

;X).

Note that γj + θ(γ1 − γ0) = βj , so for any |α| ≤ k we obtain by Hardy’s inequality

‖∂αT−1(θ)g‖Lp(Rd
+,wγj

,X) ≲
(
‖∂αg‖Lp(Rd

+,wβj
,X) +

α1−1∑
n=0 

‖Mn−α1∂n
1 ∂

α̃g‖Lp(Rd
+,wβj

,X)

)
≲ ‖g‖Wk,p(Rd

+,wβj
;X).

This proves the claim and finishes the proof. �
4. The Laplacian on lower-order weighted Sobolev spaces

We first note some properties of the Dirichlet and Neumann Laplacian on the half-
space in some known and easy cases. That is, we collect the results for the Dirichlet 
Laplacian on Lp from [49] in Section 4.1. Moreover, with a similar reflection technique 
as in [49], we derive boundedness of the H∞-calculus for the Neumann Laplacian in the 
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case of Ap weights in Section 4.2. Finally, in Section 4.3 we consider the weak setting for 
the Dirichlet Laplacian corresponding to k = −1 in Theorem 1.1.

Throughout this paper the Dirichlet and Neumann Laplacian will be defined as follows.

Definition 4.1. Let p ∈ (1,∞), γ ∈ (−1, 2p − 1) \ {p − 1}, k ∈ N0 ∪ {−1} be such that 
γ + kp > −1 and let X be a Banach space. The Dirichlet and Neumann Laplacian on 
Rd

+ are defined as follows.

(i) The Dirichlet Laplacian ΔDir on W k,p(Rd
+, wγ+kp;X) is defined by

ΔDiru :=
d ∑

j=1 
∂2
j u with D(ΔDir) := W k+2,p

Dir (Rd
+, wγ+kp;X).

For k = −1 we elaborate on the definition of W−1,p(Rd
+, wγ ;X) with γ ∈ (−1, p−1)

in Section 4.3.
(ii) The Neumann Laplacian ΔNeu on W k+1,p(Rd

+, wγ+kp;X) is defined by

ΔNeuu :=
d ∑

j=1 
∂2
j u with D(ΔNeu) := W k+3,p

Neu (Rd
+, wγ+kp;X).

Moreover, recall that the semigroups TDir and TNeu are as defined in (1.2).

4.1. The strong setting for the Dirichlet Laplacian

The H∞-calculus for the Dirichlet Laplacian on Lp(Rd
+, wγ ;X) with γ ∈ (−1, 2p −

1) \ {p − 1} is already obtained in [49]. We will use this theorem (see Theorem 4.2
below) in Sections 5 and 7 as the basis for an induction argument to show that the 
Dirichlet Laplacian is sectorial and has a bounded H∞-calculus on W k,p(Rd

+, wγ+kp;X)
with k ≥ 1 as well.

Theorem 4.2 ([49, Theorems 4.1 & 5.7]). Let p ∈ (1,∞), w ∈ Ap(Rd
+) or w = wγ with 

γ ∈ (−1, 2p− 1) \ {p− 1} and let X be a UMD Banach space. Let ΔDir on Lp(Rd
+, w;X)

be as in Definition 4.1 with k = 0 and let TDir on Lp(Rd
+, w;X) be as in (1.2). Then, the 

following assertions hold for all λ ≥ 0:

(i) λ− ΔDir is a sectorial operator of angle ω(λ− ΔDir) = 0,
(ii) (TDir(z))z∈Σσ

with σ ∈ (0, π
2 ) is a bounded analytic C0-semigroup on Lp(Rd

+, w;X)
which is generated by ΔDir,

(iii) λ− ΔDir has a bounded H∞-calculus of angle ωH∞(λ− ΔDir) = 0.
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Remark 4.3 (The case γ = p − 1). We will not consider the special case γ = p − 1
since Hardy’s inequality fails in this case. Nonetheless, Theorem 4.2 remains true if one 
considers ΔDir on Lp(Rd

+, wp−1;X) with the different domain

D(ΔDir) :=
{
f ∈ C∞

c (Rd
+;X) : f |∂Rd

+
= 0

}W 2,p(Rd
+,wp−1;X)

.

This can be proved using [49, Propositions 5.1 & 5.3] which do hold for γ = p− 1, and 
interpolation (Proposition 3.9).

The proof of Theorem 4.2 for w ∈ Ap(Rd
+), which includes wγ with γ ∈ (−1, p − 1), 

goes via an odd reflection to Rd and using the H∞-calculus of Δ on Lp(Rd, w;X), see 
[49, Theorem 4.1]. Since the kernel of the Dirichlet heat semigroup has a zero of order 
one at the boundary, the range for γ can be extended.

4.2. The Neumann Laplacian in the Ap setting

Let p ∈ (1,∞) and w ∈ Ap(Rd
+) or, equivalently, w ∈ Ap(Rd) and w is even. Using a 

similar reflection technique as in the proof of Theorem 4.2, we prove that the Neumann 
Laplacian has a bounded H∞-calculus on Lp(Rd

+, w;X) and W 1,p(Rd
+, w;X). To reflect 

the Neumann boundary condition we need an even extension in the first variable.
For f ∈ Lp(Rd

+, w;X) and y = (y1, ỹ) ∈ R × Rd−1 we define the odd and even 
extensions by

Eoddf(y) := fodd(y) := sign(y1)f(|y1|, ỹ)
Eevenf(y) := feven(y) := f(|y1|, ỹ).

(4.1)

Moreover, for k ∈ N0 let W k,p
odd(Rd, w;X) and W k,p

even(Rd, w;X) be the closed subspaces 
of all odd and even functions in W k,p(Rd, w;X), respectively.

We have the following lemma on odd and even extensions.

Lemma 4.4. Let p ∈ (1,∞), w ∈ Ap(Rd) be even and let X be a Banach space. Then

Eodd : W k,p
Dir (R

d
+, w;X) → W k,p

odd(Rd, w;X), k ∈ {0, 1, 2},

Eeven : W k,p
Neu(Rd

+, w;X) → W k,p
even(Rd, w;X), k ∈ {0, 1, 2, 3},

are isomorphisms and

‖u‖Wk,p(Rd
+,w;X) ≤ ‖Eoddu‖Wk,p(Rd,w;X) ≤ 2

1 
p ‖u‖Wk,p(Rd

+,w;X), k ∈ {0, 1, 2},

‖u‖Wk,p(Rd
+,w;X) ≤ ‖Eevenu‖Wk,p(Rd,w;X) ≤ 2

1 
p ‖u‖Wk,p(Rd

+,w;X) k ∈ {0, 1, 2, 3}.
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Remark 4.5. It should be noted that Lemma 4.4 does not hold for odd extensions and 
k ≥ 3, or even extensions and k ≥ 4 unless additional boundary conditions are specified 
(cf. Remark 1.3(ii)).

Proof. The statement for the odd extensions is proved in [49, Lemma 4.2], thus it remains 
to prove the statement for the even extensions. It is straightforward to verify the case 
k = 0. For k = 1 the Neumann trace does not exist and therefore, arguing similar as in 
[49, Lemma 4.2], we obtain for u ∈ W 1,p(Rd

+, w;X) the formula

∂αueven(x) = sign(x1)α1(∂αu)(|x1|, x), (4.2)

where α = (α1, α̃) and |α| ≤ 1. This proves that ueven ∈ W 1,p(Rd, w;X) and that the 
required estimates hold. This finishes the case k = 1.

Note that sign(x1) in (4.2) is not differentiable so we cannot differentiate once more. 
Instead, if u ∈ W 2,p

Neu(Rd
+, w;X), then ∂1u ∈ W 1,p

Dir(Rd
+, w;X) and we can use that 

∂1ueven = (∂1u)odd to obtain

‖ueven‖W 2,p(Rd,w;X)

= ‖ueven‖W 1,p(Rd,w;X) + ‖(∂1u)odd‖W 1,p(Rd,w;X) +
d ∑

j=2 
‖∂jueven‖W 1,p(Rd,w;X)

≤ 2
1 
p
(
‖u‖W 1,p(Rd

+,w;X) + ‖∂1u‖W 1,p(Rd
+,w;X) +

d ∑
j=2 

‖∂ju‖W 1,p(Rd
+,w;X)

)
= 2

1 
p ‖u‖W 2,p(Rd

+,w;X),

using the estimates for the odd and even extension with k = 1. Similarly, for k = 3, the 
estimate follows using the estimates for the odd and even extensions with k = 2.

Conversely, let k ∈ {2, 3} be fixed and let ueven ∈ W k,p(Rd, w;X). Then by [49, 
Lemma 3.6] there exists a sequence (un)n≥1 ⊆ C∞

c (Rd;X) such that un → ueven
in W k,p(Rd, w;X) as n → ∞. In addition, un(−·, ·) → ueven(−·, ·) = ueven(·, ·) in 
W k,p(Rd, w;X). This implies that the sequence vn := 1

2 (un + un(−·, ·)) satisfies

vn ∈ C∞
c (Rd;X), (∂1vn)(0, ·) = 0 and vn → ueven in W k,p(Rd, w;X).

Continuity of the trace implies that u = ueven|Rd
+

satisfies Tr(∂1u) = 0. This proves that 
u ∈ W k,p

Neu(Rd
+, w;X) since the norm estimates are again clear. �

Using the even extensions we can obtain the H∞-calculus for the Laplacian on Rd
+

with Neumann boundary conditions.

Theorem 4.6. Let p ∈ (1,∞), w ∈ Ap(Rd
+) and let X be a UMD Banach space. 

For � ∈ {0, 1}, define the Neumann Laplacian ΔNeu on W �,p(Rd
+, w;X) with domain 
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D(ΔNeu) = W �+2,p
Neu (Rd

+, w;X) and let TNeu on W �,p(Rd
+, w;X) be as in (1.2). The fol-

lowing assertions hold for all λ ≥ 0:

(i) λ− ΔNeu is a sectorial operator of angle ω(λ− ΔNeu) = 0,
(ii) (TNeu(z))z∈Σσ

with σ ∈ (0, π
2 ) is a bounded analytic C0-semigroup on W �,p(Rd

+, w; 
X) which is generated by ΔNeu,

(iii) λ− ΔNeu has a bounded H∞-calculus of angle ωH∞(λ− ΔNeu) = 0.

Proof. This proof goes via a reflection argument from Rd
+ to Rd and using the H∞-

calculus for Δ on Lp(Rd, w;X) and W 1,p(Rd, w;X), see Lemma 2.6. The argument is 
completely similar as in [49, Section 4] for the Dirichlet case if one considers the even 
extension from Lemma 4.4 instead of the odd extension. �

We state two corollaries of Theorems 4.2 and 4.6 concerning the Dirichlet and Neu-
mann resolvent equation. Similar results on Lp(Rd

+, w;C) with w ∈ Ap(Rd
+) are already 

contained in [16,17].

Corollary 4.7 ([49], Corollary 4.3 & 5.8). Let p ∈ (1,∞), w ∈ Ap(Rd
+) or w = wγ

with γ ∈ (−1, 2p − 1) \ {p − 1} and let X be a UMD Banach space. Then for all f ∈
Lp(Rd

+, w;X) and λ ∈ Σπ−ω with ω ∈ (0, π) there exists a unique u ∈ W 2,p
Dir(Rd

+, w;X)
such that λu− ΔDiru = f . Moreover, this solution satisfies

∑
|β|≤2

|λ|1−
|β|
2 ‖∂βu‖Lp(Rd

+,w;X) ≤ C‖f‖Lp(Rd
+,w;X),

where the constant C only depends on p, w, ω, d and X.

For the Neumann Laplacian we have the following result.

Corollary 4.8. Let p ∈ (1,∞), � ∈ {0, 1}, w ∈ Ap(Rd
+) and let X be a UMD Banach 

space. Then for all f ∈ W �,p(Rd
+, w;X) and λ ∈ Σπ−ω with ω ∈ (0, π) there exists a 

unique u ∈ W �+2,p
Neu (Rd

+, w;X) such that λu−ΔNeuu = f . Moreover, this solution satisfies

∑
|β|≤2

|λ|1−
|β|
2 ‖∂βu‖W �,p(Rd

+,w;X) ≤ C‖f‖W �,p(Rd
+,w;X),

where the constant C only depends on p, �, w, ω, d and X.

Proof. This follows from Theorem 4.6 using the same argument as in [49, Corollary 
4.3]. �



N. Lindemulder et al. / Journal of Functional Analysis 289 (2025) 110985 25

4.3. The weak setting for the Dirichlet Laplacian

In this section, we prove Theorem 1.1 with k = −1, which corresponds to the weak set-
ting for the Dirichlet Laplacian. This follows from combining the results for the Dirichlet 
and Neumann Laplacian in the strong setting.

The space W−1,p(Rd
+, w;X) with w ∈ Ap(Rd

+) consists of all f ∈ S ′(Rd
+;X) such that

f = f0 +
d ∑

j=1 
∂jfj with f0, fj ∈ Lp(Rd

+, w;X) for all j ∈ {1, . . . , d} (4.3)

equipped with the norm

‖f‖W−1,p(Rd
+,w;X) := inf

{ d ∑
j=0 

‖fj‖Lp(Rd
+,w;X) : (4.3) holds

}
.

As usual, the derivatives are understood in the sense of distributions, i.e., (4.3) reads

f(ϕ) = f0(ϕ) −
d ∑

j=1 
fj(∂jϕ), ϕ ∈ S(Rd

+;X).

For f ∈ W−1,p(Rd
+, w;X) with w ∈ Ap(Rd

+) we define the Dirichlet heat semigroup as

(TDir(z)f)(ϕ) := f(TDir(z)ϕ), ϕ ∈ S(Rd
+;X). (4.4)

This definition coincides with the definition for functions f ∈ Lp(Rd
+, w;X). Moreover, 

for f ∈ W−1,p(Rd
+, w;X) and ϕ ∈ S(Rd

+;X) it holds that

(TDir(z)f)(ϕ) = (TDir(z)f0)(ϕ) + (∂1TNeu(z)f1)(ϕ) +
d ∑

j=2 
(∂jTDir(z)fj)(ϕ)

= (TDir(z)f0)(ϕ) − (TNeu(z)f1)(∂1ϕ) −
d ∑

j=2 
(TDir(z)fj)(∂jϕ).

(4.5)

Using Corollaries 4.7 and 4.8 we can derive elliptic regularity for the Dirichlet Lapla-
cian on W−1,p(Rd

+, w;X). For a similar result on Rd without weights, we refer to [42, 
Section 4.4].

Proposition 4.9. Let p ∈ (1,∞), w ∈ Ap(Rd
+) and let X be a UMD Banach space. Then 

for all fj ∈ Lp(Rd
+, w;X) with j ∈ {0, . . . , d} and λ ∈ Σπ−ω with ω ∈ (0, π), there exists 

a unique u ∈ W 1,p
Dir(Rd

+, w;X) such that λu − ΔDiru = f0 +
∑d

j=1 ∂jfj. Moreover, this 
solution satisfies
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∑
|β|≤1

|λ| 12−
|β|
2 ‖∂βu‖Lp(Rd

+,w;X) ≤ C|λ|− 1
2 ‖f0‖Lp(Rd

+,w;X) + C

d ∑
j=1 

‖fj‖Lp(Rd
+,w;X),

where the constant C only depends on p, w, ω, d and X.

Proof. For the existence and the estimate it suffices to consider the equations

λv0 − ΔDirv0 = f0, v0(0, ·) = 0,

λv1 − ΔNeuv1 = f1, (∂1v1)(0, ·) = 0,

λvj − ΔDirvj = fj , vj(0, ·) = 0 for j ∈ {2, . . . , d}.
(4.6)

Corollaries 4.7 and 4.8 yield solvability of the above equations and the estimates∑
|β|≤1

|λ| 12−
|β|
2 ‖∂βv0‖Lp(Rd

+,w;X) ≤ C|λ|− 1
2 ‖f0‖Lp(Rd

+,w;X) (4.7)

and ∑
1≤|β|≤2

|λ|1−
|β|
2 ‖∂βvj‖Lp(Rd

+,w;X) ≤ C‖fj‖Lp(Rd
+,w;X), j ∈ {1, . . . , d}. (4.8)

Then u := v0 +
∑d

j=1 ∂jvj ∈ W 1,p
Dir(Rd

+, w;X) satisfies λu−ΔDiru = f0 +
∑d

j=1 ∂jfj and

∑
|β|≤1

|λ| 12−
|β|
2 ‖∂βu‖Lp(Rd

+,w;X)

≤
∑
|β|≤1

|λ| 12−
|β|
2 
(
‖∂βv0‖Lp(Rd

+,w;X) +
d ∑

j=1 
‖∂β∂jvj‖Lp(Rd

+,w;X)

)

≤ C|λ|− 1
2 ‖f0‖Lp(Rd

+,w;X) + C
d ∑

j=1 
‖fj‖Lp(Rd

+,w;X),

using (4.7) and (4.8). Finally, since λu− ΔDiru = 0 has a solution u ∈ W 1,p
Dir(Rd

+, w;X), 
we obtain by Lemma 4.4 that uodd ∈ W 1,p(Rd, w;X) ↪→ S ′(Rd;X) and satisfies λuodd −
Δuodd = 0 on Rd. By employing the Fourier transform it follows that uodd = 0 and thus 
u = 0 as well. This proves the uniqueness and finishes the proof. �

Sectoriality and boundedness of the H∞-calculus for −ΔDir on W−1,p(Rd
+, w;X) can 

be derived from the same properties of −ΔDir and −ΔNeu on Lp(Rd
+, w;X). We close 

this section with the main result for the Dirichlet Laplacian in the weak setting.

Theorem 4.10. Let p ∈ (1,∞), w ∈ Ap(Rd
+) and let X be a UMD Banach space. 

Define the Dirichlet Laplacian ΔDir on W−1,p(Rd
+, w;X) with domain D(ΔDir) =
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W 1,p
Dir(Rd

+, w;X) and let TDir on W−1,p(Rd
+, w;X) be as in (4.4). The following assertions 

hold for all λ ≥ 0:

(i) λ− ΔDir is a sectorial operator of angle ω(λ− ΔDir) = 0,
(ii) (TDir(z))z∈Σσ

with σ ∈ (0, π
2 ) is a bounded analytic C0-semigroup on W−1,p(Rd

+, 
w;X) which is generated by ΔDir,

(iii) λ− ΔDir has a bounded H∞-calculus of angle ωH∞(λ− ΔDir) = 0.

Proof. Let f ∈ W−1,p(Rd
+, w;X) such that f = f0 +

∑d
j=1 ∂jfj with fj ∈ Lp(Rd

+, w;X)
for j ∈ {0, . . . , d}. Moreover, let vj be the solutions to the equations in (4.6).

To prove (i), note that by Corollaries 4.7 and 4.8, we obtain for z ∈ Σπ−ω with 
ω ∈ (0, π)

|z|‖R(z,ΔDir)f‖W−1,p(Rd
+,w;X) ≤ |z|

d ∑
j=0 

‖vj‖Lp(Rd
+,w;X) ≤ C

d ∑
j=0 

‖fj‖Lp(Rd
+,w;X).

Taking the infimum over all possible fj yields that −ΔDir is sectorial of angle 0. Together 
with [27, Proposition 16.2.1] this proves (i).

We continue with the proof of (ii). By (i) and [26, Theorem G.5.2] we have that ΔDir
generates the bounded analytic C0-semigroup (S(z))z∈Σσ

and

S(z)f = 1 
2πi

∫
Γ 

ezsR(s,ΔDir)f ds, z ∈ Σσ, f ∈ W−1,p(Rd
+, w;X), (4.9)

where Γ is the upwards orientated boundary of Σσ′ \ B(0, r) for some r > 0 and σ′ ∈
(π2 + | arg z|, π

2 + σ).
We show that S(z) = TDir(z) on W−1,p(Rd

+, w;X) for z ∈ Σσ. It follows from (4.9), 
Theorems 4.2(ii) and 4.6(ii), commuting ∂1 and the resolvent, and (4.5) that

S(z)f = 1 
2πi

∫
Γ 

ezs
(
R(s,ΔDir)f0 + ∂1R(s,ΔNeu)f1 +

d ∑
j=2 

∂jR(s,ΔDir)fj
)

ds

= TDir(z)f0 + ∂1TNeu(z)f1 +
d ∑

j=2 
∂jTDir(z)fj = TDir(z)f,

which completes the proof of (ii).
Finally, to prove (iii) let ω ∈ (0, π) and φ ∈ H1(Σω)∩H∞(Σω). By Theorems 4.2 and 

4.6, we obtain

‖φ(−ΔDir)f‖W−1,p(Rd
+,w;X) ≤ ‖φ(−ΔDir)f0‖Lp(Rd

+,w;X) + ‖φ(−ΔNeu)f1‖Lp(Rd
+,w;X)

+
d ∑

j=2 
‖φ(−ΔDir)fj‖Lp(Rd

+,w;X)
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≤ C‖φ‖H∞(Σω)

d ∑
j=0 

‖fj‖Lp(Rd
+,w;X).

Taking the infimum over all possible fj yields that −ΔDir has a bounded H∞-calculus 
of angle 0. Together with [27, Proposition 16.2.6] this proves (iii). �
5. Sectoriality of the Dirichlet and Neumann Laplacian

In this section we study the sectoriality of −ΔDir and −ΔNeu on weighted Sobolev 
spaces of arbitrary order k ∈ N0. The results of this section are summarised in the 
following theorems.

Theorem 5.1 (Sectoriality of λ − ΔDir). Let p ∈ (1,∞), k ∈ N0, γ ∈ (−1, 2p − 1) \
{p − 1} and let X be a UMD Banach space. Let ΔDir on W k,p(Rd

+, wγ+kp;X) be as in 
Definition 4.1. Assume that either

(i) γ + kp ∈ (−1, 2p− 1) and λ ≥ 0, or,
(ii) γ + kp > 2p− 1 and λ > 0.

Then λ− ΔDir is sectorial of angle ω(λ− ΔDir) = 0.

Theorem 5.2 (Sectoriality of λ − ΔNeu). Let p ∈ (1,∞), k ∈ N0 ∪ {−1}, γ ∈ (−1, 2p −
1) \ {p− 1} and let X be a UMD Banach space. Let ΔNeu on W k+1,p(Rd

+, wγ+kp;X) be 
as in Definition 4.1. Assume that either

(i) γ + kp ∈ (−1, p− 1) and λ ≥ 0, or,
(ii) γ + kp > p− 1 and λ > 0.

Then λ− ΔNeu is sectorial of angle ω(λ− ΔNeu) = 0.

Theorems 5.1 and 5.2 will be proved using elliptic regularity for the corresponding 
resolvent equations. The elliptic regularity for the Dirichlet and Neumann resolvent equa-
tion is shown using an induction argument on k in Sections 5.1 and 5.2, respectively. 
Finally, in Section 5.3 the elliptic regularity is used to finish the proofs of Theorems 5.1
and 5.2.

5.1. Elliptic regularity for the Dirichlet Laplacian

We start with a preliminary result on the solvability of the resolvent equation if the 
right hand side is compactly supported. Recall that we defined the Schwartz space on 
Rd

+ as S(Rd
+;X) := {u|Rd

+
: u ∈ S(Rd;X)}.
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Lemma 5.3. Let X be a Banach space. Then for all f ∈ C∞
c (Rd

+;X) and λ ∈ Σπ−ω with 
ω ∈ (0, π) there exists a unique u ∈ S(Rd

+;X) such that

λu− Δu = f, u(0, ·) = 0.

Proof. Let fodd be the odd extension of f as in (4.1). Then fodd ∈ C∞
c (Rd;X) ⊆

S(Rd;X) and taking the Fourier transform of the resolvent equation λu−Δu = fodd on 
Rd yields a solution uodd ∈ S(Rd;X) given by

uodd(x1, x̃) =
(
F−1[ξ → (Ffodd)(ξ)

λ+|ξ|2
])

(x1, x̃), ξ ∈ Rd, λ ∈ Σπ−ω.

Note that −uodd(−x1, x̃) also solves the resolvent equation on Rd. By uniqueness of the 
solution we obtain uodd(x1, x̃) = −uodd(−x1, x̃) and therefore uodd(0, x̃) = 0. Thus the 
restriction u := uodd|Rd

+
solves λu − Δu = f on Rd

+ with u(0, ·) = 0. The uniqueness 
follows from Corollary 4.7. �

Recall that the pointwise multiplication operator M is defined in (3.7). By [A1, A2] =
A1A2 − A2A1 we denote the commutator of two operators A1 and A2. For a ∈ R we 
use the notation (a)+ = a if a ≥ 0 and (a)+ = 0 otherwise. Moreover, note that for all 
u ∈ S(Rd

+;X) we have the commutation relation

[M j∂α,Δ]u = −j(j − 1)M j−2∂αu− 2jM j−1∂1∂
αu, j ∈ N0, α ∈ Nd

0 . (5.1)

The next proposition provides the key argument for proving the sectoriality of the 
Dirichlet Laplacian on W k,p(Rd

+, wγ+kp;X) for k ≥ 1. A version of the proposition 
below with improved growth gk,γ on the right hand side of the estimate will be obtained 
in Section 6.2.

Proposition 5.4. Let p ∈ (1,∞), k ∈ N0, γ ∈ (−1, 2p − 1) \ {p − 1}, ω ∈ (0, π) and 
let X be a UMD Banach space. Let ΔDir on W k,p(Rd

+, wγ+kp;X) be as in Defini-
tion 4.1. Then for all f ∈ W k,p(Rd

+, wγ+kp;X) and λ ∈ Σπ−ω, there exists a unique 
u ∈ W k+2,p

Dir (Rd
+, wγ+kp;X) such that λu− ΔDiru = f . Moreover, this solution satisfies

∑
|β|≤2

|λ|1−
|β|
2 ‖∂βu‖Wk,p(Rd

+,wγ+kp;X) ≤ Cgk,γ(λ)‖f‖Wk,p(Rd
+,wγ+kp;X), (5.2)

where

gk,γ(λ) :=
{

1 + |λ|−
(k−1)+

2 if γ ∈ (−1, p− 1)
1 + |λ|− k

2 if γ ∈ (p− 1, 2p− 1)
, (5.3)

and the constant C only depends on p, k, γ, ω, d and X.
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Proof. For any k ∈ N1 the uniqueness of u ∈ W k+2,p
Dir (Rd

+, wγ+kp;X) is clear from 
Corollary 4.7 and Hardy’s inequality (Corollary 3.3). The proof for the existence and 
the estimate goes by induction on k ≥ 0. The case k = 0 is stated in Corollary 4.7. 
Assume that the statement of the proposition holds for a fixed k ∈ N0 and for all 
γ ∈ (−1, 2p− 1) \ {p− 1}. It remains to prove the statement for k + 1. Throughout the 
proof, C denotes a constant only depending on p, k, γ, ω, d and X, which may change 
from line to line.

First, take f ∈ C∞
c (Rd

+;X). Lemma 5.3 implies that

λu− ΔDiru = f, u(0, ·) = 0, (5.4)

has a unique solution u ∈ S(Rd
+;X). For |α| ≤ k + 1, let vα = Mk+1∂αu. Then we have 

vα(0, ·) = 0 and by (5.1) and (5.4)

λvα − ΔDirvα = Mk+1∂αf − k(k + 1)Mk−1∂αu− 2(k + 1)Mk∂1∂
αu. (5.5)

Since f ∈ C∞
c (Rd

+;X) and u ∈ S(Rd
+;X), we find that the right hand side of (5.5) is 

an element Lp(Rd
+, wγ ;X). Therefore, the case k = 0 (see Corollary 4.7) implies that 

vα ∈ W 2,p
Dir(Rd

+, wγ ;X) and by Hardy’s inequality (if k ≥ 1) it holds that∑
|β|≤2

|λ|1−
|β|
2 ‖∂βvα‖Lp(Rd

+,wγ ;X)

≤ C‖Mk+1∂αf‖Lp(Rd
+,wγ ;X)

+ C
(
k‖Mk−1∂αu‖Lp(Rd

+,wγ ;X) + ‖Mk∂1∂
αu‖Lp(Rd

+,wγ ;X)
)

≤ C‖f‖Wk+1,p(Rd
+,wγ+(k+1)p;X) + C

∑
1≤|δ|≤2

‖∂δu‖Wk,p(Rd
+,wγ+kp;X).

(5.6)

If γ ∈ (−1, p−1), then note that γ+(k+1)p ∈ ((k+1)p−1, (k+2)p−1). With Hardy’s 
inequality (Lemma 3.1) and the induction hypothesis twice (once with γ replaced by 
γ + p), we find∑

1≤|δ|≤2

‖∂δu‖Wk,p(Rd
+,wγ+kp;X)

≤ C
∑
|δ|=1

∑
|β|≤k

‖∂1∂
β∂δu‖Lp(Rd

+,wγ+p+kp;X) +
∑
|δ|=2

‖∂δu‖Wk,p(Rd
+,wγ+kp;X)

≤ C
∑
|δ|=2

(
‖∂δu‖Wk,p(Rd

+,wγ+p+kp;X) + ‖∂δu‖Wk,p(Rd
+,wγ+kp;X)

)
≤ C

(
1 + |λ|− k

2 
)
‖f‖Wk,p(Rd

+,wγ+p+kp;X)

+ C
(
1 + |λ|−

(k−1)+
2 

)
‖f‖Wk,p(Rd

+,wγ+kp;X)

≤ C
(
1 + |λ|− k

2 
)
‖f‖Wk+1,p(Rd

+,wγ+(k+1)p;X),

(5.7)
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using Hardy’s inequality (Corollary 3.3) once more in the last estimate. If γ ∈ (p−1, 2p−
1), then the induction hypothesis and Hardy’s inequality yield∑

1≤|δ|≤2

‖∂δu‖Wk,p(Rd
+,wγ+kp;X) ≤ C

(
1 + |λ|− 1

2
)
gk,γ(λ)‖f‖Wk,p(Rd

+,wγ+kp;X)

≤ C
(
1 + |λ|− k+1

2 
)
‖f‖Wk+1,p(Rd

+,wγ+(k+1)p;X).

(5.8)

From the above estimates, the definition of vα and the fact that |α| ≤ k+1 was arbitrary, 
we further estimate (5.6) as∑
|β|≤2

∑
|α|≤k+1

|λ|1−
|β|
2 ‖∂βMk+1∂αu‖Lp(Rd

+,wγ ;X) ≤ Cgk+1,γ(λ)‖f‖Wk+1,p(Rd
+,wγ+(k+1)p;X).

(5.9)
From (5.9) we obtain∑
|β|≤2

|λ|1−
|β|
2 ‖∂βu‖Wk+1,p(Rd

+,wγ+(k+1)p;X)

≤
∑
|β|≤2

∑
|α|≤k+1

|λ|1−
|β|
2 
(
‖∂βMk+1∂αu‖Lp(Rd

+,wγ ;X) + ‖[Mk+1, ∂
|β|
1 ]∂αu‖Lp(Rd

+,wγ ;X)

)
≤ Cgk+1,γ(λ)‖f‖Wk+1,p(Rd

+,wγ+(k+1)p;X)

+ C
∑

j∈{1,2}

∑
j−1≤|δ|≤j

|λ|1− j
2 ‖∂δu‖Wk,p(Rd

+,wγ+kp;X),

where in the last step we also used Hardy’s inequality and

[Mk+1, ∂1]∂αu = −(k + 1)Mk∂αu,

[Mk+1, ∂2
1 ]∂αu = −k(k + 1)Mk−1∂αu− 2(k + 1)Mk∂1∂

αu.

To estimate the last sums, consider the cases γ ∈ (−1, p − 1) and γ ∈ (p − 1, 2p − 1)
separately. Then arguing similar as in (5.7) and (5.8), respectively, gives∑
j∈{1,2}

∑
j−1≤|δ|≤j

|λ|1− j
2 ‖∂δu‖Wk,p(Rd

+,wγ+kp;X) ≤ Cgk+1,γ(λ)‖f‖Wk+1,p(Rd
+,wγ+(k+1)p;X).

(5.10)

This proves the required estimate for f ∈ C∞
c (Rd

+;X).
To conclude, let f ∈ W k+1,p(Rd

+, wγ+(k+1)p;X). Then by Lemma 3.4 there exists a 
sequence (fn)n≥1 ⊆ C∞

c (Rd
+;X) such that

fn → f in W k+1,p(Rd
+, wγ+(k+1)p;X) as n → ∞.

Every fn defines a un ∈ W k+3,p
Dir (Rd

+, wγ+(k+1)p;X) such that λun − ΔDirun = fn and
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‖un −um‖Wk+3,p
Dir (Rd

+,wγ+(k+1)p;X) ≲ ‖fn − fm‖Wk+1,p(Rd
+,wγ+(k+1)p;X) → 0 as m,n → ∞.

Completeness of W k+3,p
Dir (Rd

+, wγ+(k+1)p;X) implies that un converges to some

u ∈ W k+3,p
Dir (Rd

+, wγ+(k+1)p;X).

Moreover,

‖(λ− ΔDir)(un − u)‖Wk+1,p(Rd
+,wγ+(k+1)p;X) ≲ ‖un − u‖Wk+3,p

Dir (Rd
+,wγ+(k+1)p;X) → 0,

as n → ∞. Therefore, (λ− ΔDir)u = limn→∞(λ− ΔDir)un = limn→∞ fn = f . Thus, for 
any f ∈ W k+1,p(Rd

+, wγ+(k+1)p;X) there exists a u ∈ W k+3,p
Dir (Rd

+, wγ+(k+1)p;X) solving 
λu− ΔDiru = f and the required estimate holds. This finishes the proof. �
5.2. Elliptic regularity for the Neumann Laplacian

We continue with elliptic regularity for the Laplace operator with Neumann boundary 
conditions. Analogous to Lemma 5.3 the Neumann resolvent equation can easily be solved 
if the right hand side f is in C∞

c,1(Rd
+;X), i.e., ∂αf ∈ C∞

c (Rd
+;X) for α = (α1, α̃) ∈

N1 ×Nd−1
0 , see (3.4).

Lemma 5.5. Let X be a Banach space. Then for all f ∈ C∞
c,1(Rd

+;X) and λ ∈ Σπ−ω with 
ω ∈ (0, π) there exists a unique u ∈ S(Rd

+;X) such that

λu− Δu = f, (∂1u)(0, ·) = 0.

Proof. This follows similarly as in Lemma 5.3 using an even extension from Rd
+ to Rd

instead of an odd extension. Note that this extension satisfies feven ∈ C∞
c (Rd;X) ⊆

S(Rd;X). �
The following proposition contains the key result for proving the sectoriality of the 

Neumann Laplacian. A version of the proposition below with improved growth gk+1,γ
on the right hand side of the estimate will be stated in Section 6.2.

Proposition 5.6. Let p ∈ (1,∞), k ∈ N0∪{−1}, γ ∈ (−1, 2p−1)\{p−1} such that γ+kp >

−1, ω ∈ (0, π) and let X be a UMD Banach space. Let ΔNeu on W k+1,p(Rd
+, wγ+kp;X)

be as in Definition 4.1. Then for all f ∈ W k+1,p(Rd
+, wγ+kp;X) and λ ∈ Σπ−ω, there 

exists a unique u ∈ W k+3,p
Neu (Rd

+, wγ+kp;X) such that λu − ΔNeuu = f . Moreover, this 
solution satisfies∑

|β|≤2

|λ|1−
|β|
2 ‖∂βu‖Wk+1,p(Rd

+,wγ+kp;X) ≤ Cgk+1,γ(λ)‖f‖Wk+1,p(Rd
+,wγ+kp;X),
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where (cf. (5.3))

gk+1,γ(λ) =
{

1 + |λ|− k
2 if γ ∈ (−1, p− 1)

1 + |λ|− k+1
2 if γ ∈ (p− 1, 2p− 1)

,

and the constant C only depends on p, k, γ, ω, d and X.

Proof. Throughout the proof, C denotes a constant only depending on p, k, γ, ω, d and 
X, which may change from line to line. The proof proceeds in two steps. We first prove 
the case γ ∈ (p − 1, 2p − 1) and k ≥ −1 with induction similar as in the proof of 
Proposition 5.4. Secondly, we prove the case γ ∈ (−1, p − 1) and k ≥ 0 using the 
previous step.

Step 1: the case γ ∈ (p − 1, 2p − 1) and k ≥ −1. Let γ ∈ (p − 1, 2p − 1). The case 
k = −1 is stated in Corollary 4.8. Assume that the statement of the proposition holds 
for all γ ∈ (p − 1, 2p − 1) and a fixed k ∈ N0 ∪ {−1}. We prove the statement of the 
proposition for k + 1.

First of all, note that uniqueness of u ∈ W k+4,p
Neu (Rd

+, wγ+(k+1)p;X) follows from 
Corollary 4.8 and Hardy’s inequality (Corollary 3.3). Take f ∈ C∞

c (Rd
+;X) and let 

u ∈ S(Rd
+;X) be the unique solution to

λu− ΔNeuu = f, (∂1u)(0, ·) = 0, (5.11)

see Lemma 5.5. For |α| ≤ k + 2 define vα = Mk+2∂αu. Then vα satisfies the Dirichlet 
boundary condition vα(0, ·) = 0 and the equation

λvα − ΔDirvα = Mk+2∂αf − (k + 1)(k + 2)Mk∂αu− 2(k + 2)Mk+1∂1∂
αu.

Applying Corollary 4.7 with γ − p ∈ (−1, p − 1) yields the estimate (5.6) with k and γ
replaced by k + 1 and γ − p, respectively. The rest of the argument is analogous to the 
Dirichlet case, see (5.8)-(5.10). For f ∈ C∞

c (Rd
+;X) we obtain the estimate

∑
|β|≤2

|λ|1−
|β|
2 ‖∂βu‖Wk+2,p(Rd

+,wγ+(k+1)p;X) ≤ C
(
1 + |λ|− k+2

2 
)
‖f‖Wk+2,p(Rd

+,wγ+(k+1)p;X).

By a density argument similar as in the proof of Proposition 5.4 the induction is finished. 
This proves the statement of the proposition for k ∈ N0 ∪ {−1} and γ ∈ (p− 1, 2p− 1).

Step 2: the case γ ∈ (−1, p − 1) and k ≥ 0. Let γ ∈ (−1, p − 1) and note that for 
k = 0 the result in already contained in Theorem 4.6. Therefore, we let k ∈ N1 from 
now on. Then uniqueness of u ∈ W k+3,p

Neu (Rd
+, wγ+kp;X) follows from the uniqueness in 

W 3,p
Neu(Rd

+, wγ ;X) (case k = 0) and Hardy’s inequality.
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To continue, take f ∈ C∞
c,1(Rd

+;X). Lemma 5.5 implies that the resolvent equation 
(5.11) has a unique solution u ∈ S(Rd

+;X). Let j ∈ {1, . . . , d} and define vj = ∂ju. If 
j = 1, then v1 satisfies

λv1 − ΔDirv1 = ∂1f, v1(0, ·) = 0.

If j ∈ {2, . . . , d}, then vj satisfies

λvj − ΔNeuvj = ∂jf, (∂1vj)(0, ·) = 0.

Applying Step 1 for k − 1 and γ + p ∈ (p − 1, 2p − 1) to estimate vj for j ∈ {2, . . . , d}
and Proposition 5.4 to estimate v1, yields

∑
|β|≤2

|λ|1−
|β|
2 ‖∂βu‖Wk+1,p(Rd

+,wγ+kp;X)

=
∑
|β|≤2

|λ|1−
|β|
2 
(
‖∂βu‖Wk,p(Rd

+,wγ+kp;X) +
d ∑

j=1 
‖∂βvj‖Wk,p(Rd

+,wγ+kp;X)
)

≤ C
(
1 + |λ|− k

2 
)(
‖f‖Wk,p(Rd

+,wγ+kp;X) +
d ∑

j=1 
‖∂jf‖Wk,p(Rd

+,wγ+kp;X)
)

≤ C
(
1 + |λ|− k

2 
)
‖f‖Wk+1,p(Rd

+,wγ+kp;X).

From Lemma 3.4 we have that C∞
c,1(Rd

+;X) is dense in W k+1,p(Rd
+, wγ+kp;X). Therefore, 

a similar density argument as in the proof of Proposition 5.4 yields that for any f ∈
W k+1,p(Rd

+, wγ+kp;X) there exists a u ∈ W k+3,p
Neu (Rd

+, wγ+kp;X) solving (5.11) and the 
required estimate holds. This finishes the proof. �
5.3. Sectoriality and the proof of Theorems 5.1 and 5.2

The sectoriality of the Dirichlet and Neumann Laplacian in Theorems 5.1 and 5.2 is 
now an easy consequence of Propositions 5.4 and 5.6.

Proof of Theorems 5.1 and 5.2. Let γ ∈ (−1, 2p − 1) \ {p − 1} and k ∈ N0 ∪ {−1}
be such that γ + kp > −1. We first consider the Dirichlet Laplacian. Assume that 
γ + kp ∈ (−1, 2p− 1) and λ ≥ 0, or, γ + kp > 2p− 1 and λ > 0. We prove that λ−ΔDir

on W k,p(Rd
+, wγ+kp;X) with domain W k+2,p

Dir (Rd
+, wγ+kp;X) is sectorial of angle zero. 

Note that this operator is closed by the estimate in Proposition 5.4 (see Remark 2.2). 
The resolvent estimate for λ−ΔDir now follows from Proposition 5.4 (corresponding to 
β = 0 below, the estimates for |β| ∈ {1, 2} will be needed in Section 7). Indeed, we have
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sup 
z∈C\Σω

∑
|β|≤2

|z|1−
|β|
2 ‖∂βR(z, λ− ΔDir)f‖Wk,p(Rd

+,wγ+kp;X)

= sup 
z∈λ+Σπ−ω

∑
|β|≤2

|z − λ|1−
|β|
2 ‖∂βR(z,ΔDir)f‖Wk,p(Rd

+,wγ+kp;X)

≤ C sup 
z∈λ+Σπ−ω

∑
|β|≤2

|z|1−
|β|
2 ‖∂βR(z,ΔDir)f‖Wk,p(Rd

+,wγ+kp;X)

≤ C sup 
z∈λ+Σπ−ω

gk,γ(z)‖f‖Wk,p(Rd
+,wγ+kp;X) = C̃gk,γ(λ)‖f‖Wk,p(Rd

+,wγ+kp;X),

(5.12)
using that for z − λ ∈ Σπ−ω

|z − λ| ≤
{
|z| if ω ∈ [π2 , π)
|z| 

sinω if ω ∈ (0, π
2 ]

.

Note that gk,γ(λ) = 1 if γ+kp < 2p−1, so that the constant in the sectoriality estimate 
is independent of λ. Thus −ΔDir is also sectorial in this case.

Furthermore, by Proposition 5.4 the mapping

λ− ΔDir : W k+2,p
Dir (Rd

+, wγ+kp;X) → W k,p(Rd
+, wγ+kp;X)

is surjective. The sectoriality now follows from Remark 2.2. This finishes the proof of 
Theorem 5.1

The proof of Theorem 5.2 for the Neumann Laplacian on W k+1,p(Rd
+, wγ+kp;X) is 

similar to the Dirichlet case using Proposition 5.6. �
6. The Dirichlet and Neumann heat semigroup

In this section, we study the growth of the Dirichlet and Neumann heat semigroup. 
Recall that the odd and even extensions from Rd

+ to Rd are defined as in (4.1). Let 
z ∈ C+ and recall from Section 1.1 that we defined the kernels

Hd,±
z (x, y) := Gd

z(x1 − y1, x̃− ỹ) ±Gd
z(x1 + y1, x̃− ỹ), x, y ∈ Rd

+, (6.1)

where Gd
z is the standard heat kernel on Rd, see (1.1). The Dirichlet heat semigroup TDir

is defined for f ∈ Lp(Rd
+, wγ ;X) with γ ∈ (−1, 2p− 1) \ {p− 1} by

TDir(z)f(x) := Hd,−
z ∗ f(x) :=

∫
Rd

+

Hd,−
z (x, y)f(y) dy =

∫
Rd

Gd
z(x− y)fodd(y) dy, (6.2)

and the Neumann heat semigroup TNeu is defined for f ∈ W �,p(Rd
+, wγ ;X) with γ ∈

(−1, p− 1) and � ∈ {0, 1} by
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TNeu(z)f(x) := Hd,+
z ∗ f(x) :=

∫
Rd

+

Hd,+
z (x, y)f(y) dy =

∫
Rd

Gd
z(x− y)feven(y) dy. (6.3)

Note that the above definitions of the semigroups are well defined by Theorems 4.2 and 
4.6.

We prove the following theorems concerning the heat semigroups.

Theorem 6.1 (Dirichlet heat semigroup). Let p ∈ (1,∞), k ∈ N0, γ ∈ (−1, 2p − 1) \
{p − 1} and let X be a UMD Banach space. Let ΔDir on W k,p(Rd

+, wγ+kp;X) be as 
in Definition 4.1. Then (TDir(z))z∈Σσ

with σ ∈ (0, π
2 ) is an analytic C0-semigroup on 

W k,p(Rd
+, wγ+kp;X) which is generated by ΔDir. Moreover, the heat semigroup TDir(t)

on W k,p(Rd
+, wγ+kp;X) satisfies the following growth properties:

(i) if γ + kp ∈ (−1, 2p− 1), then TDir(t) is bounded,
(ii) if γ + kp > 2p− 1, then TDir(t) has polynomial growth and for any ε > 0 there are 

constants c, C > 0 only depending on p, k, γ, ε, d and X, such that

c
(
1 + t

γ+kp−2p+1
2p 

)
≤ ‖TDir(t)‖ ≤ C

(
1 + t

γ+kp−2p+1+ε
2p 

)
, t ≥ 0.

Theorem 6.2 (Neumann heat semigroup). Let p ∈ (1,∞), k ∈ N0 ∪ {−1}, γ ∈
(−1, 2p − 1) \ {p − 1} such that γ + kp > −1 and let X be a UMD Banach space. 
Let ΔNeu on W k+1,p(Rd

+, wγ+kp;X) be as in Definition 4.1. Then (TNeu(z))z∈Σσ
with 

σ ∈ (0, π
2 ) is an analytic C0-semigroup on W k+1,p(Rd

+, wγ+kp;X) which is generated 
by ΔNeu. Moreover, the heat semigroup TNeu(t) on W k+1,p(Rd

+, wγ+kp;X) satisfies the 
following growth properties:

(i) if γ + kp ∈ (−1, p− 1), then TNeu(t) is bounded,
(ii) if γ + kp > p− 1, then TNeu(t) has polynomial growth and for any ε > 0 there are 

constants c, C > 0 only depending on p, k, γ, ε, d and X, such that

c
(
1 + t

γ+kp−p+1
2p 

)
≤ ‖TNeu(t)‖ ≤ C

(
1 + t

γ+kp−p+1+ε
2p 

)
, t ≥ 0.

From Theorems 5.1 and 5.2 together with [26, Theorem G.5.2], the statements in 
Theorems 6.1(i) and 6.2(i) immediately follow. In Section 6.1 we prove that the generators 
of the Dirichlet and Neumann heat semigroup are ΔDir and ΔNeu, respectively. Finally, 
in Section 6.2 we study the growth of the semigroups and prove Theorems 6.1(i) and 
6.2(i).

6.1. Generators of the Dirichlet and Neumann heat semigroup

We start with some preliminaries about the consistency of the resolvents and the 
semigroups.
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Let X0 and X1 be two compatible Banach spaces and suppose that B0 ∈ L(X0) and 
B1 ∈ L(X1). Then we call the operators B0 and B1 consistent if

B0u = B1u for all u ∈ X0 ∩X1.

For z ∈ Σ ⊆ C the two families of operators B0(z) ∈ L(X0) and B1(z) ∈ L(X1) are 
called consistent if B0(z) and B1(z) are consistent for all z ∈ Σ.

From Theorems 4.2(ii) and 4.6(ii) we obtain an easy corollary on the consistency of 
the semigroups.

Corollary 6.3. Let j ∈ {0, 1}. Let pj ∈ (1,∞), σ ∈ (0, π
2 ) and let X be a UMD Banach 

space. Let z ∈ Σσ, then the following assertions hold.

(i) If γj ∈ (−1, 2pj − 1) \ {pj − 1}, then ezΔDir on Lpj (Rd
+, wγj

;X) for j ∈ {0, 1} are 
consistent.

(ii) If γj ∈ (−1, pj − 1) and �j ∈ {0, 1}, then ezΔNeu on W �j ,pj (Rd
+, wγj

;X) for j ∈
{0, 1} are consistent.

To prove Theorems 6.1 and 6.2 we need the semigroups to be consistent on the 
weighted Sobolev spaces that we consider. To this end, we prove the consistency of the 
resolvents. We start with the consistency of the resolvents for the Dirichlet Laplacian.

Lemma 6.4 (Consistency of Dirichlet resolvents). Let j ∈ {0, 1}. Let pj ∈ (1,∞), kj ∈
N0, γj ∈ (−1, 2pj − 1) \ {pj − 1} and let X be a UMD Banach space. Let Aj := ΔDir
on W kj ,pj (Rd

+, wγj+kjpj
;X) be as in Definition 4.1. Then the resolvents R(z,Aj −λ) for 

j ∈ {0, 1} are consistent for all λ ≥ 0 and z ∈ Σπ−ω with ω ∈ (0, π).

Proof. First, let k0 = k1 = 0 and λ = 0, then by [2, Proposition 2.4] and Corollaries 4.7
and 6.3, we have that the resolvents are consistent. If λ > 0, then consistency of the 
resolvents for λ = 0 implies

R(z,A0 − λ) = R(z + λ,ΔDir) = R(z,A1 − λ), (6.4)

since z + λ ∈ λ + Σπ−ω ⊆ Σπ−ω. This proves the case k0 = k1 = 0.
To prove the general case it now suffices to prove that for fixed j ∈ {0, 1} the resolvents 

on W kj ,pj (Rd
+, wγj+kjpj

;X) and Lpj (Rd
+, wγj

;X) are consistent. By Proposition 5.4 the 
resolvent equation

(z + λ)u− ΔDiru = f, z ∈ Σπ−ω, f ∈ Lpj (Rd
+, wγj

;X) ∩W kj ,pj (Rd
+, wγj+kjpj

;X)

has unique solutions u0 ∈ W
2,pj

Dir (Rd
+, wγj

;X) and u1 ∈ W
kj+2,pj

Dir (Rd
+, wγj+kjpj

;X). By 
Hardy’s inequality (Corollary 3.3) it follows that u0 = u1. This proves the lemma. �
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Moreover, we have a similar lemma on the consistency of the Neumann resolvents.

Lemma 6.5 (Consistency of Neumann resolvents). Let j ∈ {0, 1}. Let pj ∈ (1,∞), kj ∈
N0, �j ∈ {0, 1}, γj ∈ (−1, pj − 1) and let X be a UMD Banach space. Let Aj := ΔNeu
on W kj+�j ,pj (Rd

+, wγj+kjpj
;X) be as in Definition 4.1. Then the resolvents R(z,Aj −λ)

for j ∈ {0, 1} are consistent for all λ ≥ 0 and z ∈ Σπ−ω with ω ∈ (0, π).

Proof. By [2, Proposition 2.4] and Corollaries 4.8 and 6.3, the case k0 = k1 = 0 with 
λ = 0 follows. Arguing as in (6.4) gives the result for λ > 0 as well.

To prove the general case, it now suffices to prove that for fixed j ∈ {0, 1} the resol-
vents on W kj+�j ,pj (Rd

+, wγj+kjpj
;X) and W �j ,pj (Rd

+, wγj
;X) are consistent. This follows 

similarly as in the proof of Lemma 6.4 using Proposition 5.6 and Hardy’s inequality. �
We can now prove that the Dirichlet and Neumann semigroup are generated by ΔDir

and ΔNeu, as is stated in Theorems 6.1 and 6.2, respectively.

Proof of Theorems 6.1 and 6.2: generator identification. Let p ∈ (1,∞), k ∈ N0 and let 
γ ∈ (−1, 2p−1)\{p−1}. We first prove that (TDir(z))z∈Σσ

with σ ∈ (0, π
2 ) is an analytic 

C0-semigroup on W k,p(Rd
+, wγ+kp;X) generated by ΔDir. Let

A0 := ΔDir on Lp(Rd
+, wγ ;X) and A1 := ΔDir on W k,p(Rd

+, wγ+kp;X)

be as in Definition 4.1. By Theorem 5.1 and [26, Theorem G.5.2] we have that A1 − λ

with λ > 0 generates the bounded analytic C0-semigroup (e−λzS(z))z∈Σσ
and

e−λzS(z)f = 1 
2πi

∫
Γ 

ezsR(s + λ,A1)f ds, z ∈ Σσ, f ∈ W k,p(Rd
+, wγ+kp;X), (6.5)

where Γ is the upwards orientated boundary of Σσ′ \ B(0, r) for some r > 0 and σ′ ∈
(π2 + | arg z|, π

2 + σ).
We show that S(z) = TDir(z) on W k,p(Rd

+, wγ+kp;X) for z ∈ Σσ. By (6.5), Lemma 6.4
and Theorem 4.2(ii) we obtain for f ∈ W k,p(Rd

+, wγ+kp;X)

e−λzS(z)f = 1 
2πi

∫
Γ 

ezsR(s + λ,A0)f ds = 1 
2πi

∫
Γ 

e(s−λ)zR(s,A0)f ds = e−λzTDir(z)f.

Therefore, S(z) = TDir(z) and thus TDir(z) is the analytic C0-semigroup generated by 
A1. This completes the Dirichlet case from Theorem 6.1.

We continue with the Neumann Laplacian. If γ ∈ (−1, p− 1) and k ∈ N0, then define

A0 := ΔNeu on W 1,p(Rd
+, wγ ;X) and A1 := ΔNeu on W k+1,p(Rd

+, wγ+kp;X).

If γ ∈ (p− 1, 2p− 1) and k ∈ N0 ∪ {−1}, then define
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A0 := ΔNeu on Lp(Rd
+, wγ−p;X) and A1 := ΔNeu on W k+1,p(Rd

+, wγ+kp;X).

For both cases, we can proceed similarly as for the Dirichlet Laplacian using Theorem 5.2, 
Lemma 6.5 and Theorem 4.6(ii). This proves that (TNeu(z))z∈Σσ

with σ ∈ (0, π
2 ) is an 

analytic C0-semigroup on W k+1,p(Rd
+, wγ+kp;X) which is generated by ΔNeu, as stated 

in Theorem 6.2. �
6.2. Growth of the Dirichlet and Neumann semigroups

We proceed with investigating the growth of the Dirichlet and Neumann heat semi-
group on weighted Sobolev spaces and we prove Theorems 6.1(ii) and 6.2(ii).

Before turning to the growth of the semigroups, we first reconsider the elliptic regu-
larity estimates from Propositions 5.4 and 5.6. In particular, using complex interpolation 
we can improve these estimates with a sharper function gk,γ(λ) on the right-hand side 
of the estimates. This will allow us to find sharper growth rates for the semigroups later 
on.

Let p ∈ (1,∞), k ∈ N0, γ ∈ (−1, 2p− 1) and let ε > 0. Then we define

hk,γ,ε(λ) :=
{

1 if γ + kp ∈ (−1, 2p− 1)
1 + |λ|−

γ+kp−2p+1+ε
2p if γ + kp > 2p− 1

. (6.6)

For the Dirichlet Laplacian, we obtain the following improved elliptic regularity result.

Proposition 6.6 (Elliptic regularity for the Dirichlet Laplacian). Let p ∈ (1,∞), k ∈ N0, 
γ ∈ (−1, 2p−1)\{p−1}, ε > 0, ω ∈ (0, π) and let X be a UMD Banach space. Let ΔDir on 
W k,p(Rd

+, wγ+kp;X) be as in Definition 4.1. Then for all f ∈ W k,p(Rd
+, wγ+kp;X) and 

λ ∈ Σπ−ω, there exists a unique u ∈ W k+2,p
Dir (Rd

+, wγ+kp;X) such that λu − ΔDiru = f . 
Moreover, this solution satisfies

∑
|β|≤2

|λ|1−
|β|
2 ‖∂βu‖Wk,p(Rd

+,wγ+kp;X) ≤ Chk,γ,ε(λ)‖f‖Wk,p(Rd
+,wγ+kp;X),

where hk,γ,ε is defined in (6.6) and the constant C only depends on p, k, γ, ε, ω, d and X.

Proof. By Proposition 5.4 we only have to prove the estimate for k ∈ N1. First, let 
γ ∈ (p − 1, 2p − 1) and without loss of generality we may assume ε ∈ (0, 2p − 1 − γ). 
Define γ0 = p − 1 − ε ∈ (−1, p − 1) and γ1 = 2p − 1 − ε ∈ (p − 1, 2p − 1). Then 
γ = (1 − θ)γ0 + θγ1 with θ = (γ − p + 1 + ε)/p. Then Proposition 3.9 twice, properties 
of the complex interpolation method, Lemma 6.4 and the estimate in Proposition 5.4, 
yield
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∑
|β|≤2

|λ|1−
|β|
2 ‖∂βu‖Wk,p(Rd

+,wγ+kp;X)

≤ C
∑
|β|≤2

|λ|1−
|β|
2 ‖∂βu‖[Wk,p(Rd

+,wγ0+kp;X),Wk,p(Rd
+,wγ1+kp;X)]θ

≤ C(gk,γ0(λ))1−θ(gk,γ1(λ))θ‖f‖[Wk,p(Rd
+,wγ0+kp;X),Wk,p(Rd

+,wγ1+kp;X)]θ

≤ C
(
1 + |λ|− k−1

2 
)1−θ(1 + |λ|− k

2 
)θ‖f‖Wk,p(Rd

+,wγ+kp;X)

≤ C
(
1 + |λ|−

γ+kp−2p+1+ε
2p 

)
‖f‖Wk,p(Rd

+,wγ+kp;X),

where we used that

−k − 1
2 

(1 − θ) − k

2 
θ = −1

2(k − 1 + θ) = −γ + kp− 2p + 1 + ε

2p 
.

If γ ∈ (−1, p − 1), then by inspection of the inductive proof of Proposition 5.4, we 
see that on W k,p(Rd

+, wγ+kp;X) the function gk,γ on the right-hand side of the elliptic 
regularity estimate (5.2) is determined by gk,γ(λ) = gk−1,γ+p(λ). Thus in a similar way, 
we obtain for γ ∈ (−1, p− 1) and k ≥ 2 the estimate∑

|β|≤2

|λ|1−
|β|
2 ‖∂βu‖Wk,p(Rd

+,wγ+kp;X) ≤ Chk−1,γ+p,ε(λ)‖f‖Wk,p(Rd
+,wγ+kp;X),

and the result follows upon noting that hk−1,γ+p,ε(λ) = hk,γ,ε(λ). �
In a similar way, there is the following improved elliptic regularity result for ΔNeu.

Proposition 6.7 (Elliptic regularity for the Neumann Laplacian). Let p ∈ (1,∞), k ∈
N0 ∪ {−1} and γ ∈ (−1, 2p− 1) \ {p− 1} be such that γ + kp > −1. Moreover, let ε > 0, 
ω ∈ (0, π) and let X be a UMD Banach space. Let ΔNeu on W k+1,p(Rd

+, wγ+kp;X) be 
as in Definition 4.1. Then for all f ∈ W k+1,p(Rd

+, wγ+kp;X) and λ ∈ Σπ−ω, there exists 
a unique u ∈ W k+3,p

Neu (Rd
+, wγ+kp;X) such that λu−ΔNeuu = f . Moreover, this solution 

satisfies∑
|β|≤2

|λ|1−
|β|
2 ‖∂βu‖Wk+1,p(Rd

+,wγ+kp;X) ≤ Chk+1,γ,ε(λ)‖f‖Wk+1,p(Rd
+,wγ+kp;X),

where hk,γ,ε is defined in (6.6) and the constant C only depends on p, k, γ, ε, ω, d and X.

Proof. The proof uses Proposition 5.6 and is analogous to the proof of Proposi-
tion 6.6. �

With the elliptic regularity estimates from Propositions 6.6 and 6.7 at hand, we can 
establish (almost) optimal growth bounds for the Dirichlet and Neumann heat semigroup.
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Proof of Theorems 6.1(ii) and 6.2(ii). We start with the Dirichlet case, i.e., we prove 
that for γ+kp > 2p−1, the semigroup TDir(t) on W k,p(Rd

+, wγ+kp;X) grows polynomially 
and there are constants c, C > 0 only depending on p, k, γ, ε, d and X, such that

c
(
1 + t

γ+kp−2p+1
2p 

)
≤ ‖TDir(t)‖ ≤ C

(
1 + t

γ+kp−2p+1+ε
2p 

)
, t ≥ 0, ε > 0. (6.7)

By Proposition 6.6, Lemma 2.3 and the fact that ΔDir generates TDir, it follows that 
TDir(t) grows at most polynomially and the upper bound in (6.7) holds.

It remains to show that TDir(t) grows at least polynomially. We provide an ex-
ample of a function h ∈ W k,p(Rd

+, wγ+kp;X) such that ‖TDir(t)h‖Wk,p(Rd
+,wγ+kp;X) ≥

cp,k,γt
γ+kp−2p+1

2p . By setting h = ζ ⊗ g with g ∈ S(Rd−1;X) if d ≥ 2, it suffices to find an 

ζ ∈ W k,p(R+, wγ+kp) such that ‖TDir(t)ζ‖Wk,p(R+,wγ+kp) ≥ cp,k,γt
γ+kp−2p+1

2p .
For ζ it suffices to take the cut-off function defined by

ζ ∈ C∞(R+) such that ζ(x) =
{

1 if x ≤ 1
2

0 if x ≥ 3
4

. (6.8)

Note that ζ ∈ W k,p(R+, wγ+kp). Let t ≥ 1 and using that 1 − e−a ≥ 1
2 min{a, 1} for 

a ≥ 0, we obtain

‖TDir(t)ζ‖pLp(R+,wγ+kp) ≥
∞ ∫
0 

xγ+kp
∣∣∣

1
2∫

0 

1 √
4πt

e−
|x−y|2

4t 
(
1 − e−

xy
t 
)

dy
∣∣∣p dx

≥

√
t∫

0 

xγ+kp
∣∣∣

1
2∫

0 

1
2

1 √
4πt

e−
|x−y|2

4t min
{
1, xy

t 

}
dy

∣∣∣p dx

t≥1
≥ (4

√
π)−pt−

3p
2 

√
t∫

0 

xγ+(k+1)p
∣∣∣

1
2∫

0 

e−
|x−y|2

4t y dy
∣∣∣p dx

x
→
√
tx= (4

√
π)−pt

γ+kp−2p+1
2 

1 ∫
0 

xγ+(k+1)p
∣∣∣

1
2∫

0 

e−
|x− y√

t
|2

4 y dy
∣∣∣p dx

≥ (4
√
π)−pt

γ+kp−2p+1
2 

1 ∫
0 

xγ+(k+1)p
∣∣∣

1
2∫

0 

e−
1
4 y dy

∣∣∣p dx

= cp,k,γ t
γ+kp−2p+1

2 .

Therefore, if γ + kp > 2p− 1, then the semigroup TDir(t) on W k,p(Rd
+, wγ+kp;X) grows 

at least polynomially and ‖TDir(t)‖ ≥ 1 for all t ≥ 0. This implies the lower bound in 
(6.7) and finishes the proof of Theorem 6.2(i).
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It remains to prove Theorem 6.2(ii), i.e., for γ + kp > p − 1 the semigroup TNeu(t)
on W k+1,p(Rd

+, wγ+kp;X) grows polynomially and there are constants c, C > 0 only 
depending on p, k, γ, ε, d and X, such that

c
(
1 + t

γ+kp−p+1
2p 

)
≤ ‖TNeu(t)‖ ≤ C

(
1 + t

γ+kp−p+1+ε
2p 

)
, t ≥ 0, ε > 0. (6.9)

The upper bound in (6.9) follows from Proposition 6.7, Lemma 2.3 and the fact that ΔNeu
generates TNeu. The lower estimate follows from the same example as in the Dirichlet 
case above. Indeed, we obtain for t ≥ 1

‖TNeu(t)ζ‖pLp(R+,wγ+kp) ≥ (4
√
π)−pt−

p
2 

√
t∫

0 

xγ+kp
∣∣∣

1
2∫

0 

e−
|x−y|2

4t dy
∣∣∣p dx

x
→
√
tx= cp,k,γt

γ+kp−p+1
2 

1 ∫
0 

xγ+kp
∣∣∣

1
2∫

0 

e−
|x− y√

t
|2

4 dy
∣∣∣p dx

= c̃p,k,γ t
γ+kp−p+1

2 .

This finishes the proof of Theorem 6.2(ii). �
Remark 6.8. By inspection of the above proof, it follows that the example for the poly-
nomial growth fails if the weight wγ+kp is replaced by a weight that behaves as wγ+kp

near zero but becomes constant as x1 → ∞. Using such a weight we expect that the 
corresponding heat semigroup is actually bounded. Similarly, on bounded domains the 
semigroup will be bounded as well.

We end this section with an example that shows that the range for γ in Theorems 1.1
and 1.2 is optimal in the sense that the theorems fail for γ ≥ 2p− 1. To this end, recall 
that

1
2∫

0 

yα| log(y)|β dy < ∞ (6.10)

if and only if α > −1 and β ∈ R, or, α = −1 and β < −1.

Example 6.9. Let p ∈ (1,∞), k ∈ N0 and γ ≥ 2p−1. We provide an example of a function 
h ∈ W k,p(Rd

+, wγ+kp;X) such that TDir(t)h / ∈ W k,p(Rd
+, wγ+kp;X) for all t > 0. By 

setting h = f⊗g with g ∈ S(Rd−1;X) if d ≥ 2, it suffices to find an f ∈ W k,p(R+, wγ+kp)
such that TDir(t)f / ∈ W k,p(R+, wγ+kp).

Let ζ be as in (6.8) and define

f(x) := x−2| log(x)|−
p+1
2p ζ(x), x ∈ R+.
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A straightforward computation shows that for j ∈ {0, . . . , k} we have f (j) ∈
Lp(R+, wγ+kp) and thus f ∈ W k,p(R+, wγ+kp). Note that the heat kernel satisfies 
H1,−

t ≥ 0, so that for t > 0 and x ∈ (0, 1
2 ) we obtain

TDir(t)f(x) ≥ 1 √
4πt

1
2∫

0 

e−
|x−y|2

4t 
(
1 − e−

xy
t 
)
y−2| log(y)|−

p+1
2p dy

≥ 1 √
4πt

ct,x

1
2∫

0 

y−1| log(y)|−
p+1
2p dy (6.10)= ∞,

where

ct,x := inf 
y∈(0, 12 )

y−1e−
|x−y|2

4t 
(
1 − e−

xy
t 
)
> 0, for x ∈

(
0, 1

2
)

and t > 0.

Therefore, TDir(t)f(x) = ∞ on (0, 1
2) and in particular TDir(t)f / ∈ W k,p(R+, wγ+kp).

Analogously, for the Neumann Laplacian the example f(x) := x−1| log(x)|−
p+1
2p ζ(x)

shows that the range for γ in Theorem 1.2 is optimal.

7. The H∞-calculus for the Dirichlet and Neumann Laplacian

In this section, we prove the following theorems concerning the H∞-calculus.

Theorem 7.1 (H∞-calculus for λ − ΔDir). Let p ∈ (1,∞), k ∈ N0, γ ∈ (−1, 2p − 1) \
{p − 1} and let X be a UMD Banach space. Let ΔDir on W k,p(Rd

+, wγ+kp;X) be as in 
Definition 4.1. Assume that either

(i) γ + kp ∈ (−1, 2p− 1) and λ ≥ 0, or,
(ii) γ + kp > 2p− 1 and λ > 0.

Then λ− ΔDir has a bounded H∞-calculus of angle ωH∞(λ− ΔDir) = 0.

Theorem 7.2 (H∞-calculus for λ−ΔNeu). Let p ∈ (1,∞), k ∈ N0 ∪{−1}, γ ∈ (−1, 2p−
1) \ {p− 1} and let X be a UMD Banach space. Let ΔNeu on W k+1,p(Rd

+, wγ+kp;X) be 
as in Definition 4.1. Assume that either

(i) γ + kp ∈ (−1, p− 1) and λ ≥ 0, or,
(ii) γ + kp > p− 1 and λ > 0.

Then λ− ΔNeu has a bounded H∞-calculus of angle ωH∞(λ− ΔNeu) = 0.
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In Sections 7.1 and 7.2 below we prove some preliminary estimates on the Dirichlet 
and Neumann resolvent, respectively. In Section 7.3 we prove Theorems 7.1 and 7.2.

7.1. Preliminary estimates for the Dirichlet resolvent

We start with a preliminary lemma on commutators of the Dirichlet resolvent and 
derivatives.

Lemma 7.3. Let p ∈ (1,∞), k ∈ N0, γ ∈ (−1, 2p−1)\{p−1} and let X be a Banach space. 
Let ΔDir on W k,p(Rd

+, wγ+kp;X) be as in Definition 4.1. Then for all u ∈ C∞
c (Rd

+;X)
and z ∈ ρ(ΔDir) we have

(i) [∂n
j , R(z,ΔDir)]u = 0, n ∈ N1, j ∈ {2, . . . , d},

(ii) [∂2
1 , R(z,ΔDir)]u = 0,

(iii) [M∂�
1, R(z,ΔDir)]u = −2R(z,ΔDir)∂�+1

1 R(z,ΔDir)u, � ∈ {0, 1}.

It should be noted that R(z,ΔDir) and ∂1 do not commute since ∂1R(z,ΔDir)u does 
not satisfy the Dirichlet boundary condition. This causes various complications in the 
proof of Theorem 7.1.

Proof. Let j ∈ {2, . . . , d}, then using that ΔDir and ∂j commute gives

(z − ΔDir)[∂j , R(z,ΔDir)]u = (z − ΔDir)∂jR(z,ΔDir)u− ∂ju

= ∂j(z − ΔDir)R(z,ΔDir)u− ∂ju = 0,

since ∂jR(z,ΔDir)u ∈ D(ΔDir) by Lemma 5.3. This proves (i) for n = 1 and the general 
case follows by iteration. Note that ∂2

1 = ΔDir −
∑d

j=2 ∂
2
j , so (ii) follows from (i) and the 

fact that R(z,ΔDir) and ΔDir commute.
Finally, using (5.1) and M∂�

1R(z,ΔDir)u ∈ D(ΔDir), we compute

(z − ΔDir)[M∂�
1, R(z,ΔDir)]u

= zM∂�
1R(z,ΔDir)u− ΔDirM∂�

1R(z,ΔDir)u−M∂�
1u

= zM∂�
1R(z,ΔDir)u−MΔ∂�

1R(z,ΔDir)u− 2∂�+1
1 R(z,ΔDir)u−M∂�

1u

= M∂�
1(z − ΔDir)R(z,ΔDir)u− 2∂�+1

1 R(z,ΔDir)u−M∂�
1u

= −2∂�+1
1 R(z,ΔDir)u,

which proves (iii). �
In the following two lemmas, we prove estimates for the commutators in Lemma 7.3(iii), 

which are required in the proof of Theorem 7.1. We start with an estimate for the com-
mutator in Lemma 7.3(iii) with � = 0.
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Lemma 7.4. Let p ∈ (1,∞), k ∈ N0, γ ∈ (−1, 2p − 1) \ {p − 1}, λ > 0 and let X be 
a UMD Banach space. Let ΔDir on W k,p(Rd

+, wγ+kp;X) be as in Definition 4.1. Let 
0 < ν < ω < π and let Γν be the downwards orientated boundary of Σν \ B(0, λ

2 ). Then 
there exists a C > 0 such that

∥∥∥∫
Γν

f(z)R(z, λ− ΔDir)∂1R(z, λ− ΔDir)u dz
∥∥∥
Wk,p(Rd

+,wγ+kp;X)

≤ C‖f‖H∞(Σω)‖u‖Wk,p(Rd
+,wγ+kp;X),

for all f ∈ H1(Σω) ∩H∞(Σω) and u ∈ W k,p(Rd
+, wγ+kp;X). Moreover, the constant C

only depends on p, k, γ, λ, ω, ν, d and X.

Proof. From (5.12) in the proof of Theorem 5.1 we obtain for any σ ∈ (0, π)

sup 
z∈C\Σσ

|z|‖R(z, λ− ΔDir)‖ < ∞ and sup 
z∈C\Σσ

|z| 12 ‖∂1R(z, λ− ΔDir)‖ < ∞.

Therefore,

∥∥∥∫
Γν

f(z)R(z, λ− ΔDir)∂1R(z, λ− ΔDir)u dz
∥∥∥
Wk,p(Rd

+,wγ+kp;X)

≤ ‖f‖H∞(Σω)

∫
Γν

‖zR(z, λ− ΔDir)‖‖z
1
2 ∂1R(z, λ− ΔDir)‖‖u‖Wk,p(Rd

+,wγ+kp;X)
|dz| 
|z| 32

≤ C‖f‖H∞(Σω)‖u‖Wk,p(Rd
+,wγ+kp;X). �

To continue, we prove an estimate for the commutator in Lemma 7.3(iii) with � = 1
under the additional assumption that λ− ΔDir has a bounded H∞-calculus.

Lemma 7.5. Let p ∈ (1,∞), k ∈ N0, γ ∈ (−1, 2p − 1) \ {p − 1}, λ > 0 and let X be 
a UMD Banach space. Let ΔDir on W k,p(Rd

+, wγ+kp;X) be as in Definition 4.1. Let 
0 < ν < ω < σ < π and let Γν be the downwards orientated boundary of Σν \ B(0, λ

2 ). 
Assume that λ − ΔDir has a bounded H∞(Σω)-calculus on W k,p(Rd

+, wγ+kp;X). Then 
there exists a C > 0 such that

∥∥∥∫
Γν

f(z)R2(z, λ− ΔDir)∂2
1u dz

∥∥∥
Wk,p(Rd

+,wγ+kp;X)
≤ C‖f‖H∞(Σσ)‖u‖Wk,p(Rd

+,wγ+kp;X),

for all f ∈ H1(Σσ) ∩H∞(Σσ) and u ∈ W k,p(Rd
+, wγ+kp;X). Moreover, the constant C

only depends on p, k, γ, λ, ω, ν, σ, d and X. In addition, if k = 0, then the constant C can 
be taken independent of λ.
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Proof. Let g(z) = zf ′(z). We first claim that g ∈ H∞(Σω). Indeed, fix a σ′ ∈ (ω, σ), 
then by Cauchy’s differentiation formula and the substitution s → s|z|

sup 
z∈Σω

|zf ′(z)| ≤ sup 
z∈Σω

∣∣∣ ∫
∂Σσ′

zf(s) 
(s− z)2 ds

∣∣∣
≤ ‖f‖H∞(Σσ) sup 

z∈Σω

∫
∂Σσ′

∣∣∣ s 
|z| −

z

|z|

∣∣∣−2
|z|−1|ds|

≤ ‖f‖H∞(Σσ) sup 
z∈Σω

∫
∂Σσ′

∣∣∣s− z

|z|

∣∣∣−2
|ds|

≤ Cω,σ‖f‖H∞(Σσ).

Secondly, we claim that for ADir := λ−ΔDir and v ∈ S(Rd
+;X) with v(0, ·) = 0, we have

1 
2πi

∫
Γν

f(z)ADirR
2(z,ADir)v dz = g(ADir)v,

where g(ADir) is defined through the extended H∞-calculus, see [27, Section 15.1]. Define 
the regulariser

ζn(z) := n 
n + z

− 1 
1 + nz

for z ∈ Σω and n ∈ N1,

and for ν′ ∈ (0, ν) define the downwards orientated contour Γν′ = ∂(Σν′ \B(0, 3λ
4 )). Then 

using the dominated convergence theorem, the functional calculus for ADirR
2(z,ADir), 

Fubini’s theorem and Cauchy’s differentiation formula, we obtain

1 
2πi

∫
Γν

f(z)ADirR
2(z,ADir)v dz = lim 

n→∞
1 

2πi

∫
Γν

ζn(z)f(z)ADirR
2(z,ADir)v dz

= lim 
n→∞

1 
(2πi)2

∫
Γν

∫
Γν′

ζn(z)f(z)
(z − s)2 sR(s,ADir)v ds dz

= lim 
n→∞

1 
2πi

∫
Γν′

(ζnf)′(s)sR(s,ADir)v ds

= lim 
n→∞

1 
2πi

∫
Γν′

ζn(s)f ′(s)sR(s,ADir)v ds

+ lim 
n→∞

1 
2πi

∫
Γν′

ζ ′n(s)f(s)sR(s,ADir)v ds

= g(ADir)v,
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where in the last step we used for the first term [26, Theorem 10.2.13] and for the second 
term we used that |sζ ′n(s)| is uniformly bounded on Γν′ , the dominated convergence 
theorem and ζ ′n → 0 pointwise as n → ∞. This proves the second claim.

Let u ∈ C∞
c (Rd

+;X). Then by invertibility of ADir, introducing an additional ADirA
−1
Dir

and using the claims, we obtain∥∥∥∫
Γν

f(z)R2(z,ADir)ADirA
−1
Dir∂

2
1u dz

∥∥∥
Wk,p(Rd

+,wγ+kp;X)

=
∥∥∥∫
Γν

f(z)ADirR
2(z,ADir)A−1

Dir∂
2
1u dz

∥∥∥
Wk,p(Rd

+,wγ+kp;X)

= 2π‖g(ADir)A−1
Dir∂

2
1u‖Wk,p(Rd

+,wγ+kp;X)

≤ C‖g‖H∞(Σω)‖A−1
Dir∂

2
1u‖Wk,p(Rd

+,wγ+kp;X)

≤ Cω,σ‖f‖H∞(Σσ)‖A−1
Dir∂

2
1u‖Wk,p(Rd

+,wγ+kp;X),

(7.1)

where in the penultimate step we used the H∞(Σω)-calculus of ADir. From Lemma 7.3(ii)
and Proposition 5.4 we find

‖A−1
Dir∂

2
1u‖Wk,p(Rd

+,wγ+kp;X) = ‖∂2
1R(λ,ΔDir)u‖Wk,p(Rd

+,wγ+kp;X)

≤ Cgk,γ(λ)‖u‖Wk,p(Rd
+,wγ+kp;X),

(7.2)

where C is independent of λ and gk,γ is as in (5.3). By density (Lemma 3.4) the desired 
estimate follows.

Finally, assume that k = 0. Then we obtain (7.1) with a constant independent of λ. 
Indeed, this follows from using the H∞-calculus on Lp(Rd

+, wγ ;X), see Theorem 4.2 and 
[27, Proposition 16.2.6]. Moreover, (7.2) also holds with a constant independent of λ by 
(5.3). This finishes the proof. �
7.2. Preliminary estimates for the Neumann resolvent

In this section, we provide some preliminary estimates required for the proof of the 
H∞-calculus for the Neumann Laplacian. This proof will be given in the next section, 
relying on the H∞-calculus for the Dirichlet Laplacian on W k,p(Rd

+, wγ+kp;X) with 
k ∈ N1 and γ ∈ (−1, 2p− 1) \ {p− 1}.

We start with a lemma on commutators for the Neumann Laplacian.

Lemma 7.6. Let p ∈ (1,∞), k ∈ N0 ∪ {−1}, γ ∈ (−1, 2p − 1) \ {p − 1} and let X be a 
Banach space. Let ΔNeu on W k+1,p(Rd

+, wγ+kp;X) be as in Definition 4.1. Then for all 
u ∈ C∞

c,1(Rd
+;X) and z ∈ ρ(ΔNeu), we have

(i) [∂n
j , R(z,ΔNeu)]u = 0, n ∈ N1, j ∈ {2, . . . , d},
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(ii) [∂2
1 , R(z,ΔNeu)]u = 0,

In addition, let k ∈ N0, ΔDir on W k,p(Rd
+, wγ+kp;X). Then, for all u ∈ C∞

c,1(Rd
+;X)

and z ∈ ρ(ΔNeu) ∩ ρ(ΔDir), we have

(iii) ∂1R(z,ΔNeu)u = R(z,ΔDir)∂1u.

Proof. The statements (i) and (ii) follow similarly as in Lemma 7.3 using Lemma 5.5.
For (iii), set ũ := R(z,ΔNeu)u, then ũ ∈ S(Rd

+;X) with (∂1ũ)(0, ·) = 0 and zũ −
ΔNeuũ = u by Lemma 5.5. Moreover, it holds that (z−ΔDir)∂1ũ = ∂1(z−ΔNeu)ũ = ∂1u

and applying the Dirichlet resolvent gives the result. �
We continue with an estimate for the commutator of M and the Neumann resolvent.

Lemma 7.7. Let p ∈ (1,∞), k ∈ N0∪{−1}, γ ∈ (p−1, 2p−1), λ > 0 and let X be a UMD
Banach space. Let ΔNeu on W k+1,p(Rd

+, wγ+kp;X) and ΔDir on W k+1,p(Rd
+, wγ+kp;X)

be as in Definition 4.1. Then, for all u ∈ C∞
c (Rd

+;X) and z ∈ ρ(ΔNeu) ∩ ρ(ΔDir), we 
have

MR(z,ΔNeu)u = R(z,ΔDir)Mu− 2R(z,ΔDir)∂1R(z,ΔNeu)u.

Moreover, there exists a C > 0 such that

‖Mf(λ− ΔNeu)u‖Wk+1,p(Rd
+,wγ+kp;X) ≤ ‖f(λ− ΔDir)Mu‖Wk+1,p(Rd

+,wγ+kp;X)

+ C‖f‖H∞(Σω)‖u‖Wk+1,p(Rd
+,wγ+kp;X),

for all f ∈ H1(Σω) ∩H∞(Σω) with ω ∈ (0, π). Moreover, the constant C only depends 
on p, k, γ, λ, ω, ν, d and X.

Proof. Note that R(z,ΔDir)Mu ∈ D(ΔDir) by Lemma 5.3 and MR(z,ΔNeu)u ∈ D(ΔDir)
by Lemma 5.5. Therefore, arguing as in Lemma 7.3(iii), we obtain

(z − ΔDir)
[
MR(z,ΔNeu)u−R(z,ΔDir)Mu

]
= −2∂1R(z,ΔNeu)u.

To prove the estimate, let 0 < ν < ω < π and Γν be the downwards orientated boundary 
of Σν \B(0, λ

2 ). Then

‖Mf(λ− ΔNeu)u‖Wk+1,p(Rd
+,wγ+kp;X)

≤ ‖f(λ− ΔDir)Mu‖Wk+1,p(Rd
+,wγ+kp;X)

+ 2
∥∥∥∫
Γν

f(z)R(z, λ− ΔDir)∂1R(z, λ− ΔNeu)u dz
∥∥∥
Wk+1,p(Rd

+,wγ−p+(k+1)p;X)
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and the latter term can be estimated similarly as in the proof of Lemma 7.4 using 
Theorem 5.1 with k + 1 and γ − p ∈ (−1, p− 1), and Theorem 5.2. �
7.3. Proofs of Theorems 7.1 and 7.2

Before turning to the proof of Theorem 7.1, we prove an estimate for the derivatives 
in directions 2, . . . , d of the functional calculus on the spaces W k,p(Rd

+, wγ+kp;X). For 
this we will use a perturbation argument in the parameter γ inspired by [49, Proposition 
5.3].

Lemma 7.8. Let p ∈ (1,∞), k ∈ N0 and let X be a UMD Banach space. Let λ > 0 and 
consider either of the following cases:

(i) γ ∈ (−1, p− 1) and A := λ− ΔDir, or,
(ii) γ ∈ (p− 1, 2p− 1) and A := λ− ΔDir, or,
(iii) γ ∈ (−1, p− 1) and A := λ− ΔNeu,

where ΔDir and ΔNeu on W k,p(Rd
+, wγ+kp;X) are as in Definition 4.1. Let ω ∈ (0, π

2 )
and α = (0, α̃) ∈ N0 × Nd−1

0 with |α| = k. Then for all f ∈ H1(Σω) ∩ H∞(Σω) and 
u ∈ C∞

c (Rd
+;X) we have

‖∂α̃f(A)u‖Lp(Rd
+,wγ+kp;X) ≤ C‖f‖H∞(Σω)‖u‖Wk,p(Rd

+,wγ+kp;X),

where the constant C only depends on p, k, γ, ω, α, d and X.

Proof. Throughout the proof, C denotes a constant only depending on p, k, γ, ω, α, d
and X, which may change from line to line. We proceed by induction on k ≥ 0. The 
case k = 0 follows from Theorems 4.2 and 4.6. Let k ∈ N1 be fixed. Assume that the 
statement of the lemma holds with k replaced by � for all � ∈ {0, . . . , k − 1}. We prove 
the estimate as stated in the lemma.

Let α = (0, α̃) ∈ N0×Nd−1
0 be such that |α| = k. For any θ ∈ (0, 1) set g := M (k+1)θu

and ψ(x1, y1) :=
(xθ

1
yθ
1
− 1

)k+1. Then for x ∈ Rd
+ we have

f(A)u(x) = x
−(k+1)θ
1 f(A)

(
(xθ

1 −Mθ)k+1u
)
(x)

+ x
−(k+1)θ
1

k∑
j=0 

cj,kf(A)
(
xjθ

1 M (k+1−j)θu
)
(x)

= x
−(k+1)θ
1 f(A)(ψ(x1, ·)g)(x)

+
k∑

j=0 
cj,kx

−(k+1−j)θ
1 f(A)(M (k+1−j)θu)(x),

(7.3)
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where cj,k = (−1)k+1−j
(
k+1
j

)
. For the latter sum, we find

∥∥∥x → ∂α̃
k∑

j=0 
cj,kx

−(k+1−j)θ
1 f(A)(M (k+1−j)θu)(x)

∥∥∥
Lp(Rd

+,wγ+kp;X)

≤ C

k∑
j=0 

‖∂α̃f(A)M (k+1−j)θu‖Lp(Rd
+,wγj

;X),

(7.4)

where γj := γ + kp− (k + 1 − j)θp. Now choose θ ∈ (0, 1) such that

γ0 ∈ (−1, p− 1) and γj ∈ ((j − 1)p− 1, jp− 1) if γ ∈ (−1, p− 1),

γ0 ∈ (p− 1, 2p− 1) and γj ∈ (jp− 1, (j + 1)p− 1) if γ ∈ (p− 1, 2p− 1).
(7.5)

The conditions γ0, γ1 ∈ (−1, p− 1) and γ0, γ1 ∈ (p− 1, 2p− 1), respectively, lead to

θ ∈
(γ+(k−1)p+1

kp , γ+kp+1
kp 

)
∩
(γ+(k−1)p+1

(k+1)p , γ+kp+1
(k+1)p 

)
if γ ∈ (−1, p− 1),

θ ∈
(γ+(k−2)p+1

kp , γ+(k−1)p+1
kp 

)
∩
(γ+(k−2)p+1

(k+1)p , γ+(k−1)p+1
(k+1)p 

)
if γ ∈ (p− 1, 2p− 1).

Therefore, we can take

θ ∈
(γ+(k−1)p+1

kp , γ+kp+1
(k+1)p 

)
if γ ∈ (−1, p− 1),

θ ∈
(γ+(k−2)p+1

kp , γ+(k−1)p+1
(k+1)p 

)
if γ ∈ (p− 1, 2p− 1),

(7.6)

and it is straightforward to verify that these intervals are non-empty for the given ranges 
of γ. Moreover, if (7.6) holds, then the other conditions on γj for j ∈ {2, . . . , k} in (7.5)
are automatically satisfied.

Write α̃ = β̃+ δ̃ for some β̃, δ̃ ∈ Nd−1
0 such that |β̃| = k−(j−1) and |δ̃| = j−1. Using 

that derivatives on Rd−1 commute with the resolvent (Lemmas 7.3(i) and 7.6(i)) and 
that the resolvents are consistent (Lemmas 6.4 and 6.5), we can estimate the right-hand 
side of (7.4) as

k∑
j=0 

‖∂α̃f(A)M (k+1−j)θu‖Lp(Rd
+,wγj

;X)

≤ ‖f(A)∂α̃M (k+1)θu‖Lp(Rd
+,wγ0 ;X) +

k∑
j=1 

‖∂ δ̃f(A)∂β̃M (k+1−j)θu‖Lp(Rd
+,wγj

;X)

≤ C‖f‖H∞(Σω)

(
‖∂α̃M (k+1)θu‖Lp(Rd

+,wγ0 ;X) +
k∑

j=1 
‖∂βM (k+1−j)θu‖W j−1,p(Rd

+,wγj
;X)

)
≤ C‖f‖H∞(Σω)‖u‖Wk,p(Rd

+,wγ+kp;X),
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using the induction hypothesis in the penultimate step, which is allowed by (7.5) and 
(7.6). In addition, we have applied Lemma 3.7 in the last step.

In view of (7.3), it remains to show the estimate

‖x → x
−(k+1)θ
1 ∂α̃f(A)(ψ(x1, ·)g)(x)‖Lp(Rd

+,wγ+kp;X)

≤ C‖f‖H∞(Σω)‖g‖Lp(Rd
+,wγ−(k+1)θp;X)

≤ C‖f‖H∞(Σω)‖u‖Wk,p(Rd
+,wγ+kp;X),

(7.7)

where the last estimate follows from Hardy’s inequality (Corollary 3.3).
Let ν ∈ (0, ω) so that

f(A) = 1 
2πi

∫
Γ−∪Γ+

f(z)R(z,A) dz,

where Γ± = {re±iν : r > 0} are both orientated downwards. To prove (7.7) we estimate 
the integrals over Γ± separately and by symmetry it suffices to consider only Γ+. We 
define δ = π−ν

2 and write z = reiν with r > 0. Then we have the Laplace transform 
representation

R(z,A) = −(rei(ν−π) + A)−1 = −eiδ(re−iδ + eiδA)−1

= −eiδ
∞ ∫
0 

e−tre−iδ
e−tλeiδT (teiδ) dt,

(7.8)

where T is the Dirichlet or Neumann heat semigroup from (6.2) and (6.3), respectively. 
For x, y ∈ Rd

+ and z ∈ C+, recall that Gd
z is the standard heat kernel on Rd (see (1.1)) 

and the Dirichlet and Neumann heat kernels are given by Hd,±
z (x, y) := Gd

z(x1 − y1, x̃−
ỹ) ± Gd

z(x1 + y1, x̃ − ỹ), see (6.1). It holds that Hd,±
z (x, y) = H1,±

z (x1, y1)Gd−1
z (x̃ − ỹ). 

Moreover, for |α̃| = k and z ∈ C+ we have the following estimate on derivatives of Gd−1
z

|∂α̃
x̃G

d−1
z (x̃− ỹ)| ≤ Cd,k

(
|z|− k

2 + |x̃− ỹ|k
|z|k

)
|Gd−1

z (x̃− ỹ)|, x̃, ỹ ∈ Rd−1. (7.9)

Indeed, let q(s) = e−s2 with s ∈ C which satisfies q(n)(s) = p(s)q(s) where p(s) is a 
polynomial of degree n ∈ N0. Then, |q(n)(s)| ≤ Cn(1+ |s|2)n

2 |q(s)| and upon noting that 
G1

z(x− y) = (4πz)− 1
2 q(x−y

2
√
z
) for x, y ∈ R, we find with the chain rule

∣∣∣ dn

dxn
G1

z(x− y)
∣∣∣ ≤ Cn|z|−

n
2 
(
1 + |x− y|2

|z| 
)n

2 |G1
z(x− y)|, x, y ∈ R, n ∈ N0.

Write α̃ = (α2, . . . , αd) ∈ Nd−1
0 , then from Gd−1

z (x̃− ỹ) =
∏d

j=2 G
1
z(xj − yj) and the one 

dimensional estimate above, we find
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|∂α̃
x̃G

d−1
z (x̃− ỹ)| ≤ Ck

d ∏
j=2

|z|−α̃j/2
(
1 + |xj − yj |2

|z| 
)α̃j/2

|G1
z(xj − yj)|

≤ Cd,k|z|−
k
2 
(
1 + |x̃− ỹ|2

|z| 
) k

2 |Gd−1
z (x̃− ỹ)|

≤ Cd,k

(
|z|− k

2 + |x̃− ỹ|k
|z|k

)
|Gd−1

z (x̃− ỹ)|,

which proves (7.9).
Let h ∈ C∞

c (Rd
+;X). It follows from (7.9) that

‖∂α̃T (teiδ)h(x)‖X ≤
∫
Rd

+

|H1,±
teiδ

(x1, y1)||∂α̃
x̃G

d−1
teiδ

(x̃− ỹ)|‖h(y)‖X dy

≤ Cδ,d,k

∫
Rd

+

(
t−

k
2 + |x̃− ỹ|k

tk

)
|H1,±

teiδ
(x1, y1)||Gd−1

teiδ
(x̃− ỹ)|‖h(y)‖X dy

≤ Cδ,d,k

∑
m∈{0,1}

∫
Rd

+

|x̃− ỹ|km

t
(m+1)k

2 
Hd,±

t cos−1(δ)(x, y)‖h(y)‖X dy,

(7.10)
where it was used that

|H1,−
teiδ

(x1, y1)| = (4πt)− 1
2

∣∣∣e− e−iδ|x1−y1|2
4t 

∣∣∣∣∣∣1 − e
−e−iδx1y1

t 
∣∣∣

= (4πt)− 1
2 e−

cos(δ)|x1−y1|2
4t 

∣∣∣
x1y1

t ∫
0 

e−e−iδs ds
∣∣∣

≤ 1 
cos(δ)

1 √
4πt

e−
cos(δ)|x1−y1|2

4t 
(
1 − e−

cos(δ)x1y1
t 

)
= CδH

1,−
t cos−1(δ)(x1, y1),

|H1,+
teiδ

(x1, y1)| = (4πt)− 1
2 e−

cos(δ)|x1−y1|2
4t 

(
1 + e−

cos(δ)x1y1
t 

)
= H1,+

t cos−1(δ)(x1, y1),

|Gd−1
teiδ

(x̃− ỹ)| = (4πt)−
(d−1)

2 e−
cos(δ)|x̃−ỹ|2

4t = Gd−1
t cos−1(δ)(x̃− ỹ).

So by (7.8), (7.10) and the substitution t → cos(δ)t, we find
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∥∥∥x →
∫
Γ+

f(z)∂α̃R(z,A)(ψ(x1, ·)g)(x) dz
∥∥∥
X

≤ ‖f‖H∞(Σω)

∞ ∫
0 

∞ ∫
0 

e−tr cos(δ)‖∂α̃T (teiδ)(ψ(x1, ·)g)(x)‖X dt dr

= 1 
cos(δ)‖f‖H∞(Σω)

∞ ∫
0 

‖∂α̃T (teiδ)(ψ(x1, ·)g)(x)‖X
dt
t 

≤ Cδ,d,k‖f‖H∞(Σω)
∑

m∈{0,1}

∞ ∫
0 

∫
Rd

+

|x̃− ỹ|km

t
(m+1)k

2 
Hd,±

t (x, y)|ψ(x1, y1)|‖g(y)‖X dy dt
t 
.

(7.11)

For any x ∈ Rd we have

∞ ∫
0 

t−
(m+1)k

2 Gd
t (x) dt

t 
= C

∞ ∫
0 

t−
(m+1)k

2 − d
2 e−

|x|2
4t dt

t 

= C|x|−d−(m+1)k
∞ ∫
0 

s
(m+1)k

2 + d
2 e−

s 
4
ds
s 

= Cd,k|x|−d−(m+1)k.

Therefore, after the substitution ỹ → x̃− ỹ we obtain for m ∈ {0, 1}

∞ ∫
0 

∫
Rd

+

|x̃− ỹ|km

t
(m+1)k

2 
Hd,±

t (x, y)|ψ(x1, y1)|‖g(y)‖X dy dt
t 

=
∫
Rd

+

|ỹ|km
∞ ∫
0 

t−
(m+1)k

2 
(
Gd

t (x1 − y1, ỹ) ±Gd
t (x1 + y1, ỹ)

) dt
t 
|ψ(x1, y1)|‖g(y1, x̃− ỹ)‖X dy

= Cd,k

∫
Rd

+

|ỹ|km
[

1 

|(x1
y1

− 1, ỹ
y1

)|d+(m+1)k
± 1 

|(x1
y1

+ 1, ỹ
y1

)|d+(m+1)k

]

·
∣∣∣xθ

1
yθ1

− 1
∣∣∣k+1

‖g(y1, x̃− ỹ)‖X
dy 

y
d+(m+1)k
1

=
∫
Rd

+

|ỹ|km�±m
(x1

y1
, ỹ
)
‖g(y1, x̃− y1ỹ)‖X

dy 
yk+1
1

=: Lm(x)

performing the substitution ỹ → y1ỹ in the last step, where

�±m(v1, ṽ) :=
[

1 
|(v1 − 1, ṽ)|d+(m+1)k ± 1 

|(v1 + 1, ṽ)|d+(m+1)k

]
|vθ1 − 1|k+1, (v1, ṽ) ∈ Rd

+.
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Recall that γ0 = γ+kp− (k+1)θp and to show (7.7) we estimate the Lp(Rd
+, wγ0)-norm 

of the left-hand side of (7.11). To this end, it remains to bound ‖Lm‖Lp(Rd
+,wγ0 ) for 

m ∈ {0, 1}. With Minkowski’s inequality and the substitutions x̃ → x̃+y1ỹ, y1 → x1y
−1
1

and x1 → x1y1, we obtain

‖Lm‖Lp(Rd
+,wγ0 ) ≲

∥∥∥x1 →
∫
Rd

+

|ỹ|km�±m
(x1

y1
, ỹ
)
‖g(y1, · − y1ỹ)‖Lp(Rd−1;X)

dy 
yk+1
1

∥∥∥
Lp(R+,wγ0 )

=
∥∥∥x1 →

∫
Rd

+

|ỹ|km�±m
(x1

y1
, ỹ
)
‖g(y1, ·)‖Lp(Rd−1;X)

dy 
yk+1
1

∥∥∥
Lp(R+,wγ0 )

=
∥∥∥x1 →

∫
Rd

+

|ỹ|km�±m
(
y1, ỹ

)∥∥g(x1

y1
, ·
)∥∥

Lp(Rd−1;X)x
−k
1 yk−1

1 dy
∥∥∥
Lp(R+,wγ0 )

≤
∫
Rd

+

|ỹ|km�±m
(
y1, ỹ

)∥∥∥x1 → x−k
1

∥∥g(x1

y1
, ·
)∥∥

Lp(Rd−1;X)

∥∥∥
Lp(R+,wγ0 )

yk−1
1 dy

= ‖g‖Lp(Rd
+,wγ0−kp;X)

∫
Rd

+

|ỹ|km�±m
(
y1, ỹ

)
y

γ+1
p −(k+1)θ+k−1

1 dy,

which yields (7.7) if the latter integral is finite for the given ranges of γ. Indeed, note 
that for any a ∈ R we have using the substitution ỹ → aỹ

∫
Rd−1

|ỹ|km
|(a, ỹ)|d+(m+1)k dỹ = 1 

|a|k+1

∫
Rd−1

|ỹ|km
|(1, ỹ)|d+(m+1)k dỹ = Cd,k,m

|a|k+1 ,

therefore∫
Rd

+

|ỹ|km�±m
(
y1, ỹ

)
y

γ+1
p −(k+1)θ+k−1

1 dy

= Cd,k,m

∫
R+

[
1 

|y1 − 1|k+1 ± 1 
|y1 + 1|k+1

]
|yθ1 − 1|k+1y

γ+1
p −(k+1)θ+k−1

1 dy1

=: Cd,k,m

∫
R+

�±(y1)|yθ1 − 1|k+1y
γ+1
p −(k+1)θ+k−1

1 dy1. (7.12)

For y1 ∈ (0, 1
2 ) we have �±(y1) ≤ C and |yθ1 − 1|k+1 ≤ C since θ > 0. Moreover, by (7.6)

it follows

γ+1
p − (k + 1)θ + k − 1 > −1,
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so that the integral in (7.12) over y1 ∈ (0, 1
2 ) is finite. For y1 ∈ (1

2 ,
3
2 ) it follows by the 

mean value theorem that there is no singularity at y1 = 1 and that the integral in (7.12)
over the interval (1

2 ,
3
2 ) is finite. Finally, if y1 > 3

2 , then (yθ1 − 1)k+1 ≤ Cy
(k+1)θ
1 and

�±(y1) = (y1 + 1)k+1 ± (y1 − 1)k+1

(y1 − 1)k+1(y1 + 1)k+1 ≤ C

⎧⎨⎩
1 

yk+1
1

if A = λ− ΔNeu

1 
yk+2
1

if A = λ− ΔDir
,

where we recall that the Dirichlet and Neumann Laplacian correspond to �− and �+, 
respectively. Therefore, using that γ ∈ (−1, 2p− 1) \ {p− 1} for the Dirichlet Laplacian, 
we obtain

∞ ∫
3
2

�−(y1)|yθ1 − 1|k+1y
γ+1
p −(k+1)θ+k−1

1 dy1 ≤ C

∞ ∫
3
2

y
γ+1
p −3

1 dy1 < ∞.

Similarly, using that γ ∈ (−1, p− 1) for the Neumann Laplacian, we obtain

∞ ∫
3
2

�+(y1)|yθ1 − 1|k+1y
γ+1
p −(k+1)θ+k−1

1 dy1 ≤ C

∞ ∫
3
2

y
γ+1
p −2

1 dy1 < ∞.

This proves (7.7) and therefore this finishes the proof. �
We can now give the proof of the bounded H∞-calculus for the Dirichlet Laplacian 

using Lemmas 7.3-7.5 and 7.8.

Proof of Theorem 7.1. For λ > 0 we show with induction on k ≥ 0 that ADir :=
λ − ΔDir on W k,p(wγ+kp) := W k,p(Rd

+, wγ+kp;X) has a bounded H∞-calculus of an-
gle ωH∞(ADir) = 0. Throughout the proof, C denotes a constant only depending on 
p, k, γ, λ, ω, d and X, which may change from line to line.

The case k = 0 is stated in Theorem 4.2. For some fixed k ∈ N0 we assume that ADir
on W k,p(wγ+kp) has a bounded H∞-calculus of angle 0 for all γ ∈ (−1, 2p− 1) \ {p− 1}. 
That is, for ω ∈ (0, π

2 ), we have the estimate

‖f(ADir)u‖Wk,p(wγ+kp) ≤ C‖f‖H∞(Σω)‖u‖Wk,p(wγ+kp), (7.13)

for all γ ∈ (−1, 2p − 1) \ {p − 1}, f ∈ H1(Σω) ∩ H∞(Σω) and u ∈ W k,p(wγ+kp). We 
prove that ADir has a bounded H∞(Σσ)-calculus for σ ∈ (ω, π

2 ) on W k+1,p(wγ+(k+1)p).
Let 0 < ν < ω < σ < π

2 , f ∈ H1(Σσ) ∩ H∞(Σσ) and u ∈ C∞
c (Rd

+;X). By writing 
α = (α1, α̃) ∈ N0 ×Nd−1

0 we obtain

‖f(ADir)u‖Wk+1,p(wγ+(k+1)p) = ‖f(ADir)u‖Wk,p(wγ+(k+1)p)
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+
∑

|α|=k+1
α1≥1

‖∂αf(ADir)u‖Lp(wγ+(k+1)p)

+
∑

|(0,α̃)|=k+1

‖∂α̃f(ADir)u‖Lp(wγ+(k+1)p) =: T1 + T2 + T3.

To apply the induction hypothesis we use that all the resolvents on the spaces we consider 
are consistent by Lemma 6.4. Furthermore, we define the downwards orientated contour 
Γν = ∂(Σν \B(0, λ

2 )), see Remark 2.5.
By Lemma 3.6 (using Remark 3.2), Lemma 7.3(iii) and 7.4, the induction hypothesis 

(7.13) and Hardy’s inequality (Corollary 3.3), it follows that

T1 = ‖M−1Mf(ADir)u‖Wk,p(wγ+(k+1)p) ≲ ‖Mf(ADir)u‖Wk,p(wγ+kp)

≤ ‖f(ADir)Mu‖Wk,p(wγ+kp) + 2 
∥∥∥∫
Γν

f(z)R(z,ADir)∂1R(z,ADir)u dz
∥∥∥
Wk,p(wγ+kp)

≤ C‖f‖H∞(Σω)
(
‖Mu‖Wk,p(wγ+kp) + ‖u‖Wk,p(wγ+kp)

)
≤ C‖f‖H∞(Σω)‖u‖Wk+1,p(wγ+(k+1)p).

We continue with T2, so let α = (α1, α̃) with |α| = k + 1 and α1 ≥ 1. Using that 
M∂1∂

�
1v = ∂�

1M∂1v − �∂�
1v for � = α1 − 1, we compute

‖∂α1
1 ∂α̃f(ADir)u‖Lp(wγ+(k+1)p)

= ‖M∂1∂
α1−1
1 ∂α̃f(ADir)u‖Lp(wγ+kp)

≤ ‖M∂1f(ADir)u‖Wk,p(wγ+kp) + (α1 − 1)‖f(ADir)u‖Wk,p(wγ+kp).

The second term can be estimated with the induction hypothesis (7.13) and Hardy’s 
inequality. For the first term, by Lemma 7.3(ii)+(iii), the induction hypothesis (7.13), 
Lemma 7.5 and Hardy’s inequality, we obtain

‖M∂1f(ADir)u‖Wk,p(wγ+kp)

≤ ‖f(ADir)M∂1u‖Wk,p(wγ+kp) + 2
∥∥∥∫
Γν

f(z)R2(z,ADir)∂2
1u dz

∥∥∥
Wk,p(wγ+kp)

≤ C‖f‖H∞(Σω)‖M∂1u‖Wk,p(wγ+kp) + C‖f‖H∞(Σσ)‖u‖Wk,p(wγ+kp)

≤ C‖f‖H∞(Σσ)‖u‖Wk+1,p(wγ+(k+1)p).

(7.14)

This shows the estimate

T2 ≤ C‖f‖H∞(Σσ)‖u‖Wk+1,p(wγ+(k+1)p).

From Lemma 7.8(i)+(ii) it immediately follows that
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T3 =
∑

|(0,α̃)|=k+1

‖∂α̃f(ADir)u‖Lp(wγ+(k+1)p) ≤ C‖f‖H∞(Σω)‖u‖Wk+1,p(wγ+(k+1)p).

Combining the above estimates for T1, T2 and T3 yields that for any 0 < ω < σ < π
2 

‖f(ADir)u‖Wk+1,p(wγ+(k+1)p) ≤ C‖f‖H∞(Σσ)‖u‖Wk+1,p(wγ+(k+1)p), u ∈ C∞
c (Rd

+;X)

and by density (Lemma 3.4) this estimate extends to u ∈ W k+1,p(wγ+(k+1)p). Since ω and 
σ were arbitrary, this proves that ADir has a bounded H∞-calculus on W k+1,p(wγ+(k+1)p)
of angle 0. This finishes the induction argument.

Finally, we show that if γ + kp ∈ (−1, 2p− 1), then we can allow for λ = 0. For k = 0
and γ ∈ (−1, 2p− 1) \ {p− 1} the result is already contained in Theorem 4.2. Therefore, 
it remains to consider k = 1 and γ ∈ (−1, p− 1). From here on, let C > 0 be a constant 
that is independent of λ. Note that γ + p ∈ (p− 1, 2p− 1), so that by Theorem 4.2 and 
[27, Proposition 16.2.6]

T1 = ‖f(ADir)u‖Lp(wγ+p) ≤ C‖f‖H∞(Σω)‖u‖Lp(wγ+p).

Using Theorem 4.2 instead of (7.13) in (7.14) with k = 0 yields

T2 = ‖M∂1f(ADir)u‖Lp(wγ) ≤ C‖f‖H∞(Σσ)‖u‖W 1,p(wγ+p),

using that the constant in Lemma 7.5 is independent of λ. Finally, by Lemma 7.3(i) and 
Theorem 4.2 we obtain

T3 =
d ∑

j=2 
‖f(ADir)∂ju‖Lp(wγ+p) ≤ C‖f‖H∞(Σω)

d ∑
j=2 

‖∂ju‖Lp(wγ+p)

≤ C‖f‖H∞(Σω)‖u‖W 1,p(wγ+p).

By combining the above estimates, we have for γ ∈ (−1, p− 1) and for any λ > 0

‖f(λ− ΔDir)u‖W 1,p(wγ+p) ≤ C‖f‖H∞(Σσ)‖u‖W 1,p(wγ+p),

where the constant C is independent of λ. Letting λ ↓ 0 and using the dominated 
convergence theorem yields that −ΔDir on W 1,p(wγ+p) has a bounded H∞-calculus of 
angle 0. �

We conclude this section with the proof of the H∞-calculus for the Neumann Lapla-
cian, which can be derived from Theorem 7.1 for the Dirichlet Laplacian and Lem-
mas 7.6-7.8.

Proof of Theorem 7.2. We prove that ANeu := λ − ΔNeu on W k+1,p(wγ+kp) :=
W k+1,p(Rd

+, wγ+kp;X) has a bounded H∞-calculus of angle ωH∞(ANeu) = 0 for λ > 0. 
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Note that if γ + kp ∈ (−1, p − 1), then the result is already contained in Theorem 4.6
and holds for λ = 0.

We first consider the case k ∈ N0 and γ ∈ (p − 1, 2p − 1). Let 0 < ν < ω < π
2 , 

f ∈ H1(Σω) ∩H∞(Σω) and u ∈ C∞
c (Rd

+;X). By writing α = (α1, α̃) ∈ N0 × Nd−1
0 we 

obtain

‖f(ANeu)u‖Wk+1,p(wγ+kp) = ‖f(ANeu)u‖Wk,p(wγ+kp)

+
∑

|α|=k+1
α1≥1

‖∂αf(ANeu)u‖Lp(wγ+kp)

+
∑

|(0,α̃)|=k+1

‖∂α̃f(ANeu)u‖Lp(wγ+kp) =: T1 + T2 + T3.

We use that all the resolvents on the spaces we consider are consistent by Lemma 6.5. 
Throughout the proof, C denotes a constant only depending on p, k, γ, λ, ω, d and X, 
which may change from line to line. Moreover, we write ADir := λ− ΔDir.

By Lemma 3.6 (using Remark 3.2 and γ > p− 1), Lemma 7.7 and Theorem 7.1 with 
γ − p ∈ (−1, p− 1), it follows that

T1 = ‖M−1Mf(ANeu)u‖Wk,p(wγ+kp) ≲ ‖Mf(ANeu)u‖Wk,p(wγ−p+kp)

≤ ‖f(ADir)Mu‖Wk,p(wγ−p+kp) + C‖f‖H∞(Σω)‖u‖Wk,p(wγ−p+kp)

≤ C‖f‖H∞(Σω)
(
‖Mu‖Wk,p(wγ−p+kp) + ‖u‖Wk,p(wγ−p+kp)

)
≤ C‖f‖H∞(Σω)‖u‖Wk+1,p(wγ+kp),

where we used Hardy’s inequality (Corollary 3.3) in the last step. By Lemma 7.6(iii) and 
Theorem 7.1, we obtain

T2 =
∑
|α|=k

‖∂α∂1f(ANeu)u‖Lp(wγ+kp) ≤ ‖f(ADir)∂1u‖Wk,p(wγ+kp)

≤ C‖f‖H∞(Σω)‖∂1u‖Wk,p(wγ+kp) ≤ C‖f‖H∞(Σω)‖u‖Wk+1,p(wγ+kp).

Finally, using Lemma 7.8(iii) with k + 1 and γ − p ∈ (−1, p− 1), gives

T3 =
∑

|(0,α̃)|=k+1

‖∂α̃f(ANeu)u‖Lp(wγ−p+(k+1)p) ≤ C‖f‖H∞(Σω)‖u‖Wk+1,p(wγ+kp).

The above estimates and density (Lemma 3.4) prove boundedness of the H∞-calculus 
for ANeu on W k+1,p(wγ+kp) with k ∈ N1 and γ ∈ (p− 1, 2p− 1).

It remains to consider the case k ∈ N1 and γ ∈ (−1, p − 1). Let ω ∈ (0, π
2 ), f ∈

H1(Σω) ∩H∞(Σω) and u ∈ C∞
c,1(Rd

+;X). Then writing α = (0, α̃) ∈ N0 ×Nd−1
0 , gives
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‖f(ANeu)u‖Wk+1,p(wγ+kp) =
∑

|(0,α̃)|≤1

‖∂αf(ANeu)u‖Wk,p(wγ+kp)

+ ‖∂1f(ANeu)u‖Wk,p(wγ+kp).

We estimate these terms separately using that the resolvents on the spaces we consider 
are consistent by Lemma 6.5. Moreover, note that γ + p ∈ (p − 1, 2p − 1), so that 
W k,p(wγ+kp) = W (k−1)+1(wγ+p+(k−1)p) and we can apply the result proved above with 
k − 1. Together with Lemma 7.6(i), we obtain∑
|(0,α̃)|≤1

‖∂αf(ANeu)u‖Wk,p(wγ+kp) =
∑

|(0,α̃)|≤1

‖f(ANeu)∂αu‖W (k−1)+1,p(wγ+p+(k−1)p)

≤ C‖f‖H∞(Σω)
∑

|(0,α̃)|≤1

‖∂αu‖W (k−1)+1,p(wγ+p+(k−1)p)

≤ C‖f‖H∞(Σω)‖u‖Wk+1,p(wγ+kp).

Moreover, using Lemma 7.6(iii) and Theorem 7.1 for γ ∈ (−1, p− 1), yield

‖∂1f(ANeu)u‖Wk,p(wγ+kp) = ‖f(ADir)∂1u‖Wk,p(wγ+kp)

≤ C‖f‖H∞(Σω)‖∂1u‖Wk,p(wγ+kp)

≤ C‖f‖H∞(Σω)‖u‖Wk+1,p(wγ+kp).

The above estimates and density (see Lemma 3.4) prove boundedness of the H∞-calculus 
for ANeu in the case γ ∈ (−1, p− 1). This completes the proof. �
8. Elliptic and parabolic maximal regularity

In this final section, we study the elliptic maximal regularity of the Laplace equation 
and parabolic maximal regularity of the heat equation on homogeneous and inhomo-
geneous Sobolev spaces. As discussed in the introduction, there is extensive literature 
on maximal regularity for elliptic and parabolic problems on homogeneous weighted 
Sobolev spaces, which is obtained via completely different techniques. We refer to [40,41] 
for Dirichlet boundary conditions and [16,17] for Neumann boundary conditions.

Using our regularity results on inhomogeneous spaces and a scaling argument, we 
derive maximal regularity on homogeneous weighted Sobolev spaces as well. Moreover, in 
certain cases our regularity results correspond to results earlier obtained in [16,17,40,41].

For p ∈ (1,∞), k ∈ N0, γ ∈ R and X a Banach space, we define the homogeneous 
space

Ẇ k,p(Rd
+, wγ+kp;X) :=

{
f ∈ D′(Rd

+;X) : ∀|α| ≤ k, ∂αf ∈ Lp(Rd
+, wγ+|α|p;X)

}
equipped with the canonical norm. In comparison to the existing literature, we have for 
γ > −1 by Hardy’s inequality (Corollary 3.3)
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W k,p(Rd
+, wγ+kp;X) ↪→ Ẇ k,p(Rd

+, wγ+kp;X) = Hk
p,γ+d(Rd

+;X),

where for θ ∈ R the homogeneous spaces

Hk
p,θ(Rd

+;X) =
{
f ∈ D′(Rd

+;X) : ∀|α| ≤ k, ∂αf ∈ Lp(Rd
+, wθ−d+|α|p;X)

}
,

are as used in for instance [40,41] with X = C. For these homogeneous spaces, we recall 
the following density result.

Lemma 8.1. Let p ∈ (1,∞), k ∈ N0, γ ∈ R and let X be a Banach space. Then 
C∞

c (Rd
+;X) is dense in Ẇ k,p(Rd

+, wγ+kp;X).

Proof. This follows from [40, Theorem 1.19 & Corollary 2.3], where it should be noted 
that these results also hold in the vector-valued case. �

For γ ∈ (−1, 2p− 1) \ {p− 1}, we define the space with Dirichlet boundary conditions

Ẇ k+2,p
Dir (Rd

+, wγ+kp;X)

:=
{
f ∈ D′(Rd

+;X) : ∀|β| ≤ 2, ∂βf ∈ Ẇ k,p(Rd
+, wγ+kp;X),Tr(f) = 0

}
equipped with the canonical norm. Similarly, for γ ∈ (−1, p − 1), we define the space 
with Neumann boundary conditions

Ẇ k+2,p
Neu (Rd

+, wγ+kp;X)

:=
{
f ∈ D′(Rd

+;X) : ∀|β| ≤ 2, ∂βf ∈ Ẇ k,p(Rd
+, wγ+kp;X),Tr(∂1f) = 0

}
equipped with the canonical norm. Note that for the given ranges of γ we have that

Ẇ k+2,p
Dir (Rd

+, wγ+kp;X), Ẇ k+2,p
Neu (Rd

+, wγ+kp;X) ↪→ W 2,p(Rd
+, wγ ;X), (8.1)

so that the Dirichlet and Neumann traces are well defined. For Neumann boundary 
conditions, we will not consider the homogeneous counterpart of W k+1,p(Rd

+, wγ+kp;X)
with γ ∈ (−1, p− 1) to avoid weights wγ with γ < −1.

Definition 8.2. Let p ∈ (1,∞), k ∈ N0 and let X be a Banach space. The Dirichlet and 
Neumann Laplacian on homogeneous spaces are defined as follows.

(i) For γ ∈ (−1, 2p−1)\{p−1} the Dirichlet Laplacian ΔDir on Ẇ k,p(Rd
+, wγ+kp;X)

is defined by

ΔDiru :=
d ∑

j=1 
∂2
j u with D(ΔDir) := Ẇ k+2,p

Dir (Rd
+, wγ+kp;X).
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(ii) For γ ∈ (−1, p−1) the Neumann Laplacian ΔNeu on Ẇ k,p(Rd
+, wγ+kp;X) is defined 

by

ΔNeuu :=
d ∑

j=1 
∂2
j u with D(ΔNeu) := Ẇ k+2,p

Neu (Rd
+, wγ+kp;X).

8.1. Elliptic maximal regularity on homogeneous Sobolev spaces

We recall that elliptic regularity on the inhomogeneous spaces W k,p(Rd
+, wγ+kp;X)

has already been studied in Sections 5.1, 5.2 and 6.2. By Proposition 5.4 and a scaling 
argument, we obtain the following regularity result for the Dirichlet Laplacian.

Corollary 8.3 (Homogeneous elliptic regularity for −ΔDir). Let p ∈ (1,∞), k ∈ N0, 
γ ∈ (−1, 2p − 1) \ {p − 1}, ω ∈ (0, π) and let X be a UMD Banach space. Let ΔDir on 
Ẇ k,p(Rd

+, wγ+kp;X) be as in Definition 8.2. Then for all f ∈ Ẇ k,p(Rd
+, wγ+kp;X) and 

λ ∈ Σπ−ω, there exists a unique solution

u ∈ Ẇ k+2,p
Dir (Rd

+, wγ+kp;X)

such that λu− ΔDiru = f . Moreover, this solution satisfies

∑
|β|≤2

|λ|1−
|β|
2 ‖∂βu‖Ẇk,p(Rd

+,wγ+kp;X) ≤ C‖f‖Ẇk,p(Rd
+,wγ+kp;X),

where the constant C only depends on p, k, γ, ω, d and X.

Proof. Note that the uniqueness follows from (8.1) and Corollary 4.7. For existence 
and the estimate we use a scaling argument. Let f ∈ C∞

c (Rd
+;X), then Lemma 5.3

yields a smooth solution u to the equation. Let r > 0 and set ur(x) := u(rx) and 
fr(x) := f(rx). Then ur satisfies ur(0, ·) = 0 and the equation r2λur − ΔDirur = r2fr, 
so by Proposition 5.4 we have for all � ∈ {0, . . . , k} the estimate

∑
|β|≤2

|r2λ|1−
|β|
2 ‖∂βur‖W �,p(Rd

+,wγ+�p;X) ≤ Cg�,γ(r2λ)‖r2fr‖W �,p(Rd
+,wγ+�p;X),

where g�,γ is defined in (5.3). After the substitution x → r−1x we obtain

∑
|β|≤2

∑
|α|≤�

|λ|1−
|β|
2 r|α|−�‖∂α+βu‖Lp(Rd

+,wγ+�p;X)

≤ Cg�,γ(r2λ)
∑
|α|≤�

r|α|−�‖∂αf‖Lp(Rd
+,wγ+�p;X).
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Letting r → ∞ and summing over � ∈ {0, . . . , k} yields the estimate for f ∈ C∞
c (Rd

+;X). 
Here it should be noted that

lim 
r→∞

g�,γ(r2λ) = lim 
y→∞

g�,γ(y) = C,

where C = 1 or C = 2 depending on � and γ. By Lemma 8.1 and a similar density argu-
ment as in the proof of Proposition 5.4, we obtain that for every f ∈ Ẇ k,p(Rd

+, wγ+kp;X)
there exists an u ∈ Ẇ k+2,p

Dir (Rd
+, wγ+kp;X) solving the equation and the required estimate 

holds. �
In a similar fashion, we obtain the following elliptic regularity result for the Neumann 

Laplacian.

Corollary 8.4 (Homogeneous elliptic regularity for −ΔNeu). Let p ∈ (1,∞), k ∈ N0, 
γ ∈ (−1, p − 1), ω ∈ (0, π) and let X be a UMD Banach space. Let ΔNeu on 
Ẇ k,p(Rd

+, wγ+kp;X) be as in Definition 8.2. Then for all f ∈ Ẇ k,p(Rd
+, wγ+kp) and 

λ ∈ Σπ−ω, there exists a unique solution

u ∈ Ẇ k+2,p
Neu (Rd

+, wγ+kp;X)

to λu− ΔNeuu = f . Moreover, this solution satisfies∑
|β|≤2

|λ|1−
|β|
2 ‖∂βu‖Ẇk,p(Rd

+,wγ+kp;X) ≤ C‖f‖Ẇk,p(Rd
+,wγ+kp;X),

where the constant C only depends on p, k, γ, ω, d and X.

Proof. The proof is analogous to the proof of Corollary 8.3 using Proposition 5.6. �
Remark 8.5. 

(i) Second order Riesz transforms: for λ = 0 we obtain the regularity estimates from 
Corollaries 8.3 and 8.4 as well. Indeed, if u ∈ Ẇ k+2,p

Dir (Rd
+, wγ+kp;X) is a solution 

to −ΔDiru = f , then u also satisfies the equation λu−ΔDiru = λu+f with λ > 0. 
Therefore, by Corollary 8.3 we obtain∑

|β|=2

‖∂βu‖Ẇk,p(Rd
+,wγ+kp;X) ≤ C lim

λ↓0 
‖λu + f‖Ẇk,p(Rd

+,wγ+kp;X)

= C‖f‖Ẇk,p(Rd
+,wγ+kp;X).

The same proof works for the Neumann Laplacian.
(ii) The results from Corollaries 8.3 and 8.4 with k = 0 and γ ∈ (−1, p − 1) coincide 

with the inhomogeneous results in Corollaries 4.7 and 4.8. Moreover, these cases 
have already been obtained in [16,17] for the scalar-valued case.
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(iii) The regularity result in Corollary 8.3 with k ∈ N0, γ ∈ (p− 1, 2p− 1) and X = C

is already covered in [40, Theorem 4.1].

8.2. Maximal Lq-regularity

We now turn to maximal regularity for the heat equation

∂tu− Δu = f,

with Dirichlet or Neumann boundary conditions and zero initial condition. We will view 
this as an abstract Cauchy problem. For an introduction to maximal regularity in this 
setting, we refer to [27, Chapter 17].

For any T ∈ (0,∞], we define the time interval I := (0, T ). Let A be a linear operator 
with domain D(A) on a Banach space Y and for some f ∈ L1

loc(I;Y ) consider the 
abstract Cauchy problem

∂tu(t) + Au(t) = f(t), t ∈ I,

u(0) = 0.
(8.2)

We call a strongly measurable function u : I → Y a strong solution to (8.2) if u takes 
values in D(A) almost everywhere, Au ∈ L1

loc(I;Y ) and u solves

u(t) +
t ∫

0 

Au(s) ds =
t ∫

0 

f(s) ds, for almost all t ∈ I. (8.3)

Moreover, for q ∈ (1,∞), v ∈ Aq(I) and f ∈ Lq(I, v;Y ) a strong solution u to (8.2) is 
called an Lq(v)-solution if Au ∈ Lq(I, v;Y ).

Definition 8.6 (Maximal Lq(v)-regularity). A linear operator A on a Banach space Y has 
maximal Lq(v)-regularity on I if for all f ∈ Lq(I, v;Y ) the Cauchy problem (8.2) has a 
unique Lq(v)-solution u on I and

‖Au‖Lq(I,v;Y ) ≤ C‖f‖Lq(I,v;Y ),

where the constant C is independent of f .

The following two corollaries on maximal regularity for the Dirichlet and Neumann 
Laplacian follow immediately from Theorems 4.10, 7.1 and 7.2 together with [27, Theo-
rems 17.3.18 & 17.2.39 & Proposition 17.2.7].

Corollary 8.7 (Inhomogeneous maximal regularity for −ΔDir). Let p, q ∈ (1,∞), k ∈
N0 ∪ {−1}, γ ∈ (−1, 2p− 1) \ {p− 1} and let X be a UMD Banach space. Let ΔDir on 
W k,p(Rd

+, wγ+kp;X) be as in Definition 4.1. Assume that either
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(i) γ + kp ∈ (−1, 2p− 1), T ∈ (0,∞] and v ∈ Aq(I), or,
(ii) γ + kp > 2p− 1, T ∈ (0,∞) and v ∈ Aq(I).

Then −ΔDir has maximal Lq(v)-regularity on I. In particular, for every T ∈ (0,∞) and 
f ∈ Lq(I, v;W k,p(Rd

+, wγ+kp;X)) there exists a unique Lq(v)-solution u to (8.2) with 
A = −ΔDir, which satisfies

‖u‖W 1,q(I,v;Wk,p(Rd
+,wγ+kp;X)) + ‖u‖Lq(I,v;Wk+2,p

Dir (Rd
+,wγ+kp;X))

≤ C‖f‖Lq(I,v;Wk,p(Rd
+,wγ+kp;X)),

(8.4)

where the constant C only depends on p, q, k, γ, v, T, d and X.

Corollary 8.8 (Inhomogeneous maximal regularity for −ΔNeu). Let p, q ∈ (1,∞), k ∈
N0 ∪ {−1}, γ ∈ (−1, 2p− 1) \ {p− 1} and let X be a UMD Banach space. Let ΔNeu on 
W k+1,p(Rd

+, wγ+kp;X) be as in Definition 4.1. Assume that either

(i) γ + kp ∈ (−1, p− 1), T ∈ (0,∞] and v ∈ Aq(I), or,
(ii) γ + kp > p− 1, T ∈ (0,∞) and v ∈ Aq(I).

Then −ΔNeu has maximal Lq(v)-regularity on I. In particular, for every T ∈ (0,∞) and 
f ∈ Lq(I, v;W k+1,p(Rd

+, wγ+kp;X)) there exists a unique Lq(v)-solution u to (8.2) with 
A = −ΔNeu, which satisfies

‖u‖W 1,q(I,v;Wk+1,p(Rd
+,wγ+kp;X)) + ‖u‖Lq(I,v;Wk+3,p

Neu (Rd
+,wγ+kp;X))

≤ C‖f‖Lq(I,v;Wk+1,p(Rd
+,wγ+kp;X)),

where the constant C only depends on p, q, k, γ, v, T, d and X.

Remark 8.9. 

(i) Corollaries 8.7 and 8.8 do not hold for T = ∞ in general. This follows from 
Dore’s theorem (see [18] or [27, Theorem 17.2.15]) and Theorems 6.1(ii) and 6.2(ii), 
respectively. On the other hand, the shifted operators λ−ΔDir and λ−ΔNeu with 
λ > 0 do have maximal Lq(v)-regularity on R+, see [27, Propositions 17.2.27 & 
17.2.29].

(ii) Corollaries 8.7 and 8.8 only concern the Cauchy problem (8.2) with zero initial 
data. In addition, maximal regularity can be used to obtain existence and unique-
ness for the Cauchy problem with non-zero initial data, see [21, Section 4.4] and 
[27, Section 17.2.b]. In particular, if v = tη is a power weight with η ∈ (−1, q− 1), 
then the space for the initial data is the real interpolation space(

W k,p(Rd
+, wγ+kp;X), D(A)

)
1− 1+η

p ,p
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with A = −ΔDir or A = −ΔNeu, see [21, Example 4.16]. Characterisations of real 
interpolation spaces of weighted Sobolev spaces can be found in [67, Chapter 3].

In the following corollaries, we derive maximal regularity on homogeneous spaces.

Corollary 8.10 (Homogeneous maximal regularity for −ΔDir). Let p, q ∈ (1,∞), k ∈ N0, 
γ ∈ (−1, 2p− 1) \ {p− 1}, v ∈ Aq(R+) and let X be a UMD Banach space. Let ΔDir on 
Ẇ k,p(Rd

+, wγ+kp;X) be as in Definition 8.2. Then −ΔDir has maximal Lq(v)-regularity 
on R+. In particular, for every f ∈ Lq(R+, v; Ẇ k,p(Rd

+, wγ+kp;X)) there exists a unique 
Lq(v)-solution u to (8.2) with A = −ΔDir, which satisfies

‖∂tu‖Lq(R+,v;Ẇk,p(Rd
+,wγ+kp;X)) +

∑
|β|=2

‖∂βu‖Lq(R+,v;Ẇk,p(Rd
+,wγ+kp;X))

≤ C‖f‖Lq(R+,v;Ẇk,p(Rd
+,wγ+kp;X)),

(8.5)

where the constant C only depends on p, q, k, γ, v, d and X.

Proof. Let f ∈ C∞
c (R+ × Rd

+;X), then f ∈ Lq((0, T ), v;W k,p(Rd
+, wγ+kp;X)) for all 

T > 0. Corollary 8.7 yields that for any T > 0 there exists a unique Lq(v)-solution 
uT to (8.2) on (0, T ) satisfying the estimate (8.4). If T1 ≤ T , then the restriction of 
uT to (0, T1) coincides with uT1 . This allows us to construct a solution u : R+ →
W k+2,p

Dir (Rd
+, wγ+kp;X) ↪→ Ẇ k+2,p

Dir (Rd
+, wγ+kp;X) that coincides with uT on (0, T ) for 

every T > 0. Moreover, u is a strong solution to (8.2) on R+ (with −ΔDir considered as 
an operator on the homogeneous space Ẇ k,p(Rd

+, wγ+kp;X)).
To show the regularity of u, let r > 0 and set ur(t, x) := u(r2t, rx) and fr(t, x) :=

f(r2t, rx). Then ur satisfies the equation ∂tur − ΔDirur = r2fr, so by (8.4) we have for 
all � ∈ {0, . . . , k} the estimate

‖∂tur‖Lq((0,1),v(r2·);W �,p(Rd
+,wγ+�p;X)) + ‖ur‖Lq((0,1),v(r2·);W �+2,p(Rd

+,wγ+�p;X))

≤ C‖r2fr‖Lq((0,1),v(r2·);W �,p(Rd
+,wγ+�p;X)),

since v(r2·) ∈ Aq(R+) with the same Aq constant by [22, Proposition 7.1.5(1)]. After the 
substitutions x → r−1x and t → r−2t, we obtain∑

|α|≤�

r|α|−�‖∂t∂αu‖Lq((0,r2),v;Lp(Rd
+,wγ+�p;X))

+
∑

|α|≤�+2

r|α|−�−2‖∂αu‖Lq((0,r2),v;Lp(Rd
+,wγ+�p;X))

≤ C
∑
|α|≤�

r|α|−�‖∂αf‖Lq((0,r2),v;Lp(Rd
+,wγ+�p;X)).
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Letting r → ∞ and summing over � ∈ {0, . . . , k} yields the maximal regularity estimate 
(8.5). Thus u is an Lq(v)-solution and we claim that it is also unique on R+. Indeed, if 
f = 0, then for every T > 0 we have

‖u‖C([0,T ];Ẇk,p(Rd
+,wγ+kp;X)) ≤ ‖Au‖L1([0,T ];Ẇk,p(Rd

+,wγ+kp;X))

≤ ‖Au‖Lq([0,T ],v;Ẇk,p(Rd
+,wγ+kp;X))

( T∫
0 

|v− 1 
q−1 (t)| dt

) q−1
q

≤ 0,

which follows from taking the supremum over [0, T ] in (8.3), Hölder’s inequality and 
(8.5). This yields that u = 0 on [0, T ] for all T > 0. Therefore u = 0 on R+ as well and 
this proves the uniqueness.

Finally, from [49, Lemma 3.5] and Lemma 8.1, it follows that C∞
c (R+×Rd

+;X) is dense 
in Lq(R+, v; Ẇ k,p(Rd

+, wγ+kp;X)). Therefore, a density argument (see [27, Proposition 
17.2.10] using that −ΔDir is closed by Corollary 8.3) gives the result. �

Similarly, we have maximal regularity for the Neumann Laplacian on homogeneous 
spaces.

Corollary 8.11 (Homogeneous maximal regularity for −ΔNeu). Let p, q ∈ (1,∞), k ∈
N0, γ ∈ (−1, p − 1), v ∈ Aq(R+) and let X be a UMD Banach space. Let ΔNeu on 
Ẇ k,p(Rd

+, wγ+kp;X) be as in Definition 8.2. Then −ΔNeu has maximal Lq(v)-regularity 
on R+. In particular, for every f ∈ Lq(R+, v; Ẇ k,p(Rd

+, wγ+kp;X)) there exists a unique 
Lq(v)-solution u to (8.2) with A = −ΔNeu, which satisfies

‖∂tu‖Lq(R+,v;Ẇk,p(Rd
+,wγ+kp;X)) +

∑
|β|=2

‖∂βu‖Lq(R+,v;Ẇk,p(Rd
+,wγ+kp;X))

≤ C‖f‖Lq(R+,v;Ẇk,p(Rd
+,wγ+kp;X)),

where the constant C only depends on p, q, k, γ, v, d and X.

Proof. The proof is analogous to the proof of Corollary 8.10, using Corollary 8.8. �
We conclude with some remarks concerning Corollaries 8.10 and 8.11.

Remark 8.12. 

(i) The maximal regularity estimate from Corollary 8.10 for γ ∈ (p − 1, 2p − 1) and 
v = 1 is already obtained in [41, Theorem 3.2].

(ii) For k = 0 and γ ∈ (−1, p− 1) similar regularity results as those in Corollaries 8.10
and 8.11 are contained in [16, Theorem 6.4] and [17, Theorem 2.3] for the shifted 
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operators λ− ΔDir and λ− ΔNeu with λ > 0. The time weights for k ≥ 1 appear 
to be new in the homogeneous setting. These time weights play an important role 
in nonlinear evolution equations, see, e.g., [16], [27, Chapter 18] and [62].

(iii) More general elliptic operators with time and space-dependent coefficients are 
treated in for example [15, Theorem 2.1], [16, Theorem 6.4] or [41, Theorem 3.2]. 
We only proved results for the Laplacian by taking limits in our maximal regularity 
estimates for inhomogeneous spaces.
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