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How Positioning Wearable Haptic Interfaces on
Limbs Influences Virtual Embodiment

Anany Dwivedi , Shihan Yu , Chenxu Hao , Gionata Salvietti , Senior Member, IEEE,
Domenico Prattichizzo , Fellow, IEEE, and Philipp Beckerle , Senior Member, IEEE

Abstract—With increasing use of computer applications and
robotic devices in our everyday life, and with the advent of
metaverse, there is an urgent need of developing new types of
interfaces that facilitate a more intuitive interaction in physical
and virtual space. In this work, we investigate the influence of
the location of haptic feedback devices on embodiment of virtual
hands and user load during an interactive pick-and-place task. To
do this, we conducted a user study with a 3x2 repeated measure
experiment design: feedback position is varied between the distal
phalanx of the index finger and the thumb, the proximal phalanx
of the index finger and the thumb, and the wrist. These conditions
of feedback are tested with the stimuli applied synchronously
to the participant in one case, and with an additional delay of
350 ms in the second case. The results show that the location of
the haptic feedback device does not affect embodiment, whereas
the delay, i.e., whether the feedback is applied synchronously
or asynchronously, affects embodiment. This suggests that for
pick-and-place tasks, haptic feedback devices can be placed on
the user’s wrist without compromising performance making the
hands to remain free, allowing unobstructed hand visibility for
precise motion tracking, thereby improving accuracy.

Index Terms—Haptic feedback, wearable haptics, virtual hand
illusion, virtual reality.

I. INTRODUCTION

OVER the past decades, the technological advancements
have led to an increased influence of robotic systems
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and computer applications, including virtual reality (VR) and
augmented reality (AR), in our everyday life. Interfaces between
humans and machines are a crucial component required for
intuitive and safe interactions. Such interfaces can also be used
in healthcare to augment a surgeon’s capabilities by increasing
the range of motion of the surgical tool, allowing them to
exert forces with great precision. Teleoperated robots can aid
in reducing travel related time delays by allowing the surgeon
to apply their expertise without spending time and effort on
transport [1]. Such intuitive remote telepresence interfaces may
also lead environment friendly interactions by reducing the
carbon emissions due to travel.

Now, with the talks for a new means of interaction with the
digital world, called the “Metaverse” this influence is predicted
to grow even more. Big tech companies like Meta, Microsoft,
Nvidia etc, consider it as the future of internet, describing it as an
“embodied internet” [2], [3], leading to a seamless integration of
machines, robots, computer applications including those in VR
and AR. Furthermore, with the advent of “Tactile Internet”, the
robots will be able to act as multimodal avatar of the humans [4].
This implies a need to develop new types of interfaces to improve
the embodiment within the environment [5].

While interacting with real world environment through a
robotic agent or in a virtual environment through computer ap-
plications, psychological concepts like “embodiment” must be
considered for a more intuitive and comfortable interaction [6].
Embodiment deals with capturing the extent to which a virtual
or artificial limb is perceived as one’s own limb [6]. Having a
feeling of embodiment with an external hand has been of interest
to researchers for quite some time. This was first studied by
Botvinick and Cohen in the year 1998 by showing embodiment
of a rubber hand as ones own limb [7]. In this experiment, partic-
ipants were asked to place one hand on the table that was hidden
from them, but a visible rubber hand was placed in close prox-
imity. The experimenter stroked the participants’ hidden hand
and the visible rubber hand simultaneously. Participants reported
that they experienced that the visible rubber hand was their own
hand. This occurs due to multisensory integration, which leads to
a combination of vision, touch, and proprioception by the brain
which tends to shift the perceived sensations to the position of
the rubber hand, since only the rubber hand is visible to the
participants [8].

Human beings are able to perceive the surrounding envi-
ronment through different sensory feedback from their senses
(vision, hearing, touch, smell, and taste). The sense of touch
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is responsible for proprioception of the body (ability to sense
movement, action, and limb location) allowing the user to per-
ceive their body location in the environment [9]. As a result,
haptic feedback is one of the most preferred method to inform the
user regarding the state of interactions with various devices and
applications [10], ranging from mobile phones to robotic devices
and computer applications including both VR and AR [11]. The
reason for a ubiquitous use of haptics can be attributed to the fact
that it can act directly on the user, and increasing the intensity
of the feedback can inform the user regarding the dynamics of
the interaction as compared to just the kinematic information
obtained using visual feedback (e.g., increasing grasping forces
with a prosthetic hand can be conveyed using increasing intensity
of the vibration feedback).

Haptic feedback devices are gaining prominence in the gam-
ing industry, utilized not only in computer-based games but also
in VR gaming. Majority of these devices provide vibration feed-
back to users through handheld controllers [12]. More advanced
implementations have also gained popularity as researchers aim
to enhance users’ sense of presence and bodily engagement.
Sallnäs et al. [13] observed that the incorporation of a force feed-
back mechanism yielded positive outcomes, including enhanced
physical presence and improved task performance. Furthermore,
Cornelio et al. argue that increasing the sense of agency should
always augment the user capabilities (e.g., improving speed,
dexterity, productivity, etc.) [14]. Therefore, to facilitate a more
intuitive interaction through such interfaces, the embodiment
and ownership of the devices being controlled needs to be
maximized [15], [16].

In [17], Slater et al. employed computer-generated visuotac-
tile sensory stimulations in VR to induce body ownership illu-
sions. In [18], authors explored the case of virtual hand illusion.
In their experiments, participants were asked to self-stimulate
with their left hand and a feedback was provided through a
haptic device in an active or passive manner. Through question-
naires, they showed that synchronous visuomotor or visuotactile
stimulations lead to an illusion toward ownership of the virtual
hand, and active movements of the real hand synchronously to
the virtual hand may elicit stronger feelings of ownership than
observing passive movements of the real hand. The research
community has also explored which questions should be asked
to evaluate the sensation of subjective embodiment in the most
credible way. To do this, Longo et al. found three main subcom-
ponents of the embodiment of rubber hand: ownership, location,
and agency [19]. To assess those factors, Longo et al. suggest
using 10 questions, which they extracted from their 27 suggested
questionnaire items with a factorial analysis.

Inspired by existing questionnaires in the literature, Gonzalez-
Franco and Peck [20] proposed a questionnaire consisting of
25 questions for studying the embodiment of virtual avatars,
which includes subscales of body ownership, agency and mo-
tor control, tactile sensations, location of the body, external
appearance, and response to external stimuli. In their follow-up
study [21], they refined their questionnaire to 16 questions with
subscales of appearance, response, ownership, multi-sensory,
and embodiment. However, this study is strongly inspired by
the classical rubber hand illusion paradigm, for which the Longo

Fig. 1. Haptic glove used in this study. Haptic feedback devices are placed on
the distal and proximal phalanx of index finger and the thumb and also on the
wrist of the participant. The wrist bracelet also houses the microprocessor for
the control of the glove.

et al. [19] questionnaire is a quasi-standard. Therefore, we use
questionnaire based on their study.

Our previous work [22] showed that including haptic feedback
in the interactions with virtual environments can improve the
subjective embodiment of a virtual hand. Moreover, we found
that force-based feedback leads to stronger responses to certain
subscales of subjective embodiment as compared to vibrotactile
feedback. In this study, we extend this analysis by exploring the
effects of location of haptic feedback with respect to the visual
feedback of the interactions with the environment. To evaluate
these effects, we designed a 3x2 repeated measure experiment,
where haptic feedback is applied to the participants in three dif-
ferent locations (distal phalanx, proximal phalanx, and the wrist)
over two different (synchronous and asynchronous) conditions
through a wearable haptic feedback glove (see Fig. 1).

We hypothesize that the closer haptic feedback is provided
to the point of actual interaction, higher the proprioceptive drift
(hypothesis 1a), the higher the subjective embodiment (hypoth-
esis 1b), the lower the user load (hypothesis 1c). Furthermore,
we expect that delaying the motion of the virtual hand leads to
a lower proprioceptive drift (hypothesis 2a), a lower feeling of
subjective embodiment (hypothesis 2b), a higher user load (hy-
pothesis 2c). To explore these hypotheses, in our study, we asked
the participants to interact with a virtual environment receiving
haptic feedback on their fingertips (distal phalanx), proximal
phalanx, or the wrist. To measure the feeling/experience of em-
bodiment of the virtual hand when haptic feedback is provided
to different locations, we employ several behavioral metrics and
questionnaires.

The outcome of the study would help us understand better,
besides visual feedback, how the haptic feedback’s locations
and its synchronicity with the visual feedback in the task affect
task performance and subjective embodiment. These results will
also enable the interface designers to develop interfaces which
facilitate more intuitive interactions. To ensure comfortable in-
teractions, interface designers strive to create devices that allow
users to engage with the environment hands-free [23], [24],
[25]. This emphasizes the need to understand the significance
of haptic feedback device placement so that designers can make
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informed decisions regarding the best locations for these devices
to close the interaction loop efficiently. For example, moving
the haptic feedback device more proximal in case of VR/AR
applications allow the hands to be free and also reduces the
complexities of the device, making it cheaper. Furthermore, in
the case of prosthetic applications (for transradial amputations),
it may be ideal to place the haptic devices on the upper arm,
away from the myography devices which are generally placed
on the forearm [25], [26].

The rest of the paper is organized as follows: Section II
describes the experimental setup, procedure, and the subjective
measures, Section III discusses the results obtained, and finally,
Section V concludes the work.

II. METHODS

In the rubber hand illusion experiments, generally the rubber
hand is kept within a reasonable distance (roughly 10 cm - 30 cm)
from the actual hand [8], [27]. Previous studies on rubber hand
illusion have found that the illusion is stronger with the left
hand [28]. Therefore, in this study the left hand was used by all
the participants to interact with the virtual environment and to
receive feedback from the haptic feedback glove. Furthermore,
in this experiment, the virtual hand was located with an offset
of 18 cm to the right of the actual location of the participants’
left hand.

To evoke the illusion of embodiment, literature suggests that
the rubber hand should look like one’s own hand [8], however,
it should be made sure that the hand does not fall in the uncanny
valley [29]. Therefore, in this study the virtual hand was selected
to look like an artificial prosthetic hand instead of a human-like
hand, to avoid the uncanny valley [29]. Regarding the asyn-
chronous condition of the experiment protocol, a delay of 350 ms
was selected, in addition to the intrinsic system delays to reduce
the effect of the illusion. Literature shows that the asynchronous
touch leads to a strong decline or even disappearance of the
illusion [19], [30].

This study has a 3x2 repeated measures design and has six
experimental conditions with varying location and synchronic-
ity of the haptic feedback on the participant’s hand. The six
conditions are as follows:

1) Haptic feedback on the distal phalanx with no delay.
2) Haptic feedback on the distal phalanx with 350 ms delay.
3) Haptic feedback on the proximal phalanx with no delay.
4) Haptic feedback on the proximal phalanx with 350 ms

delay.
5) Haptic feedback on the wrist with no delay.
6) Haptic feedback on the wrist with 350 ms delay.

A. Experimental Setup

The experiment design is based on our previous work [22]
that focused on evaluating the importance of feedback during
interactions with virtual environment. Our previous work [22]
showed that including haptic feedback in the interactions with
virtual environments greatly improves the subjective embod-
iment of a virtual hand and that force-based feedback leads

Fig. 2. Experimental setup for the virtual hand illusion experiments. Here, a
participant can be seen interacting with the virtual environment, with their hand
motion being tracked using a Leap Motion infrared camera. The participant’s
hand was hidden from their view using a cardboard cover and only the virtual
hand was visible to them.

to stronger responses to certain subscales of subjective em-
bodiment as compared to vibrotactile feedback. These findings
align with those of Richard et al. [31], who demonstrated the
significant superiority of force feedback over no haptic feedback
in terms of embodiment. Additionally, their study revealed that
force feedback outperformed both no feedback and vibrotactile
feedback in subjective performance. Therefore, in this study, we
extend our previous work [22] by assessing the optimal location
of the feedback devices using the force-based haptic feedback
modality. In the experiments, the participants were asked to stand
in front of a display. They wore the haptic feedback glove on their
left hand and a passive noise cancellation headphone to cancel
the noise from the haptic device as well as the environment. The
glove has haptic devices on each distal and proximal phalances
of both, index finger and thumb, as well as on the wrist (see
Fig. 1). Their left hand was hidden from their view, and was
placed under the screen and then covered with a cardboard cover
that lay on the participant’s chest to further hide the hand from
view (see Fig. 2).

A computer mouse was placed next to the setup, on the right
side, which was reachable by the right hand of the participants
(right hand was free and has no haptic device on it). The
computer mouse was used in-between the different conditions
of the experiment to get the user input for the different questions
related to the proprioceptive drift, subjective embodiment, and
the user load (see Section II-D).

To track the left hand motion of the participant and to display it
in the Unity-based virtual environment, a Leap Motion camera,
Leap Motion, Inc. was used. This camera employs an infrared
rays-based motion tracking method. Using the tracked motion,
a virtual hand was displayed on the screen which can mimic
actual hand motions and gestures made by the participants. The
hardware interface with the haptic devices was created using
an Arduino Nano microcontroller, arduino.cc. This board was
selected due to its light weight and compact design, allowing the
whole electronics to be worn as a bracelet on the wrist. A haptic
feedback was provided to the user as soon as a contact between
the user’s virtual hand and the objects in the Unity environment
was detected.
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Fig. 3. Scene from the experiments. Subfigure (a) shows the scene before the start of the experiment with the virtual hand and the cubes. Subfigure (b) shows the
beginning of the experiments with the mobile robotic agent entering the scene, the cubes falling from above to the ground, and an indicator of the remaining time
in the experiment condition.

The distal haptic device (Fig. 1) consists of two platforms
interconnected by three cables and three springs. The upper
platform houses a servo motor with a pulley able to contem-
porary adjust the length of all the three cables. Controlling this
length it is possible to move the lower platform toward the finger
pulp to generate finger skin indentation similarly to the principle
proposed in [32]. Conversely, the proximal and wrist feedback
device provide skin indentation through a servomotor that con-
trols the length of a belt loop, similarly to the devices introduced
in [33] and [34] respectively. These wearable haptic devices with
a single degree of freedom (1-DoF), can be controlled so to apply
contact forces proportional to those computed in the virtual
environment using different techniques [35]. However, in this
study a constant predetermined force value was applied by the
haptic interfaces during the contact between the virtual fingers
and the objects. These values were set for each participant during
the calibration phase before the beginning of the experiments and
mostly depended on the size of the participants’ limbs.

B. Participants

Twenty five people participated in the study (9 female and 16
male, 1 left hand dominant and 24 right hand dominant). The
mean age of the participants was 28.0 years and the standard
deviation (SD) was 4.0 years. The participants of the study were
healthy and able-bodied, and reported no weakness related to
their vision and haptic perception. All the participants partici-
pated on self volunteer basis and signed an informed consent be-
fore the start of the experiments. In the demographics question-
naire, one question surveyed if participants had prior knowledge
of the rubber hand illusion and it was found that 10 participants
were aware of the concept. This study was conducted with a pos-
itive vote by the ethics board of Friedrich-Alexander-Universität
Erlangen-Nürnberg, Germany and is in accordance with the
Declaration of Helsinki in its current version.

C. Task

The pick-and-place task is one of the most important tasks
due to its fundamental nature in human interaction with the
environment. Therefore, in the experiments, the main task was

to put a virtual cube on a virtual moving target. To ensure partici-
pants’ engagement and to make sure their attention was solely on
the task itself, rather than the “real environment” around them,
this pick-and-place activity was transformed into an engaging
game featuring moving targets. As shown in Fig. 3(a), there
were four different colored cubes in the environment. The envi-
ronment also has robots, which enter the environment without
heads, and the participants were asked to put each virtual cube
on the randomly moving virtual robots. Once the cube was
successfully placed on the robotic agents as the head, the robots
start dancing.

The initial experimental scene starts with the four cubes
and the first robotic agent enters the scene through the white
entrance (see Fig. 3(b)) after four seconds of the beginning.
The participant is required to pick up the cubes and attach it
as the head of the robotic agent. When the object is grasped,
a predefined force is applied through the haptic device on the
location of feedback to indicate that the object has been grasped.
Once a cube was attached to the robotic agent as its head, a
new robot enters the scene. This repeats to a maximum of four
robotic agents in the scene. Once all four colored cubes were
attached to the robotic agents, a disco light appears to show the
participants that the task has been completed. At this point, the
participants can use a computer mouse to click the “next” button
which takes them to the questionnaire form (see Section II-D)
to be completed related to the experiment run. To make the task
challenging, the participants were required to complete the task
in 120 sec. A timer was shown at the bottom of the screen
to inform the participants regarding the remaining time. This
protocol was repeated for all the six experimental conditions.

D. Measures

For each of the experimental condition, four different de-
pendent variables were measured, which were: task perfor-
mance, proprioceptive drift, subjective embodiment, and user
load. These data were collected during and after each condition
to determine differences between each tested condition. These
measures are selected based on our previous work [22].
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1) Task Completion: The completion of the task was mea-
sured using two metrics, the first was the rate of completion of
the task, which is the inverse of the time taken to complete the
task of placing the four cubes on the robotic agents. The second
was the percentage of the participants that were able to put all
four cubes on the moving robotic agents. In this study, the inverse
of the time duration was used, which can also serve as a measure
of the capability of task finishing within a specific time unit. In
other words, the shorter the time required to place the cube, the
higher is the task completion. A scaling to have higher weights
for faster task completion was used to weigh the difficulty of the
tasks accordingly. An easy condition implies that the particular
feedback location with the delay condition makes the task more
intuitive for the users.

2) Proprioceptive Drift: Proprioceptive drift (PPD) is a com-
mon method for the illusion strength evaluation by measuring the
imagery of hand position [36]. It indicates the tendency to assign
the location of one’s own body part to that of the virtual/external
object after a successfully evoked illusion [37]. To evaluate PPD,
the participants were requested to point the index fingertip of the
illusion hand with the non-illusion hand while their eyes were
closed [36]. The PPD test is an objective method for measuring
the sensation of embodiment with an external limb.

In this study, the PPD was measured at the end of each
condition. To do this, after each condition was completed, the
screen was turned black and the participant was asked to point
at the tip of the index finger of their left hand using a computer
mouse with their right hand. During this time, their left hand
was still not in view of the participant, as it was under the
screen and hidden by the cardboard cover. PPD is measured
as the difference between the location of the virtual hand and
the indicated location by the participant.

3) Subjective Embodiment: To evaluate the subjective em-
bodiment, a questionnaire developed by Longo et al. was em-
ployed [19], which estimates the embodiment based on ten items
as discussed in Section I.

In this study, the participants were asked to complete this
questionnaire at the end of each of the tested condition using
a computer mouse with their right hand (which did not have
the haptic device). The input from the participant was taken in
the form of a 7 point Likert scale [38], ranging from “strongly
disagree” to “strongly agree” using a slider. The slider started
at the center of the scale and had to be moved at least once for
the answer to be accepted for the particular question. Once the
slider was moved, moving it back to its original position was
also allowed.

To avoid development of any biases to the order of the
questions, all the questions after the PPD measurement were
presented in a randomized order. Furthermore, the questionnaire
by Longo et al. [19] was adapted from rubber hand to virtual
hand, e.g., the question in the subscale location, “It felt like the
touch I felt was caused by the paintbrush touching the rubber
hand” to “It seemed like the touch I felt was caused by touching
the virtual cube”. Finally, all the modified questions were also
translated in to German, since the experiments were conducted
in Germany. All the modified English and translated German
questions are listed in Table I.

TABLE I
EMBODIMENT QUESTIONNAIRE USED IN THIS STUDY BASED ON THE WORK BY

LONGO ET AL. [19] IN ITS ENGLISH VERSION (LEFT) AND ITS TRANSLATED

VERSION IN GERMAN (RIGHT)

4) User Load: NASA-TLX is a subjective user load evalua-
tion tool that allows users to measure the user load of operators
using a variety of human-machine interface systems [39]. A
standard NASA-TLX calculates an overall user load score based
on a weighted average of ratings on six subscales using a multi-
dimensional assessment technique. In this study, the user load
was measured with a modified form of the original NASA-TLX
questionnaire, where the weighting is omitted [40] to reduce the
user load as a result of NASA-TLX questionnaires. The user load
questionnaire was asked after the embodiment questionnaire at
the end of each condition.

E. Procedure

Before the start of the experimental sessions, the participants
were provided with the information sheet informing about the
experiments. They were asked to read the information and sign
the informed consent form. After the informed consent was
provided, the participants were briefed about the experimental
protocol and were asked to wear the haptic feedback glove (see
Fig. 1. The haptic feedback of the glove was then calibrated to
participant’s level of comfort. The calibration process comprises
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of a process of manually fine-tuning the forces exerted by each
haptic device to be comfortable for the user to not hurt them. A
procedure of calibration is required for adjusting to variations
in the hand sizes thickness of the fingers. After the calibration,
the participants were provided with some information on the
working of the Leap Motion camera tracking for allowing better
tracking of the hand. The experiments were designed to naturally
have execution of a pinch grasp for the completion of the task.
This allows to complete the task with minimal occlusion, as
the Leap Motion cameras work the best with the palm flat and
parallel to the camera. After this, the participants were given a
demo run, to get acquainted to the device before the experiments.

Once the participants were ready, the actual experiments
began. During this time, the experimenter went behind a partition
in the room, to not interfere with the experiments but still be
available if the participant needed assistance. After the start of
the experiments, no further input from the experimenter was
needed and the whole experiment was completed autonomously.
All the participants performed experiments with six different
conditions, with a duration of 120 sec each. The order of the
conditions was randomized using Latin square design. The
conditions were run as described in the Section II-C and were run
for 120 sec or until the completion of the tasks, at which point
the participant may choose to proceed to the next step. The next
step was to take the measure for PPD, which was followed by
the questionnaires about the subjective embodiment and the user
loads. The only difference between the conditions was the point
at which the feedback was applied and if the hand was displayed
synchronously or asynchronously to the actual motion.

III. RESULTS

We investigate how the independent variables, delay (syn-
chronous vs. Asynchronoushronous) and locations of feedback
(Distal, Proximal, Wrist), influence four dependent variables:
task completion, proprioceptive drift, subjective embodiment,
and user load. Task completion includes the inverse of task
duration, i.e., the time each participant used to complete the
task and the percentage of the participants that were able to
complete the task. Proprioceptive drift is the difference between
the location of the virtual hand and the indicated location by
the participant. Each participant’s subjective embodiment is the
mean rating of the provided ratings for all questions. Each
participant’s user load is the mean rating of all questions from
the NASA-TLX questionnaire. All four variables are centered
for the following analyses.

Among all dependent variables, we found that there is a
positive correlation between subjective embodiment and task
completion, r(148) = 0.32, p < 0.001, a negative correlation
between task completion and user load, r(148) = −0.31, p <
0.001, and a negative correlation between subjective embodi-
ment and user load, r(148) = −0.59, p < 0.001. Therefore, we
analyze the data with a multivariate multiple regression:

task completion, proprioceptive drift , subjective

embodiment , user load ∼ delay

+ feedback + delay × feedback (1)

TABLE II
RESULTS FROM THE TYPE II MANOVA TEST (PILLAI’S TRACE TEST)

TABLE III
RESULTS FOR THE COMPARISON BETWEEN THE FULL MODEL AND THE SIMPLE

MODEL, THE LARGE p-VALUE SUGGESTS THAT BOTH MODELS FIT THE DATA

EQUALLY WELL

We first tested the model assumptions: we tested the normality
assumption with Shapiro-Wilk test on each dependent variable
in each condition. The normality assumption holds in most sub-
groups (except for subgroups Asynchronous-Distal-Task Com-
pletion, p < 0.01, Asynchronous-Wrist-Task Completion, p <
0.01, Asynchronous-Proximal-Proprioceptive drift, p < 0.01,
and Synchronous-Proximal-Proprioceptive drift, p < 0.01).

We used the Box’s test of equality of covariance matrices to
test the homogeneity of covariance (p < 0.01). Although these
results suggest that normality assumption is violated in a few
subgroups and that the homogeneity of covariance assumption
is violated, our analyses follow a balanced design of groups with
n = 25 in each group, thus addressing the potential issue in the
violation of this assumption [41].

Levene’s test of equality of error variances suggests that the
error variances of the dependent variable are equal across groups.

Below we show the results from the Pillai’s Trace test
(Table II), which suggest a statistically significant difference
in the dependent variables between receiving synchronous feed-
back and asynchronous feedback.

In addition, such results suggest that we can apply a simpler
multivariate regression model, which fits the data as well as the
full model ( (1); see Table III for model comparison results):

task completion, proprioceptive drift ,

subjective embodiment , user load ∼ delay , (2)

The results of the simple model investigating how delay
influences each of the four dependent variables (Table IV)
suggest that delay has a statistically significant effect on sub-
jective embodiment, task completion, and user load. We will
discuss the results with regard to each dependent variables in
the corresponding sections below.

A. Task Completion

As discussed in Section II-D, the task completion is assessed
based on the inverse of the time taken for the completion of the
task and also on the percentage of participants that completed
the tasks. Our results indicate that delay has a statistically
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TABLE IV
FULL RESULTS FROM THE SIMPLE MULTIVARIATE REGRESSION ANALYSIS. WE

SEE THAT DELAY HAS A STATISTICALLY SIGNIFICANT EFFECT ON SUBJECTIVE

EMBODIMENT, TASK COMPLETION, AND USER LOAD

Fig. 4. Boxplots of task completion in the three feedback conditions with the
feedback applied synchronously. The completion is based on the reciprocal of
the completion time of the task.

significant effect on task completion. Specifically, task comple-
tion in the synchronous condition is slightly higher than that in
the asynchronous condition (Table IV).

In the synchronous condition, the mean rate of task com-
pletion when the feedback is applied on the distal phalanx
of the index finger and the thumb is slightly higher than the
rate of completion for the other two cases, with the means
for the three cases being: Distal = 0.025 1/sec, Proximal =
0.025 1/sec, and Wrist = 0.024 1/sec (Fig. 4). Even though,
the effect of the placement of the haptic feedback device is not
significant, it should be mentioned that the percentage of task
completion for the different conditions when the feedback was
applied synchronously to the participant were slightly different:
Distal = 96.0%, Proximal = 96.0%, and Wrist = 88.0%.

Fig. 5. Boxplots of the embodiment questionnaire based on the the work by
Longo et al. [19]. The values −3 implied strongly disagree, while the values
3 implies strongly agree.

B. Proprioceptive Drift

The mean drift distance was 7.33 cm towards the virtual hand.
Our results indicate that proprioceptive drift was neither affected
by the placement of the feedback device nor by the delay. These
results are inconsistent with our hypotheses 1a and 2a.

C. Subjective Embodiment

As mentioned above, the embodiment rating represents the
mean of all the 10 questionnaire items listed in Table I. Fig. 5
presents the boxplots of the embodiment ratings obtained in
the user study for all the feedback conditions tested with a
synchronous feedback and asynchronous feedback to the partic-
ipant. From Fig. 5, we can see that the there is no major impact
on the embodiment across the different feedback locations. This
suggests that moving the haptic device further away from the
point of actual contact (the fingertips) will not decrease the
feeling of embodiment of the user.

Our main results suggest that delay has a statistically signif-
icant effect on subjective embodiment (Table IV). Specifically,
subjective embodiment ratings in the synchronous condition are
higher than those in the asynchronous condition. Such results are
inconsistent with our hypothesis 1b, whereas consistent with our
hypothesis 2b.

In addition, we also analyzed the effects of delay and feed-
back location on each subscale of subjective embodiment rat-
ings (ownership, location, agency; centered). We followed the
same procedure as previously stated. A type II MANOVA
(Pillai’s Trace test) suggests that embodiment ratings for dif-
ferent subscales only differ statistically significantly based on
delay (F (3, 142) = 7.19, p < 0.001), not on feedback location
(F (6, 286) = 0.50, p = 0.81) or the interaction (F (6, 268) =
0.37, p = 0.90).

The simple multivariate regression suggests that delay has
a statistically significant effect on each of the subscale of
embodiment rating. Consistent with the results above, sub-
jective embodiment ratings are higher in the synchronous
condition for subscale ownership (F (1, 148) = 7.25, p <
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Fig. 6. Means and deviation of the user load based on the NASA-TLX
questionnaire [40].

0.01), location (F (1, 148) = 15.74, p < 0.001), and agency
(F (1, 148) = 19.2, p < 0.001).

D. User Load

As mentioned earlier, user load is measured with the
NASA-TLX questionnaire, and lower values in user load
indicate a lower load on the participant during the interactions
with the device. Therefore, lower values in user load are
considered better for the interactions done using the device. Our
main results suggest that delay also has a statistically significant
effect on user load, where user load in the synchronous
condition are lower than that in the asynchronous condition
(Table IV). These results are inconsistent with our hypothesis
1c, whereas consistent with our hypothesis 2c. In Fig. 6, we
show the descriptive results of user load for different feedback
conditions in the synchronous condition. From the descriptive
results, we observe a slightly higher user load in the condition
when the haptic feedback was applied to the wrist of the
participant than the other two cases when the feedback was
applied synchronously to the participants.

We also analyzed the effects of delay and feedback location on
each individual item in the NASA-TLX questionnaire (mental
demands, physical demands, temporal demands, own perfor-
mance, effort, and frustration). We followed the same procedure
as previously stated. A type II MANOVA (Pillai’s Trace test)
suggests that ratings for different items only differ statistically
significantly based on delay (F (6, 139) = 3.70, p < 0.01), not
on feedback location (F (12, 280) = 0.45, p = 0.94) or the in-
teraction (F (12, 280) = 0.19, p = 1.00).

The simple multivariate regression suggests that rat-
ings are statistically significantly higher in the asyn-
chronous condition for temporal demands (F (1, 148) =
6.751, p < 0.022), own performance (F (1, 148) = 13.34, p <
0.001), effort (F (1, 148) = 13.48, p < 0.001), and frustration
(F (1, 148) = 10.33, p < 0.01). The effect of delay is not statis-
tically significant on mental demands (F (1, 148) = 1.59, p =
0.21) and physical demands (F (1, 148) = 2.49, p = 0.12).

IV. DISCUSSION

The results reported in this manuscript confirm some aspects
of wearable haptics and embodiment theory that were already
known in the literature and introduce some novel possibilities
that can be importantly exploited in the design of new devices. In
particular, the results of our study emphasize the critical role of
minimizing the delay between actual contact and the application
of feedback [42]. Additional delays reduce the user’s sense of
embodiment within the virtual environment. Therefore, it is im-
portant to design interfaces with minimal delays to enhance user
performance and increase the feeling of embodiment. Notably,
the results reveal that the proprioceptive drift (PPD) remains
unaffected by the positioning of the haptic device and the delay.
In the existing literature, the influence of different factors on PPD
has been a subject of debate [37], with some studies suggesting
an effect of delay [30], [43], while others did not observe such an
effect [44], [45]. Our prior work (Fröhner et al., 2018 [22]), em-
ploying a similar experimental design and protocols, aligns with
our current findings, demonstrating no effect of delay on PPD.

From a design perspective, our results suggest that for tasks
that can be paradigmatically represented by our pick-and-place
scenario, haptic feedback devices can be placed proximally
without compromising performance and experience, e.g., on
the user’s wrist. This implies that novel wearable wrist-worn
devices can be developed that allow the fingers of the hands
to remain free, facilitating the grasping of other real objects
while receiving feedback from the VR environment. This aspect
may be of particular interest in all the applications of mixed
reality where users may need to interact both with a virtual
and the real environment. Moreover, wrist-worn devices provide
unobstructed hand visibility for precise motion tracking, thereby
improving accuracy and making the interactions intuitive.

However, this work presents also some limitations. In light
of our unconfirmed hypotheses, we recognize that the effect of
feedback positioning on embodiment may be influenced by the
considered task. Although pick-and-place tasks can represent
a broader set of manipulation scenarios, other actions should
be studied to understand if similar effects can be obtained, e.g.
surface exploration. This evaluation will be considered in our fu-
ture works. In addition, while our analyses suggested no effect of
feedback location or interaction between feedback location and
delay on perceived level of embodiment, it is worth exploring
whether participants may intuitively associate the propagation
of feedback with the delay of feedback. Therefore, we sug-
gest future work that empirically investigate whether perceived
embodiment is affected as the delay of the feedback changes
proportionally to the distance between the haptic interface and
the contact point. Furthermore, an inherent limitation of vision-
based hand tracking is the potential degradation of hand tracking
performance when devices are present on the fingertips or hand.
This might have reduced the PPD values and embodiment ratings
in our distal (and proximal) conditions. As discussed in Section I,
interface designers aim to create hands-free devices to ensure
comfortable interactions [23], [24], [25].

In future research, we intend to design tasks that engage users
more deeply during execution and apply feedback proportional
to the forces exerted in the virtual environment. We also plan to
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explore the use of motion capture systems that do not depend on
vision-based tracking of the hands.

V. CONCLUSION

This study investigates the influence of the location of haptic
feedback on the embodiment of virtual hands and user load. We
proposed two hypotheses. First, the closer the haptic feedback
to the point of actual interaction, higher the proprioceptive drift
(hypothesis 1a), the higher the subjective embodiment (hypothe-
sis 1b), the lower the user load (hypothesis 1c). Second, delaying
the motion of the virtual hand leads to a lower proprioceptive
drift (hypothesis 2a), a lower feeling of subjective embodiment
(hypothesis 2b), and to a higher user load (hypothesis 2c). To
investigate this, we conducted a 3x2 repeated measures study:
feedback was varied between the distal phalanx of the index
finger and the thumb, the proximal phalanx of the index finger
and the thumb, and the wrist. All those cases were tested with
the application of the feedback being applied synchronously
to the participant in one case, and with an additional delay of
350 ms in the second case. Our results are not consistent with
hypotheses 1a, 1b, 1c and 2a, but are consistent with hypotheses
2b and 2c. In addition, we found a positive correlation between
subjective embodiment and task completion, and a negative
correlation between subjective correlation and user load. The
main implication of this result is that the delay between the
actual contact and the application of the feedback is important,
and the interfaces need to be designed to minimize these delays in
order to increase the users’ feeling of embodiment. Furthermore,
since the results suggest that there is no significant loss in task
completion with the location of the haptic feedback devices, they
can be moved away from the fingertips to a proximal location
(e.g., wrist or the forearm) without compromising the users’ task
completion or embodiment, at least for pick-and-place tasks.
These results are specially interesting for designing interfaces
for prosthetic applications where the feedback is far from the
point of actual interaction.
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