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Executive summary

Decision support systems (DSSs) are commonly applied in many domains, from organizational con-
texts to crisis management. Despite their frequent use, little is known about the impact they have on
decision-making processes. Some authors claim that they can improve these processes, either by de-
creasing the decision time or improving the quality of the output; other authors do not agree with this
position, stating that the use of DSSs does not lead to visible improvements in the decision process
or outcomes. Moreover, in circumstances of increasingly complex environments, the effectiveness of
decision-making processes can be severely threatened. Factors such as time pressure, dynamism,
and uncertainty, increase the complexity of decision-making processes. Thus, while a DSS might sup-
port these processes, the effect of using a DSS in such circumstances is not yet clear. Not only is
it uncertain to what extent the DSS can actually be of support, but also the attitude that users have
towards such a system being introduced in already established processes is a still highly discussed
topic.

This research aims at investigating the effect that using a DSS in decision-making processes that take
place in environments characterized by time pressure, dynamism, and uncertainty, has on the personal
efficiency and productivity of decision-makers. Personal efficiency and productivity primarily refer to
the time needed to structure a problem or make a decision.

The analysis is conducted by making use of a case study that concerns the procedures of finding and
arresting fugitives undertaken by the Dutch National Police. We conducted interviews with practitioners
to gain insights into these procedures. Currently, a DSS is being developed to support these procedures
and assist the dispatchers in positioning the units. The decision-making process of establishing the
best strategy to position the police officers on the street to intercept the criminals is indeed currently
undertaken by the dispatchers in the control room, who uniquely rely on their experience and intuition.
This task is characterized by high uncertainties with regard to the (dynamic) location of the criminals
and by high time pressure. Moreover, not all the dispatchers are sufficiently expert to be aware of
the best locations and strategies, especially because they might lack experience with the procedures
or knowledge of the area where the crime took place. The police officers, on the other hand, are
usually more experienced and they usually have some idea of where to position, but need to handle
the coordination with both the control room and the other units at the same time, thus making it very
complex for them to efficiently organize. For this reason, if the dispatchers were supported in the
definition of specific solutions to intercept the offenders, the procedure would result to be more efficient.

The research is conducted by making use of a modeling approach. More specifically, we built a sim-
ulation model that has the structure of an agent-based model, to observe the emergent pattern that
is the personal efficiency and productivity of a population of heterogeneous decision-makers involved
in the practice of finding and arresting fugitives. The agent-based model is implemented to simulate
the decision-making process of positioning the Police units in two versions, without and with the DSS.
The simulation not only investigates the effect of introducing the system in the process but also the
impact that different implementations of the system and the involvement of the actors in the design of
the DSS might have on the processes. More specifically, different run lengths of the algorithm (30,
60, and 120 seconds) and different combinations of features being displayed (escape routes, asso-
ciated probabilities that the fugitive took those routes, and optimal positions for the Police units) are
investigated.

To evaluate the effect of the DSS on the personal efficiency and productivity of the decision-makers,
we identified performance indicators based on interviews with experts and a literature research. As a
result, the decision-making time and the time needed to communicate the strategy to the police officers
are selected as performance indicators. Moreover, the rate of adoption of the DSS solution is collected
as an output parameter, to additionally evaluate the level of effectiveness of the system.

The results of the experiments conducted highlight that, on average, the decision-making process time

ii



iii

increases with the use of the DSS. More specifically, when the run length is minimum (30 seconds)
the increase is limited (and the DSS solution is more commonly applied), but when the run length
is equal to 1 or 2 minutes, the increase is very evident, thus leading to a decrease in the personal
efficiency and productivity of the practitioners. The system’s solution is more frequently adopted when
the DSS shows information on the optimal positions, regardless of the number of information displayed,
outlining that the time needed to gather and process the information is more relevant than its level
of transparency. One possible flexible strategy can be providing the dispatchers uniquely with the
information on the optimal positions as a standard setting, while including an option to visualize the
information on the routes and associated probabilities in case of need. The DSS is especially useful
when the decision-makers either lack knowledge of the procedures, or the area, or both of them, or
when they get information on the direction of the fugitive over time that is different from what they had
in the beginning. The rate of adoption of the DSS solution by the dispatchers is anyways generally low
(less than 50%), while the rate of adoption of the DSS solution by the police officers is pretty high on
average. Finally, when the agents are included in the design of the system, have a positive experience
with it, or trust it in general, not only the rate of adoption is higher, but the communication time is
strongly reduced, highlighting that trust in the system can highly decrease the discussions between
actors. However, this is only true for the officers, because, for the dispatchers, high trust in the system
does not lead to a reduced decision-making time. In fact, the dispatchers are in direct contact with the
system, and thus, for them, other aspects (such as the run length of the algorithm) play a more crucial
role in the decision.

Some of the results gained from the simulation model can be generalized to all decision-making pro-
cesses taking place under time pressure, dynamism, and uncertainty. First, in these contexts, the use
of a DSS does not always make the process faster. This largely depends on how the DSS is imple-
mented, especially in relation to the level of expertise of the decision-makers and the time it would take
for them to make a decision without a system. This aspect is very critical in contexts of time pressure,
where a high increase in the decision time is not desirable. Furthermore, in dynamic settings, when
the changes in the environment lead to an increased time pressure and complexity of the decision,
the DSS can lead to improved performances. Secondly, the time needed to gather and process the
information in these contexts is far more important than the transparency of the information displayed
by the system. Identifying a trade-off between the run length and the transparency of the information
is paramount. Nevertheless, given the uncertainty and dynamism of these environments, flexibility is
a very important property of such systems. Finally, trust in the DSS or past experience with it can
lead to a reduction in the discussion time, meaning that the decision-makers define a strategy quicker.
However, the way the system is implemented plays a more important role in the decision compared to
actors’ past experience with the DSS, especially for those who work in direct contact with it.

These insights can not only support the implementation of the DSS considered in the case study but also
the one of all DSSs employed in similar contexts, especially given the lack of knowledge on the effect
of using DSSs in environments characterized by time pressure, dynamism, and uncertainty. Moreover,
this study contributes to the research regarding the use of DSSs in such contexts by underlining the
extent to and the conditions under which the DSS can assist the decision-makers, with an additional
focus on the effect of different implementations of the system and the role of the dynamic environmental
conditions in relation to the time pressure and uncertainty of the processes. Furthermore, this research
shows how a simulation model, structured as an agent-based model, can be employed to explore the
behavior of decision-makers and their interactions between each other and with the DSS.

This research presents some limitations. Since the knowledge on the topic is still not deep and given
the impossibility of empirically verifying some parameters, some assumptions had to be made while
conceptualizing the simulation model which might partially influence the results. Moreover, due to the
lack of knowledge on the behavior of the fugitives and the strategies usually adopted by the dispatchers
and police officers to position the units, the environment was not modeled in this study. Further research
can focus on including this aspect to evaluate whether the DSS can lead to an improvement in the
decision quality, as well as more carefully investigating decision-making processes taking place under
time pressure, dynamism, and uncertainty and the effect of using a DSS in such contexts. Finally, a
study can be carried out that not only focuses on the effect of employing the DSS in the first stages
of its implementation but also whether the behavior of the actors and the attitude towards the system
change over time.
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1
Introduction

1.1. Decision-making processes under time pressure, dynamism
and uncertainty, and DSSs

Decision support systems (DSSs) are defined as systems that support the cognitive processes of an
individual decision-maker (Keen, 1980) and are currently applied in many fields, ranging from orga-
nizational contexts (Angehrn & Jelassi, 1994) to crisis management (Kamel, 2001). The impact that
such DSSs can have on decision-making processes is widely discussed in the literature, with some
researchers, such as Bharati and Chaudhury (2004), claiming that quality DSSs are directly linked to
information relevance, accuracy, completeness, and timeliness, and other scholars not agreeing with
this position and arguing that the DSSs do not generally improve decision-making processes (Skinner
& Parrey, 2019).

In the circumstances of increasingly complex environments, the effectiveness of decision-making pro-
cesses can be severely threatened (Salanova et al., 2002). Phillips-Wren and Adya (2020) outlines
that time pressure, as well as constantly changing criteria (dynamism) and some level of uncertainty in
the available information and on the possible outcomes, are factors that might negatively influence the
effectiveness of the decision-making processes. While many researchers have investigated how in-
formation technology can support decision-making processes to improve the effectiveness and quality
of decisions (Bohanec, 2009), many aspects are still debated, especially with regard to these complex
circumstances. It is indeed not yet clear whether the employment of a DSS improves such decision-
making processes and what aspects of these processes (the duration of the process, the outcome) it
can improve.

Moreover, another aspect that is critical in these contexts is the attitude that users have towards such a
system being introduced in already established processes. Davis et al. (1989) claims that the adoption
of the new technology is influenced by the perceived ease of use and perceived usefulness of the
technology itself, but those are in turn influenced by other internal and external variables (Venkatesh
& Davis, 2000). Many researchers have investigated what these factors are and which ones have the
highest effect, but the topic is still highly discussed.

Therefore, whilst this field has been investigated for decades, many questions still remain unanswered
and more research is needed to gain a deeper understanding of the role that DSSs play in decision-
making processes.

1.2. Research question
In accordance with the knowledge gap described above, this research aims at investigating the effect of
using a decision support system on decision-making processes, in environments characterized by time
pressure, uncertainty, and dynamism. Various are the aspects of decision-making processes that can
be investigated. Forgionne (2000) distinguishes between the process itself and its outcome as aspects
that can be considered. This study focuses on the effect that the use of DSSs has on the decision-
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making process and more specifically on the personal efficiency and productivity of the practitioners,
which are two factors that, if enhanced, can determine an improvement in the decision-making pro-
cesses (Forgionne, 2000). As Dean Jr and Sharfman (1993) state, an increase in personal efficiency
can refer to a reduction in the time needed by the user to structure the problem or increasing the num-
ber of alternatives evaluated by the user in a given time period. On the other hand, an improvement in
personal productivity might refer to the reduction of the time needed for decision making or the increase
of the amount of pertinent information, knowledge, and wisdom from decision making (Kumar, 1999).

As a result, the research question for this project is defined as:

”What is the effect of using a decision support system on the personal efficiency and productivity
of decision-making processes, in environments characterized by time pressure, uncertainty, and dy-
namism?”

To answer this research question, we will make use of a modeling approach is employed, by building
a simulation model, structured as an agent-based model. An agent-based model helps to investigate
the emergent patterns that originate from the interactions between agents and with the environment
(Van Dam et al., 2012) and thus it makes it possible to model the decision-making process conducted
by the agents to investigate the emergent behavior in terms of personal efficiency and productivity of
a population of heterogeneous practitioners. The use of such computational experiments in this kind
of context resembles, as Kwakkel and van der Pas (2011) underline, the “animal models”, employed
in medical research. A similar approach is used to investigate the role of DSSs in decision-making
processes that take place in environments characterized by time pressure, uncertainty, and dynamism.

1.3. Police case study
To conduct this research, we will employ a case study that concerns the use of a DSS to support
the Dutch National Police in the complex task of finding and arresting fugitives. This task is indeed
characterized by high uncertainties with regards to the (dynamic) location of the criminals and by high
time-pressure, aspects that make it very challenging for the control room to position Police units. The
dispatchers currently approach this task by relying on intuition and experience, however, especially
given the huge amount of information the dispatchers are provided with and the short amount of time
they have to formulate a strategy, they are not always able to suggest to the road officers where to
position in a fast and efficient way. Moreover, not all the dispatchers are sufficiently experienced with
the procedures or familiar with the area of the crime, which makes it complex for them to position
the units. The police officers, on the other hand, are usually more experienced, but need to handle
the coordination with both the control room and the other units at the same time, thus making it very
complex for them to efficiently organize. For this reason, if the dispatchers were supported in the
definition of specific solutions to optimize the chances to intercept the offenders, the procedure would
result to be more efficient.

While the use of DSSs in the Police environment has a growing role in the literature (Carlsson et al.,
2010), the role and the effectiveness of a DSS in the context of chasing criminals are not yet investi-
gated. Therefore, the thesis project will aim at assessing the difference between the effectiveness of
the current practice and the model-supported practice, by making use of an agent-based model where
the practitioners are implemented as agents and their decision-making process is modeled.

1.4. Suitability of the research for the CoSEM program
This research focuses on the effect of using a DSS in decision-making processes that take place in envi-
ronments characterized by time pressure, dynamism, and uncertainty. These kinds of decision-making
processes usually take place in complex socio-technical systems, which are strongly characterized by
unpredictability, the involvement of many different actors, and the human interaction with a technolog-
ical component (the DSS). This requires a multidisciplinary approach and the employment of specific
tools and techniques. A modeling approach is indeed applied to analyze the system. This makes this
research typical for a CoSEM (Complex Systems Engineering and Management) Master thesis, which
aims at designing solutions for large and complex socio-technical systems. The results of this research
would indeed support the design of a DSS in a complex system, represented by the Dutch National
Police.
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1.5. Societal and scientific contributions
This project provides insights into the impact that DSSs have on the personal efficiency and produc-
tivity of decision-makers, in contexts of high time pressure, uncertainty, and dynamism. The research
supports the design of DSSs in such contexts, by investigating which aspects are critical to ensure a
successful implementation. The aspects to be considered in the design phase to maximize the increase
in the personal efficiency and productivity of the practitioners are outlined in this research. While the
results can be directly applied to the analyzed case study, the insights produced by this research can
additionally be applied to other similar fields, for instance, contexts of crisis management.

Moreover, the project contributes to the research concerning DSSs, especially with regard to the inter-
actions between humans and DSSs and how a DSS can support individual decision-making processes
in complex situations characterized by high time pressure, uncertainty, and dynamism. Many authors
(Carver & Turoff, 2007; Forgionne, 1999; Hwang, 1994; Rieger & Manzey, 2020; Skinner & Parrey,
2019), indeed underline how the effect of employing a DSS in such contexts is currently under debate
and highlight the need for further research. Furthermore, the project contributes to the field focusing
on the DSS design in these contexts, for instance with regards to the level of detail of the information
displayed, an aspect that is still under debate (Fogli & Guida, 2013). Additionally, as (Loriette et al.,
2019) underline, the effect of using DSSs in dynamic environments is yet to be determined, and this
study contributes to answering this question. Finally, this research investigates how a simulation model,
structured as an agent-based model, can be employed to explore the behavior of decision-makers and
their interactions between each other and with the decision support system.

1.6. Outline of the thesis
This thesis is organized as follows. The next chapter describes the research approach and the re-
search sub-questions. Chapter 3 includes a literature review that addresses the main concepts re-
lated to decision-making processes, decision support systems, and the human attitude towards new
technologies. Afterward, the problem and actors identification is tackled in Chapter 4, and Chapter 5
includes the system identification and decomposition, where the components that will be part of the
model are described. In Chapter 6, the conceptualization of the agent-based model is presented, and
the narrative and the assumptions made are specified. In this chapter, the verification and validation
of the model are also included. The next two chapters focus on the implementation of the experiments
and their results, and the validation of the model. Finally, Chapters 9 and 10 include the discussion
and the conclusion of this project.



2
Research Approach

In this chapter, the research approach for this project is presented. Firstly, the employed case study
is introduced. Secondly, the methods used to gather knowledge and the modeling approach used
to answer the research question are explained. Finally, accordingly to the modeling approach, the
research sub-questions are described.

2.1. Case study
In order to answer the research question, we will employ a case study. Making use of a case study
helps to understand the problem at stake by analyzing a specific situation. At the same time, it limits the
range of fields of application of the results, to uniquely the situations that are inherently similar to the
considered case study (Bennett, 2004). This means that the collected results can be applied uniquely
to situations where the decision-makers are faced with time pressure, uncertainty, and dynamism (e.g.
crisis management). Nevertheless, whilst it has been under debate in which circumstances the results
of case studies can be generalized, Mohr (1982) argues that case studies are especially effective as a
method to conduct exploratory research. Tsang (2014) adds to that by stating that the insights gained
from case studies can be theoretically generalized, meaning that the explanations of the relationships
between variables observed in the studies can be applied not only to the populations on which the
studies were based but also to other populations.

As mentioned in the previous chapter, the case study for this research concerns the employment of
a DSS to support the Dutch National Police in the complex task of finding and arresting fugitives.
This case study fits with this research because the task undertaken by the Police is characterized by
high uncertainties with regards to the (dynamic) location of the criminals and by high time-pressure,
aspects that make it very challenging for the control room to position Police units. While the use of
DSSs in the Police environment has a growing role in the literature (Carlsson et al., 2010), the role
and the effectiveness of a DSS in the context of chasing criminals are not yet investigated. Therefore,
the thesis project aims at assessing the difference in the performance of the procedures between the
current practices and the (future) model-supported practices.

Currently, when a crime takes place and the offender is escaping, the dispatchers in the control room
position the Police cars relying on their own intuition and experience to intercept the offender. Based
on the available time and information, the dispatchers communicate to the officers the best spots to
locate. However, the dispatchers do not have a lot of time to complete this task and they are usually
overwhelmed with information, often lacking deep knowledge of the procedures or the area of the crime.
Therefore, dispatchers sometimes have to rely on police officers located on the streets to determine the
most strategic spots to locate. Police officers, whilst more experienced, need to handle the coordination
with both the control room and the other units at the same time, thus making it very complex for them
to efficiently organize. In this context, a DSS is being designed to provide the dispatchers with specific
positioning strategies to optimize the chances to intercept the offenders.

4
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2.2. Modeling approach
To assess the difference in the performance of the procedures between the current practices and the
model-supported practices, the system needs to be analyzed. As shown in Figure 2.1, there are several
ways to analyze a system (Law & Kelton, 1991). Since it is not possible to experiment with the real
system, a model of the system is used. Given the case study, it would be very complex to use a physical
system, since it would be almost impossible to replicate the stressors that characterize the procedures.
A mathematical model, and more specifically a simulation model, support the analysis of the system in
the two situations without having to physically implement it (Van Dam et al., 2012).

Figure 2.1: Ways to study a system, adapted from Law and Kelton (1991).

Because of the need to model a decision-making process and the interactions between different actors
and with the environment, we will make use of an agent-based model approach (ABM), which helps
to investigate the emergent patterns that originate from the interactions between agents and between
agents and the environment (Van Dam et al., 2012). In the case under study, differently to common
agent-based models, the interactions take place between a very limited number of agents and there is
no real pattern that emerges from one run of the model. On the other hand, in this case, the emergent
pattern is observed by running multiple runs, in which the agents have different properties and interact
differently with other agents and the environment. By aggregating the results of multiple runs it is
indeed possible to observe the emergent pattern that is the personal efficiency and productivity of a
population of heterogeneous decision-makers involved in the practice of finding and arresting fugitives.
The population of the Dutch National Police is indeed constituted by small groups of decision-makers
that interact with each other but do not interact with the other groups. For this reason, the ABMapproach
is employed as a way to define the interactions of the agents as based on their attributes and on the
inputs from the environment, and to investigate the relation between the attributes of the agents, the
inputs from the environment and the outcomes, while dealing with the stochasticity that characterizes
these processes. It also has to be considered that, usually, ABM is employed when the agents evolve
over time, learning and adapting based on the inputs they receive from the environment and from other
agents Bonabeau (2002). In this case, the evolvement of the agents over time is not investigated,
but on the other hand, the focus is on the behavior of a heterogeneous population of agents, who are
at different stages of the learning process (have more or less, positive or negative past experience)
and act based on their personality, past experience and inputs coming from the environment. Thus,
not a standard agent-based model is implemented, but a model that inherits and exploits the general
structure of ABM but differs from it since just a small population is included, no learning or adaptation
is involved and no emergent behavior can be seen from a single run.

The ABM approach is chosen because: the population is heterogeneous, the individual behavior is
complex and it is complex to describe the individual behavior with equations (because of stochasticity
and the interactions between the agents); validation and calibration of the model through expert judg-
ment is an important aspect; stochasticity applies to the agents’ behavior. These are elements that,
according to Bonabeau (2002), suggest the use of ABM as modeling approach. Additionally, previ-
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ous research demonstrates that ABM could extremely help in organizational contexts (Prietula et al.,
1998), and that once one has a reliable model of an organization, it is possible to play with it, change
some of the organizational parameters, and measure how the performance of the organization varies
in response to these changes, which represents the purpose of this study.

Making use of a computational model resembles the concept of the “animal model” approach used
in medicine, as highlighted by Kwakkel and van der Pas (2011). This approach can consist of both a
computational model or a simulation gamewith students, but the disadvantage of the simulation game is
that, as previously stated, it is very complex to replicate the stressors that characterize the procedures.
Moreover, students are not really decision-makers and thus do not have the same experience and
background knowledge as the practitioners (Kwakkel & van der Pas, 2011). However, it is important
to remember that the agent-based model represents a simplification of reality and thus might fail to
represent entirely all the dynamics (Wilensky & Rand, 2015). For this reason, it is important to consider
this limitation while analyzing the final results of the simulation.

In order to assess the difference in the performance of the procedures with and without the DSS,
we will develop the agent-based model in two versions: in one version, the current procedures are
reproduced, when the decision-maker is not assisted by the DSS and relies on their experience; in
the second version, the future situation is represented, with the decision-maker being assisted by the
DSS. To implement the agent-based modeling, a modeling approach defined by Van Dam et al. (2012)
is employed, which consists of eleven steps, as shown in Figure 2.2.

Figure 2.2: The modeling approach as defined by Van Dam et al. (2012).

The modeling approach starts with the problem identification and identification of the actors that are
part of the system. Afterward, the boundaries of the system are determined, as well as the compo-
nents that are going to be included in the system. Accordingly, the system is conceptualized, firstly
in the form of diagrams and flow charts and then in the form of a narrative, and then translated into
the agent-based model in Python by making use of a pseudo-code (model formalization) as a middle
step. Python is chosen as a programming language because of its universality and versatility, whereas
Netlogo is a valuable option for ABM but is less established. After implementing the model in Python,
a verification phase is conducted that includes a reproducibility and variability test (to verify that the re-
sults are reproducible with fixed seeds and vary with different seeds), and a sensibility test (to assess
to what extent varying the parameters may affect the results). Once the verification is concluded, the
parametrization of the model and the consequent experimentation phase is conducted. The data that
is obtained is then analyzed in Python and then the results are validated making use of experts and
literature.

2.2.1. Gathering knowledge
To build the model, two kinds of inputs are needed. First of all, knowledge about the procedures is
required to conduct the simulation. Moreover, knowledge of decision-making processes and DSSs is
needed to properly model the decision-making process undertaken by dispatchers and police officers.

Interviews In order to model the above-mentioned procedures, we will conduct some interviews with
practitioners. The interviews are arranged with both a dispatcher that works in a control room and three
police officers that work on the streets with cars. The aim of the interviews is not only to understand how
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the procedures currently work, but also to understand how the decision-making processes take place,
the critical factors in the process, and who is involved in these decisions. The interviews are conducted
as semi-structured interviews, which allow for flexibility. Because of time and language constraints, just
a few practitioners are interviewed, which represents a limitation since interviews can be sensitive to
bias (Alshenqeeti, 2014). However, considering both perspectives on the procedures helps to gain a
deeper understanding of the process and can partially mitigate these biases.

Literature research While interviews are used to get an understanding of the procedures, the lit-
erature research is meant to: determine how decision-making processes take place; investigate the
impact of time pressure, uncertainty, and dynamism on such processes; identify a suitable decision
model that is applicable to the case at stake; determine the state-of-the-knowledge concerning the im-
pact that DSSs have on decision-making processes characterized by time pressure, uncertainty, and
dynamism; identify a suitable model that explains humans’ attitude to the use of a new technology (and
specifically, a DSS) that is meant to support a task they are responsible for. The information gained
from the literature research is critical to model the decision-making process undertaken by dispatchers
and police officers. This knowledge will be thus employed in the conceptualization of the system.

2.3. Research sub-questions
Taking the modeling approach as a starting point, the main research question for this project is divided
into four sub-questions.

Sub-question 1: How do the current procedures of finding and arresting fugitives work?

The first sub-question is meant to gain an understanding of the procedures of finding and arresting
fugitives and the decision-making process undertaken by the practitioners and refers to the first two
steps of the modeling approach: problem formulation and actor identification, and system identification
and decomposition. These steps will be covered in Chapters 4 and 5.

Sub-question 2: How can the personal efficiency and productivity of the practitioners in the
procedures be measured?

The second sub-question refers to the identification of some metrics to assess the above-mentioned
organization’s performance personal efficiency and productivity of the practitioners that are involved
in the procedures of finding and arresting fugitives with and without the DSS. Personal efficiency and
productivity refer to the time needed to structure a problem and make a decision and the amount of
information considered (Dean Jr & Sharfman, 1993; Kumar, 1999). This sub-question will be answered
in Chapter 5.

Sub-question 3: How can the procedures of finding and arresting fugitives, with and without
the assistance of the decision support system, be translated into an agent-based model?

The third sub-question is related to the translation from the conceptualization of the system to the
agent-based model and includes various steps of the modeling approach, from concept formalization
to model verification. As an input to this sub-question, scientific literature on decision-making and DSSs
and information on the DSS employed in the case study are employed, which are presented in Chapter
3. This phase is discussed in Chapter 6.

Sub-question 4: What is the difference in the personal efficiency and productivity of the prac-
titioners, when the decision-makers are and when the decision-makers are not assisted by the
decision support system?

The fourth sub-question refers to the final steps, from parametrization to validation. The data on the
personal efficiency and productivity of the practitioners with and without the DSS is used to answer the
main research question. This step is discussed in Chapters 7 and 8.

The Research Flow Diagram that elaborates on the research sub-questions is included in Figure 2.3.
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Figure 2.3: The Research Flow Diagram for this project.



3
Decision-making processes and

decision support systems

Inorder tomodel the procedures of intercepting fugitives undertaken by theDutch Police, it is paramount
to investigate how decision-making processes take place under time pressure, uncertainty, and dy-
namism, and the factors that may influence the adoption of a DSS and humans’ attitude towards it. In
this chapter, a literature review is presented which aims to provide an understanding of these concepts.
The insights presented in this chapter will be employed to conceptualize the model. We conducted the
literature research by using a database search and a backward snowballing approach. More informa-
tion on the literature review process is included in Appendix A. An important aspect to consider is that,
due to the lack of knowledge on the operational decision-making processes taking place under time
pressure, uncertainty, and dynamism and on the use of DSSs in such contexts, the majority of articles
cited in this chapter refer to strategic, long-term decision-making processes, a research area that is
more explored. This lack of knowledge with regard to the operational decision-making process and the
employing of a DSS in such environments represent a limitation to this study, as will be discussed later.

In this chapter, first, the main notions on decision-making processes are presented. Afterward, the
effect of time pressure, uncertainty, and dynamism are investigated and a model that explains the
decision-making processes in these contexts is presented. Moreover, the concept of DSS is introduced,
as well as the role that these systems have in situations characterized by time pressure, uncertainty,
and dynamism. Finally, the Technology Acceptance Model is introduced as a model to evaluate users’
attitude toward the adoption of a new technology. Finally, by taking this model as a starting point, the
factors influencing the adoption of a new technology are identified.

3.1. Decision-making processes
Decision-making is commonly defined as a mental process that involves judging multiple options or
alternatives (Bohanec, 2009). It usually requires evaluating at least two alternatives that differ from
each other in a number of aspects. Among the many different decision-making models that can be
found in literature, the most widely accepted are the rational decision-making one and the cognitive
decision-making one (Skinner & Parrey, 2019). Both consist of three main steps: first, problem defini-
tion, secondly, identification, evaluation, and selection of alternatives, and finally, implementation. Ac-
cording to Forgionne (1999), the decision-making consists of four phases: intelligence, design, choice,
and implementation. In the first phase, the decision-maker gets an understanding of the situation and
all the relevant information. In the design phase, they develop a specific model, which includes the
decision alternatives, uncontrollable events, criteria, and the relationships between these variables.
The model can be used to systematically analyze the problem at stake. During the choice phase, the
decision-maker evaluates the alternatives by making use of the model and consequently generates
recommended actions. Finally, in the last phase, the decision-maker ponders the analysis and recom-
mendations, considers the consequences, gains sufficient confidence in the chosen alternative, and
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implements the final decision. This process can be continuous, so that after implementing a decision,
the reality is analyzed again and the decision-maker goes through all the steps another time.

In complex environments, decision-making processes are usually based on thousands of interrelated
variables and can be highly sensitive to initial conditions with so-called ”butterfly effects”, according to
which the errors can grow exponentially over time (Lei et al., 2000). For this reason, the first steps of
the process become especially critical.

3.2. Decision-making processes under time pressure, uncertainty,
and dynamism

As various authors state (Hu et al., 2015; Phillips-Wren & Adya, 2020; Skinner & Parrey, 2019), time
pressure, uncertainty, and dynamism are factors that deeply influence decision-making processes.

Phillips-Wren and Adya (2020) focus on stressful decision-making in contexts where there is a wide
range of decisions to be made and in which the user makes a decision autonomously while considering
the consequences of poor choices, as police officers in their normal duties. In their analysis, they high-
light that stressed decision-makers take more risks. Time pressure can positively impact the process in
certain situations, such as when time pressure is not avoidable (Rieger & Manzey, 2020) or when time
pressure is moderate (Speier-Pero, 2019) improving the focus of the individuals, but usually leads to
poor performance quality, for instance when the amount of information overwhelms the decision-maker.
Skinner and Parrey (2019) add that some studies have proven that under time pressure, “people limit
their information choices to that which can be attained quickly and easily”.

On the other hand, regarding dynamism and complexity, Phillips-Wren and Adya (2020) state that while
making complex executive decisions, decision-makers tend to choose satisfactory but sub-optimal al-
ternatives. Dynamism, which refers to constantly changing criteria or decision environment, tends to
increase complexity and becomes especially intense when the decision-maker is forced to make rapid
decisions under dynamic conditions, for instance, those associated with threat assessment (Kowalski-
Trakofler et al., 2003).

Finally, with regards to uncertainty, Hu et al. (2015) state that uncertain decisions require more com-
plicated cognitive processes and that factors such as time pressure and negative emotions negatively
impact the decisions. Similarly, Phillips-Wren and Adya (2020) explain that uncertainty negatively im-
pacts a decision maker’s ability to process data and information in a decision situation.

3.2.1. Recognition-Primed Decision model of rapid decision-making
Among the models of decision-making that are present in literature, the Recognition-Primed Decision
model of rapid decision-making by Klein (1993) strives to explain the decision-making processes un-
dertaken in situations characterized by time pressure, dynamism, and uncertainty. The research this
theory is based on focuses on decision-making processes undertaken by the firefighter commanders
in their normal duty. This model can be efficiently applied to the Police case study and to all those sit-
uations characterized by uncertainty, time pressure, and dynamism, since it explains those situations
where the decision-maker recognizes situations as typical, recognizes typical courses of action, and
evaluates actions through mental simulation, thus basing decisions on their experience. Klein (1993)
explains how in these situations, the decision-maker is not making choices, considering alternatives,
or assessing probabilities. On the other hand, they act based on their prior experience: they generate,
monitor, and modify plans to meet the needs of the undergoing situations. Decision-makers tend to
recognize the case, and then they automatically know how to react. They make use of the time at their
disposal to evaluate an option’s feasibility before implementing it. By imagining how the option would
be implemented, they evaluate whether anything important might go wrong. If problems are identi-
fied, then the alternative might be modified or completely rejected, and another very typical reaction
analyzed.

While assessing a situation, a decision-maker considers four important aspects:

• the types of goals that can be reasonably achieved in the undergoing situation,

• the relevant cues, which represent the information that is needed to understand the situation,
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• the expectations, which can be helpful to check the accuracy of the situation assessment con-
ducted by the decision-maker (meaning that if the expectancies are violated, the situation was
misunderstood),

• the typical actions to be implemented.

The Recognition-Primed Decision (RPD) model is shown in Figure 3.1, where three cases are high-
lighted. The first one is the simple match: the easiest case, where the decision-maker recognizes the
situation right away and implements the obvious solution. The second case is slightly more complex:
the decision-maker performs a mental simulation of the chosen action, typically using imagination to
uncover problems before implementing the final solution. In the third case, the evaluation conducted
by the decision-maker reveals some flaws in the selected option. This requires either modifying the
chosen option or rejecting it completely in favor of the next most typical reaction. If the decision-maker
has sufficient time, they would verify if the expectancies are being violated and if that is the case, the
assessment is conducted again, eventually by seeking more information.

Figure 3.1: Recognition-primed decision model of rapid decision-making as defined by Klein (1993).

In short, the RDPmodel claims that experienced decision-makers can identify a reasonably good option
as the first one they consider, instead of undertaking a semi-random process of option generation.
This implies that the decision-maker looks for the first option that works and not necessarily for the
best option. Moreover, the model highlights how decision-makers do not evaluate the strengths and
weaknesses of an option, but instead they evaluate an option by conducting mental simulations of a
set of actions to see if the solution will work.

3.2.2. Institutional Model of Operational-Level Decision Making
Another model that focuses on operational decision-making processes, although not in contexts of high
time pressure as the Recognition-primed decision model of rapid decision-making, is the Institutional
Model of Operational-Level Decision Making by Heikkila and Isett (2004). This model describes the
effects of institutions on operational-level choices in public organizations, based on complementary
theoretical insights from political science and sociological notions of institutions. The model explains
that, when the actors face a problem, their assessment of the situation is highly influenced by exoge-
nous factors (rules, resources, laws, the physical environment) and endogenous ones (factors that take
place within the decision maker’s internal cognitive processes). Based on these factors, the decision-
makers define a choice set, being the perceived set of viable options available to them. Then the best
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option is chosen and discussed with the other actors involved, so that the solution is adjusted based on
the other actors’ opinions and actors’ normative conformance. Finally, the strategy is adopted. Heikkila
and Isett (2004) underline that this process is not linear. While the stages are sequential, the process
may move back and forward multiple times, also with multiple stages being addressed at once, until
stability is finally reached.

3.3. Decision support systems
Decision-makers can make use of computer technology (hardware and software) to process the inputs
into problem-relevant outputs. According to Forgionne (2000), this processing involves:

• organizing problem parameters (accessing the database, extracting the useful data, and organiz-
ing the information in the form needed by the solution model and methodology);

• structuring the decision problem (accessing the model base, retrieving the appropriate decision
model, and operationalizing the decision model);

• simulating policies and events (using the operationalized decision model to perform the com-
putations needed to simulate outcomes from user-specified alternatives and then identifying the
alternative,or alternatives, that best meets the decision criterion, or criteria, among those tested);

• finding the best problem-solution (accessing the model base, retrieving the appropriate solution
method, and using the retrieved method to determine the alternative, or alternatives, among all
possible alternatives, that best meets the decision criterion, or criteria).

Forgionne (1999) outlines that many definitions of DSSs have been phrased throughout time. Keen
(1980), one of the first researchers who studied DSSs, defined them as systems that support the cog-
nitive processes of an individual decision-maker. Within DSSs, “computer hardware and software are
used interactively to perform analyses and evaluations with data and models that result in status re-
ports, forecasts, and recommended actions” (Forgionne, 1999). DSSs imply the use of computers
to: assist managers in their decision processes in semi-structured tasks, support, rather than replace,
managerial judgment and improve the effectiveness of decision making rather than its efficiency (Scott-
Morton & Keen, 1978). When properly implemented, DSSs can improve the output and the process
of decision-making by leading to gains in the decision-making performance and the maturation of the
user as a decision-maker (Forgionne, 1999). However, in the literature, there is no consensus on the
actual level of effectiveness of DSSs (Skinner & Parrey, 2019). Among the supporters of the effective-
ness of DSSs, Kumar (1999) states that the use of DSSs enables the decision-maker to be aware of
the options before they expire, thus increasing the time the user has to exercise the option, improv-
ing the flexibility of decision scenarios. Similarly, Lei et al. (2000) highlight that in complex non-linear
dynamic systems where information rapidly changes over time, DSS can deeply improve the decision-
making process. Nevertheless, many researchers have conducted experiments during which it was
determined that the presence or the absence of a DSS has little influence on the effectiveness of the
decision-making process (Skinner & Parrey, 2019).

3.4. The role of DSSs in situations with time pressure, uncertainty,
and dynamism

Steiner et al. (2015), in their paper, provide a framework illustrating the human information process-
ing in emergencies through a triangle of the user, the information, the decision support system, and
their interactions. In contexts of emergency management, the information is usually presented to the
decision-maker through a warning system or a DSS. Users perceive and process the information and
analyze and evaluate the situation based on the information at their disposal. The way information is
presented and the information system is designed, can support decision-makers in the perception and
management of information (Steiner et al., 2015).

As mentioned above, many researchers (Forgionne, 1999; Skinner & Parrey, 2019) highlight how the
different opinions on the effectiveness of DSSs in the literature suggest the need for further research.
Hwang (1994) states that no research has addressed the effect of DSSs under time pressure. Some
authors, such as Phillips-Wren et al. (2019), Rieger and Manzey (2020), Phillips-Wren and Adya (2020)
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and Sealy and Feigh (2020) argue that DSSs might be helpful in situations with time pressure, uncer-
tainty, or dynamism, but more research is needed. In fact, while there is a lot of literature that concerns
DSSs and decision-making under time pressure, uncertainty, and dynamism, little is specified on the
actual effectiveness of using DSSs to support decision-makers in this kind of situation (Skinner & Par-
rey, 2019). Moreover, to the best of our knowledge, most of the research on the topic focuses on
strategic decision-making and there is a lack of knowledge regarding the effect of using a DSS in oper-
ation decision-making processes. Authors that focus on decision-making processes undertaken during
emergency situations, as Carver and Turoff (2007), state that the role of information systems in such
contexts is to be further investigated. Loriette et al. (2019) underline that the effect of using DSSs in
dynamic environments is yet to be determined. Moreover, many questions still remain unanswered
on how DSSs should be implemented to maximize their effectiveness, for instance with regards to the
level of detail of the information displayed (Fogli & Guida, 2013). Therefore, by making use of a case
study, this thesis project aims at contributing to this research area.

3.5. Technology Acceptance Model and DSSs
While there is no consensus in literature over the effect of employing a decision support system, various
studies have been making use of the Technology Acceptance Model (TAM) to evaluate the users’
attitude towards the adoption of a DSS (Al-Rahmi et al., 2019; Dulcic et al., 2012; Lu et al., 2001;
Rigopoulos et al., 2008).

The TAM defined by Davis et al. (1989) is depicted in Figure 3.2. According to this model, the adoption
of a technology is highly dependent on two beliefs, the perceived usefulness and the perceived ease
of use of the technology. Perceived usefulness is defined as the ”user’s subjective perception of the
ability of a computer to increase job performance when completing a task”, while the perceived ease of
use is the ”person’s subjective perception of the effortlessness of a computer system, which affects the
perceived usefulness thus having an indirect effect on the user’s technology acceptance” (Rigopoulos
et al., 2008). These two aspects, which are influenced by external variables, shape the attitude users
have toward the technology and their behavioral intention of using it. This determines the probability
that the user will actually make use of the technology. While both aspects highly influence the attitude
towards a technology, according to Davis et al. (1989) perceived usefulness has a stronger influence
on people’s willingness to use systems, while perceived ease of use has a smaller but still significant
effect. Although various studies in the past have proven this to be true, perceived ease of use still
remains very relevant, since it often represents the first impression of a system (Lu et al., 2001).

Figure 3.2: Technology Acceptance Model (Davis et al., 1989).

Rigopoulos et al. (2008) conducted a study to assess the statistical correlation between these variables,
especially focusing on the perceived usefulness, perceived ease of use, behavioral intention, and actual
IT use. In their research, they made use of a case study concerning the introduction of a new DSS to
assist the employees of a Greek bank in their daily tasks. The results of this research are shown in
Figure 3.3. While the context used in the study conducted by Rigopoulos et al. (2008) is different from
the case study employed in this research, both cases are characterized by the introduction of a DSS in
a process that beforehand did not include one, and since the research just focus on the adoption of a
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new technology, the results can also be applied to this case. The results show that the variables have
strong relations with one another and that the perceived ease of use deeply influences the perceived
usefulness, as highlighted above.

Figure 3.3: Statistical correlation between the variables of the Technology Acceptance Model, according to Rigopoulos et al.
(2008).

In order to explain the perceived usefulness and usage intentions in terms of social influence and
cognitive instrumental processes, and thus better specify the external variables that have an influence
on perceived usefulness and ease of use, Venkatesh and Davis (2000) developed a second version of
TAM (called TAM2), that adds other seven aspects to the model:

• subjective norm, defined as a person’s perception that most people who are important to them
think they should or should not perform the behavior in question;

• image, being the degree to which the use of an innovation is considered to enhance one’s status
in their social system;

• job relevance, being the perception of the degree to which the system is applicable to their job;

• output quality, being the perception of how well the system performs the tasks;

• result demonstrability, meaning the tangibility of the results of using the innovation;

• experience, referring to the extent to which the user has experience with the system;

• voluntariness, defined as the extent to which potential adopters perceive the adoption decision
to be non-mandatory.

While this version of the TAM is more elaborated and explains more in-depth what the factors that
influence the usage of a technology are, there are no previous studies that apply this second version
of the model to the use of DSSs.

3.6. Factors influencing the adoption of a new technology
As previously mentioned, the TAM underlines that the perceived ease of use and perceived usefulness
are the aspects that influence the adoption of a new technology. To properly model the decision-making
process behind this eventual adoption, it is important to determine what influences these two aspects.
As with TAM2, there are many researchers that investigate this and strive to answer this question.
In fact, many authors tried to identify the factors that influence the attitude toward a new technology,
and many studies have been undertaken to understand which ones have a deeper impact than others.
The majority of these studies do not focus on DSSs specifically and are very case-dependent, so their
quantitative results are not directly applicable to other cases. However, these researches are very
relevant to identifying what influences the attitude of users towards a new technology.

Among the others, Djamasbi et al. (2010) investigate the impact of positive mood on TAM. The results
of their research highlight that under high task uncertainty, there is no high correlation between positive
mood and perceived ease of use or perceived usefulness.

On the other hand, Alavi and Joachimsthaler (1992) explain that the level of success of a DSS imple-
mentation is determined by user factors, task environment, organizational environment, and external
environment. Regarding user factors, the authors differentiate between cognitive style, personality,
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demographics, and user-situational variables. Cognitive style refers to the habitual ways individuals
process information personality refers to the cognitive and effective structures maintained by individ-
uals to facilitate adjustment to events, people, and situations. Demographic variables mainly include
sex, age, and education and user-situational variables include training, experience (with the DSS and
with the job), and user involvement. The research shows that democratic variables and cognitive style
do not have a meaningful impact on the adoption of the DSS. Among the aspects related to person-
ality, risk aversion (the extent to which a user is inclined to take a risk) seems to be the property with
the highest impact, whilst the others properties are less relevant. On the other hand, user-situational
variables (training, experience, and user involvement) seem to have the highest impact on the attitude
of users towards the DSS adoption, thus highly influencing the success of its implementation and the
performance of the system. Involvement refers to the extent to which the user is involved and partic-
ipates in the design and implementation of the DSS; training refers to the provision of hardware and
software skills sufficient to enable effective interaction with the system; experience refers to the level
of experience with both the system and the activities the system is supposed to support.

Another research that investigates how individual differences influence DSSs use and satisfaction is
the one conducted by Zinkhan et al. (1987). The authors analyze the effect of cognitive differentiation
(the number of independent dimensions a decision-maker can identify), risk aversion, experience with
the DSS, managerial experience (which refers to the experience with the activity related to the DSS,
which improves the ability to process various information at the same time), age and involvement (per-
sonal interest in the system, meaning the extent to which the decision-maker evaluates the system as
important). As a result of this research, age is considered not to highly affect the decision-making pro-
cess, while cognitive differentiation, risk aversion, and user involvement influence the use and attitude
towards the DSS. Moreover, the results highlight that involving the users in the design of the system
can positively contribute to the acceptance of the DSS.

Furthermore, Shibl et al. (2013) defined a model which indicates the four main factors influencing the
level of DSS acceptance and its use, being: usefulness, facilitating conditions (incorporating workflow,
training, and integration in the design of the system), ease of use, and trust in the knowledge base.
This model is defined by using the studies conducted by Venkatesh and Davis (2000) as a starting
point.

In addition to the studies that focus on decision support systems, there are other studies that focus
more specifically on the concept of e-trust. E-trust refers to the online trust and plays a central role
in helping users overcome perceptions of risk and insecurity (Tang et al., 2012). Even if this concept
is mostly applied to web applications, some aspects related to it result to be very relevant also with
regards to the acceptance of DSS. Among the other researchers, Doney and Cannon (1997) affirm
that the reputation of a system is very critical in determining its level of acceptance. On the other hand,
Boyle and Bonacich (1970) underline that past interactions with a system deeply affect the level of trust
in the system. Finally, Kim et al. (2009) highlight the importance of the interface design, which strongly
influences the perceived ease of use of a system and defines the first impression on the system itself.

Although the researches on the topic are numerous and applied in different fields, there are some
recurring concepts that can be generalized. It must be considered that, as Alavi and Joachimsthaler
(1992) state, more research is needed in this field to corroborate the insights gained by the past studies,
underlining the need for additional empirical studies in this area. In this project, the factors that seem
to be more relevant according to the state-of-the-knowledge and that can be applied to the use of
DSSs, and to the case study in analysis, are going to be considered. These factors, which have been
mentioned in this section, are summarized in Table B.1 in Appendix B.



4
Problem and actors identification

In this chapter, the identification of the addressed problem and of the actors that are part of the in-
vestigated system is discussed. In order to understand how the procedures of finding and arresting
fugitives work, we conducted interviews with three police officers and one dispatcher. These interviews
highlighted the main actors involved in the process, how the procedures work, and the main criticalities
of the current arrangement.

4.1. Problem identification
4.1.1. The Dutch National Police
The Dutch National Police is currently distinguished into ten Regional Units, one Central Unit, and the
Police Service Centre (Government of Netherlands, n.d.). The Police Units are divided into different
sections, being for instance the road police, the train police, and the water police. This distinction is
based on the area in which they focus on their work.

In addition to their independent tasks, the National Unit supports the Regional ones on the motorways,
the railway network, on the water, and in the air, in case of complex operations or the need for more
units. Moreover, they supervise operations that concern serious, organized forms of criminality of a
national or international character, deploy mounted police, sniffer dogs, and forensic expertise, and
combat all forms of serious violence and terrorism.

The Regional Units, on the other hand, consists of districts divided into Frontline Teams. Each team
provides basic Police services in a municipality, part of a large municipality, or a group of smaller ones.
Their main duties consist of answering calls for emergency assistance, patrolling the streets, advising
on crime prevention, resolving traffic-related issues, conducting basic investigative activities, assisting
the public, processing official reports, and sharing information within their networks (Government of
Netherlands, n.d.).

The Police Services Centre (PDC) provides operational management services, such as finance, ICT,
communications, and human resources, so that officers in the Regional Units are able to spend more
time on actual Police work (Government of Netherlands, n.d.).

4.1.2. Intercepting fugitives
Interviews with the practitioners were conducted to understand how the procedures of intercepting
fugitives work. In these procedures, the most critical task is identifying the best strategy to position the
units. Currently, this task is conducted primarily by the dispatchers, who rely on their own intuition and
experience to define the best strategies. However, especially given the huge amount of information
the dispatchers are provided with and the short amount of time they have to formulate a strategy, the
dispatchers are not always able to suggest to the officers where to position. Moreover, not all the
dispatchers are sufficiently expert to be aware of the best locations and strategies, especially because
they might lack experience with the procedures or knowledge of the area where the crime took place.
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The police officers, on the other hand, are usually more experienced but need to handle the coordination
with both the control room and the other units at the same time, thus making it very complex for them
to efficiently organize. For this reason, if the dispatchers were supported in the definition of specific
solutions to intercept the offenders, the procedures would result to be more efficient.

4.1.3. DSS
In this context, a decision support system is being developed to support the procedures of finding
and arresting fugitives. The DSS is meant to provide the dispatchers with information on the optimal
positioning in order to help them handle this task.

Currently, the DSS interface is not completely defined and there are various options for its implemen-
tation, especially with regard to the features to be displayed. The possible information that might be
included in the interface regards the possible fugitive routes, the associated probabilities that the fugi-
tive will take those routes, and the optimal strategy for positioning the units. Different approaches for
the interface concern the use of just the first feature, just the first two, just the last aspect, or all of
them. The goal is to find a trade-off between transparency (ensuring that the dispatchers do under-
stand the reasons behind the solution displayed by the DSS and thus might be more likely to adopt it)
and avoiding displaying too much information so that the dispatchers would not be overwhelmed by
those.

Another aspect at stake is the maximum run length of the algorithm that will not damage the decision-
making time. In fact, if the algorithm takes too long to run, the dispatchers might decide not to wait
for it and thus the system would not offer proper support. Currently, it is under debate whether a run
length of one minute is sufficient, whether that is too long or whether even a run length of two minutes
will make the procedures more efficient.

4.1.4. Problem formulation
As mentioned above, one of the most critical challenges in these procedures is that it is hard for dis-
patchers to define the best strategies to position the units, not only because of the time pressure, the
uncertainty, and the dynamism that characterize these procedures but also because the dispatchers
are usually overwhelmed by many different kinds of information and they sometimes lack knowledge
of the procedures or the area of the crime. The DSS that is being designed has the purpose to support
this process. However, it is not yet clear what characteristics the system should have and what the
actors’ level of acceptance of the new system would be.

Therefore, this research evaluates the impact of the different DSS implementations and the contexts in
which the DSS can mostly support the procedures. This will be achieved by making use of an agent-
based model, where the procedures will be implemented as they are now and as they will look like
when the DSS will be in place, to evaluate not only the difference in the performance of the procedures
but also the level of acceptance of the DSS by the dispatchers and the police officers.

4.2. Actors
In the procedures of finding and arresting fugitives, many actors play a role. Some of them are always
taking part in the procedures, some are just contacted in case of need. The list of the actors, their
power, and interest is included in Table 4.1.

Actor Power Interest

Dutch National Police
Determines the organization of
the procedures, defines rules and
regulations.

Reducing crime and victimiza-
tion, calling offenders to ac-
count, enhancing security and
the efficient and fair use of pub-
lic resources (Moore & Braga,
2003).

National (road) police offi-
cers

If involved, position to maximize
chances of intercepting the of-
fender.

Intercepting the offender, getting
as much information as possible
about the situation.
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Regional (road) police of-
ficers

Position to maximize chances of
intercepting the offender.

Intercepting the offender, getting
as much information as possible
about the situation.

Regional dispatchers

Receive 112 calls and get infor-
mation on the situation. Contact
other corps in case of need and
tell police officers where to posi-
tion.

Intercepting the offender, getting
as much information as possible
about the situation.

National dispatchers

Involved if the situation is of na-
tional interest and coordinates
the positioning of (National) Po-
lice officers.

Intercepting the offender, getting
as much information as possible
about the situation.

Dispatchers answering to
0900-8844

Receive calls for non-emergency
matters that still require Police
assistance; in case of need for-
ward it to national or regional dis-
patchers.

Getting an understanding of the
situation to know whether they
need to forward the call.

Offender
Eventual time advantage, might
act strategically to ensure to es-
cape.

Escaping.

Witnesses / victims Contact 112 or 0900-8844 / Pro-
vide the Police with information.

Ensuring their safety and helping
Police find the offender.

Other corps outside
the Police (firefighters /
paramedics / etc)

Act in case of need (for specific
situations).

Supporting the Police officers;
helping citizens and ensuring
their safety.

Other police officers (sniff-
ing dogs / train police / wa-
ter police).

Act in case of need (for specific
situations) Supporting the police officers.

CityGIS
Provides Police with software for
critical and non-emergency work
(CityGIS, 2022).

Economic interest; supporting
the Police.

Researchers
Provide the Police with innova-
tive solutions to optimize proce-
dures.

Supporting the Police.

Rijkswaterstaat Owns Dutch geographic data on
roads (Overheid.nl, 2022).

Ensuring the efficiency of the Po-
lice.

Other affiliated compa-
nies (cars etc.)

Provide the police with tools and
vehicles.

Economic interest; supporting
the Police.

Government Provides the Police with re-
sources. Efficiency of the Police force.

Table 4.1: The actors involved.

Whilst many actors are involved, some of them play a key role in the procedures of finding and arresting
fugitives: first, the dispatchers, who primarily determine where to position the units, secondly the (road)
police officers, who interact with the dispatchers and collaborate on defining the best strategies, and
finally the offender, whose behavior deeply influences the procedures. Therefore, by assuming that
no other corps are involved, the only actors that actually play a critical role in the decision-making
process are the dispatchers and the (road) police officers. Additionally, it can be assumed that there
is no distinction between National and Regional police officers, since the corp they are part of does
not have an impact on the decision-making process. Thus, by uniquely considering the actors that
are involved in the decision-making process, which is the main scope of this research, the only actors
whose behavior is to be modeled are the dispatchers and the (road) police officers.



5
System identification and decomposition

Most socio-technical systems are so large and complex that they can only be interpreted by simplifying
and assuming the system (Van Dam et al., 2012). While there are many different actors involved in
the process and many different aspects influence them, as discussed in the previous chapter, it would
be impossible to include them all. Thus, abstraction and reduction techniques are needed to efficiently
model the system.

In this section, the main elements of the system that are going to be included in the model are identified
and explained. In order to achieve this, the agents are clearly defined, and their properties are listed.
Furthermore, the decision-making process that the actors undertake is described and the time frame
and the chosen time step are specified. Finally, the performance indicators are identified, based on
insights gained from literature and from interviews with experts.

5.1. The system
The system that we are going to model represents the procedures of finding and arresting fugitives, with
and without the assistance of the DSS. This system includes the environment, the actors that play a
role in it (and especially the fugitive, the dispatchers, and the road police officers), and the technological
infrastructure that supports the procedures (eventually including the decision-support system). The two
versions of the system that we are going to model are represented in Figures 5.1 and 5.2, where the
flow of information is also highlighted.

5.2. The environment
The environment is constituted by the street network, the event of the crime that takes place in it, the
Police units, and the offender that moves in the street network. What happens in the environment
influences the decisions of the dispatchers in the control room. Moreover, changes in the environ-
ment or new information usually lead to a re-evaluation of the situation and the definition of a new
solution. For this reason, to define the efficiency of the process of finding and arresting fugitives (the
percentage of time the fugitives are found) it would be necessary to model the street network and the
decision-making outcome of both the dispatchers and the police officers. However, this would be too
complex to implement for three main reasons. First, the decision-making process of both the dispatch-
ers and the officers is implicit and they are not completely aware of the reasons behind their decisions
or what the factors that influence the decision are. The dispatchers and the officers completely rely
on their knowledge and experience to define the positioning strategies and thus, the decision-making
process can be represented by making use of the Recognition-Primed Model of rapid decision-making
by Klein (1993). However, the cues, the possible actions, the expectancies, and the plausible goals of
the decision-making processes are very complex to model since the actors are not completely aware
of this mental process and thus an algorithm that defines, given a crime and its location, the solution
that the dispatchers would come out with, is too complex to implement and would require separated
research. Secondly, there is no data available on fugitive routes of past crimes and the consequent
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Figure 5.1: The system to be translated into the agent-based model, in the version without the DSS.

solutions implemented by the Police. Thus, not only it is not possible to model the content of the
decision-making process based on the data, but also it would not be possible to realistically simulate
fugitive routes and thus investigate whether the fugitive is found or not. Lastly, the DSS has not been
completely implemented yet, and making use of an incomplete algorithm would come with many limi-
tations, comprising the validity of the results. Therefore, we decided not to model the environment or
the decision-making outcome but to uniquely focus on the decision-making process. The only factors
of the environment that are considered are the level of urgency of the crime, the number of units that
are needed, the information that is available on the direction of the fugitive, and the area of the crime.

5.3. DSS
As mentioned in the previous section, the DSS cannot be directly included in the model, since it has
not been completely implemented yet, and thus will be included more abstractly. In the model, the DSS
is characterized by two properties: the time that is needed to run the algorithm, and the combination
of features displayed. Since the DSS is currently not finalized and there are some factors that are
currently under debate, it was decided to include the DSS as implemented in different versions. Thus,
the time that is needed to run the algorithm varies from 30, to 60, to 120 seconds. On the other hand,
the combination of features displayed are:

• uniquely the possible fugitive routes,

• the possible fugitive routes and the associated probabilities that the fugitive took those routes,

• the possible fugitive routes, the associated probabilities, and the optimal positions for the units,

• uniquely the optimal positions for the units.

5.4. Dispatchers
In the procedures of intercepting fugitives, the most crucial actor is the dispatcher. In the model, the
dispatchers are implemented as agents. In each simulation, two dispatchers are initialized: one works
on the phone and the second one works on the radio. The two dispatchers collaborate to define the
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Figure 5.2: The system to be translated into the agent-based model, in the version with the DSS.

best strategy to position the units. The radio dispatcher is the one that primarily makes decisions,
while the phone dispatcher is there to support their colleague in case of need. The dispatchers are
characterized by their level of experience, their attitude towards the DSS, and their level of authority
with the police officers. The attitude of the actors towards the system is defined based on the factors
identified in Section B. The properties that characterize the dispatchers are:

• the level of experience they have with the procedures of finding and arresting fugitives;

• the areas that they are familiar with among the ones where the crime can take place;

• their role (whether they work with the phone or the radio);

• the percentage of times they had a positive experience with the decision support system;

• the percentage of times their colleagues had a positive experience with the decision support
system;

• their personal involvement and interest in the system and in how it works;

• their perception of the quality of the output offered by the system (meaning the extent to which
the system is perceived to display solutions that actually work);

• the extent to which they are willing to take risks (risk aversion);

• the extent to which they are able to consider multiple concepts when making a decision (cognitive
differentiation);

• the extent to which they were trained to use the DSS;

• the extent to which the dispatcher was involved in the design of the DSS;

• the level of experience they have with the system in general;

• the extent to which they consider the design of the DSS intuitive;

• the extent to which they consider the system easy to use;
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• the extent to which they consider the system useful;

• the level of authority they have with the police officers.

5.5. Police officers
The Police officers work on the street network and move around in a car. It is assumed that the other
Police corps (e.g. water police or train police) or other actors outside the National Police are not involved
in the procedures, and thus just the police officers that work in the streets are considered in the model.
The police officers are initialized as agents and interact with the dispatchers who communicate to them
where to position. It is assumed that just one police officer for each unit participates in the discussion
with the dispatchers, and thus the number of officers initialized is equal to the number of units needed
for each crime. The officers are characterized by their attitude towards the DSS, their experience
with the procedures, and their attitude towards the dispatchers. The properties that characterize the
dispatchers are:

• the level of experience they have with the procedures of finding and arresting fugitives;

• the percentage of times they had a positive experience with the decision support system;

• the percentage of times their colleagues had a positive experience with the decision support
system;

• their personal involvement and interest in the system and in how it works;

• their perception of the quality of the output offered by the system;

• the extent to which they were trained to use the DSS;

• the extent to which the officers were involved in the design of the DSS;

• the level of experience they have with the system in general;

• the extent to which they consider the system easy to use;

• the extent to which they consider the system useful;

• the attitude they have towards dispatchers.

5.6. Decision-making process
5.6.1. Recognition-Primed Model of rapid decision-making
The decision-making process of the dispatchers is modeled by making use of the Recognition-Primed
Model of rapid decision-making by Klein (1993) as a starting point. The original model explained in
Chapter 3, is adapted to the case study and the system boundaries, so that:

• the plausible goals refer to the chances to catch the fugitive with a specific number of units that
are at disposal;

• the relevant cues generally refer to the information at disposal about the crime, which can be
partial or complete, and the knowledge of the area where the crime took place;

• The expectancies refer to the expected direction of the fugitive based on the information at dis-
posal;

• The actions refer to the various possible strategies to position the units.

In the model, whether the decision-maker recognizes or not a situation depends on their knowledge of
the area where the crime took place and the level of experience they have with the procedures.

Accordingly to the Recognition-Primed Model of rapid decision-making, during the decision-making
process, the expectancies might be violated. This leads to the need to re-assess the situation and
re-establish whether the situation is familiar or not, and might lead to the need to restart the decision-
making process.
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5.6.2. Institutional Model of Operational-Level Decision Making
The Institutional Model of Operational-Level Decision Making by Heikkila and Isett (2004) is also par-
tially applied to this case. The definition of choices by the dispatchers is indeed highly influenced by the
information they have at disposal (exogenous factors) and their personality and past experience which
influences their cognitive processes (endogenous factors). Based on these factors, the dispatchers
conduct their operational choice. Afterward, the communication phase between the dispatchers and
police officers represents the alignment phase that takes place in public organizations and supports
the optimization of the strategies and the coordination between the different actors.

5.6.3. The decision-making process of the dispatchers
The process of defining the best strategy to position the units is made of three steps:

• the definition of the possible escape routes that the fugitive took;

• the identification of the associated probabilities that the fugitive took each route;

• the definition of the optimal positions for the units.

This process happens implicitly in the mind of the dispatchers, who are not completely aware of go-
ing through these steps. In this process, the experience of the dispatchers with the procedures is
paramount to efficiently performing all the steps. The knowledge of the area of the crime is also a very
critical requirement, especially for the first two steps.

In reality, what often happens is that if the dispatchers cannot define a strategy quickly enough, because
of their lack of experience with the procedures or knowledge of the area of the crime, they rely on the
police officers to coordinate and organize themselves. For the sake of this research, and to properly
compare the situation with and without the DSS, it will be assumed that the dispatchers always define a
solution. This is needed to draw a valid comparison between the time that is needed to make a decision
if the dispatchers are not assisted by the system and the time that is needed if they are.

5.7. Time frame
The procedures of finding and arresting fugitives happen in a very short time frame. The decision-
making process of the dispatchers and the communication with the police officers rarely exceed ten
minutes in total. Since the fastest action is equal to both the fastest decision-making process and the
fastest run time option for the DSS algorithm, the time unit is defined to be 30 seconds. The time frame,
on the other hand, is set to be ten minutes (20 ticks), because by that time the parameters that are
collected as output have already been defined. This value is checked through a tick test after the model
is built, to ensure that nothing actually happens after tick 20.

5.8. Performance indicators
One important aspect to define before conceptualizing and implementing themodel is how performance
will be measured. As previously mentioned, this research focuses on the personal efficiency and pro-
ductivity of the practitioners involved in the procedures, meaning that the aspect that is going to be
investigated is whether and to what extent the use of a decision support system improves the decision-
making processes time. In this perspective, defining personal efficiency and productivity is paramount.
For this reason, knowledge gathered from literature is combined with the information gained through
the interviews to identify the indicators that are to be analyzed to answer the main research question.

5.8.1. Evaluating decision-making processes
According to Forgionne (2000), there are two ways to evaluate decision-making processes: one is
focusing on the outcome of the decision and another one is focusing on the process itself. With regards
to the outcome, positive decision outcomes can include:

• gains in organization performance, such as increases in returns, reductions in costs, or boosts in
information flows (Lawrence & Sim, 1999);

• thematuration of the decision-maker, which would occur when there is progress in the person’s (or
group’s) understanding of the current problem and solution or a gain in the person’s (or group’s)
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general problem-solving skills (Raghunathan, 1999).

With regards to process, process improvements can involve:

• enhancements in the person’s or group’s ability to perform the phases or the steps of the decision-
making (Lipshitz & Bar-Ilan, 1996);

• an increase in personal efficiency, such as reducing the time needed by the user to structure the
problem or increasing the number of alternatives evaluated by the user in a given time period
(Dean Jr & Sharfman, 1993);

• an improvement in personal productivity, such as reducing the time needed for decision making
or increasing the amount of pertinent information, knowledge, and wisdom from decision making
(Kumar, 1999).

As Forgionne (2000) states, the effectiveness of decision support systems can be assessed by consid-
ering both the process and outcome aspects, depending on the goal that the DSS strives to achieve.
However, Le Blanc and Kozar (1990) underline how, to assess the effectiveness of decision support
systems it is important not only to focus on the improvements that the use of a DSS leads to but also
to consider the extent to which the DSS is actually employed by the users. This is due to the fact
that often the main problem concerns the (non-)acceptance of the technological system rather than the
improvements that the system itself could ensure to the decision-making process and output.

5.8.2. Measuring performance in the Police environment
Measuring performance is a very critical task in the public sector. In these contexts, it results very
important to measure performance not only to ensure transparency of public decisions and the use
of public funds but also to establish how to boost performance itself (Diana, 2014). In the context
of the Police, another reason is that Police executives may have no choice but to do so, because
of the pressure coming from local communities and governments (Moore & Braga, 2003). However,
measuring performance is not an easy task: defining performance, identifying suitable performance
indicators, and implementing a performancemanagement system are all very complex goals to achieve.

A performance measurement system is defined as a system that allows one to make some decisions
and implement some specific actions because it is based on quantifying the efficiency and effectiveness
of past actions using appropriate information infrastructure (Neely et al., 2002). To have such a system
in place, it is thus important to gather all the relevant information and identify relevant indicators. These
indicators should mirror the efficiency, effectiveness, financial, environmental, and social aspects (Chai,
2009) and for this reason, it is very complex to build a single model that covers all the features.

According to Moore and Braga (2003), in the context of the Police environment, five factors are very
important when it comes to performance measurement systems:

• The extent to which the internal system of performance measurement is aligned with the external
reporting system;

• The extent to which it is aligned with the organization’s internal organizational structure;

• The frequency of the measurements, and the speed of the feedback from managerial acts to
measured effects;

• The visibility and publicity of the reports;

• The extent to which the results of the measurement system are taken as definitive.

Moore and Braga (2003) also underline how one of the key issues is what to measure: while it is
important to measure the outcomes of the activities, which represent the value that the Police seek to
produce, it is also important to focus on the process. This means that the performance measurement
systems should not only consider the final results but also how these results are achieved. This can
either refer to the way the Police are using authority and money to accomplish their results or the
efficiency and effectiveness of the activities undertaken.
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5.8.3. Insights from experts
The police officers that have been interviewed underlined how, obviously, the final goal of the organi-
zation is to actually find the fugitives, and thus, the percentage of times the offender is intercepted is a
relevant indicator to measure performance.

However, the police officers highlighted that time is a very critical factor in the operations, and the more
time passes, the harder it is to catch the fugitive. For this reason, the average time that is spent to find
the fugitive is a very critical factor to consider and a very interesting indicator to employ.

5.8.4. Conclusion: selected performance indicators
Considering both the knowledge gathered from literature and the insights gained thanks to the inter-
views, it results clear that in general, measuring performance in such contexts is very complex. While
the outcome of the decision-making process (and thus the extent to which the Police succeed in find-
ing and arresting fugitives) is a very important aspect, as previously mentioned, it was decided not to
model the environment. For this reason, it is not possible to measure the outcome of the process, but
on the other hand, it is possible to focus on the process itself, and investigate the impact of the DSS
on the personal efficiency and productivity of the practitioners. The improvement of these aspects is
indeed directly linked to the eventual improvement of the decision outcomes, since reducing the time
needed to structure the problem and make decisions leads to quicker and more efficient processes.
Decreasing the decision-time is, as mentioned by the practitioners, indeed paramount to improving the
organization’s performance, which is linked to the main goals and values of the Police organization:
arresting offenders and enhancing security (Moore & Braga, 2003). Moreover, as Moore and Braga
(2003) underlines, analyzing how the results are achieved is even more important than analyzing the
final outcome. Therefore, the personal efficiency and productivity of the practitioners, as defined by
Dean Jr and Sharfman (1993) and Kumar (1999) and remarked by Forgionne (2000), are used to mea-
sure the performance of the procedures. In this case study, personal efficiency and productivity are
translated in the time that the dispatchers need to define a strategy and the time they need to commu-
nicate the strategy to the officers, which altogether constitute the decision-making process time.

Finally, as Le Blanc and Kozar (1990) underline, to assess the effectiveness of decision support systems
it is important not only to focus on the improvements that the use of a DSS led to but also to consider
the extent to which the DSS is actually employed by the users. For this reason, the results of the
performance of the procedures with and without the DSS assessed by the aforementioned indicators
will be analyzed in relation to the percentage of time the solution that comes from the DSS is actually
employed to catch the criminal



6
Agent-based model conceptualization

In this chapter, the system described in the previous chapter is conceptualized. First, the high-level
conceptualization is specified. Then, the narrative of the model is included, with clear references to the
assumptions made. Finally, the software implementation, validation of the model, and verification are
discussed.

6.1. High-level conceptualization
In Figure 6.1, the high-level conceptualization of the model is depicted. The model works such as,
based on the attributes of the agents, the information on the crime and its level of urgency, agents’
previous experience with the system, and the characteristics of the DSS (how it is implemented), the
dispatchers take more or less time to define a strategy and then the radio dispatcher communicates it
to the police officers, who might or might not agree with it.

Figure 6.1: High-level conceptualization.

6.2. Narrative
The narrative of the model is divided into two phases: the decision-making process of the dispatchers
and the communication of the established strategy to the police officers. The model investigates the
time that is needed for these two phases when the decision-makers are and are not assisted by the
DSS and the rate of adoption of the DSS by the actors. The narrative is based on the insights gained
from the interviews and the theories mentioned in the previous chapters.

6.2.1. Assumptions and parameters
While conceptualizing the model, we made a number of assumptions to efficiently translate the real
system into the ABM. The assumptions have to be stored to always be able to check the rationales
behind the decisions made.

26
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Most of the parameters employed in the model directly derive from the insights gained from the inter-
views or the literature. The only exceptions are the values in Figure 6.2 and a few other parameters that
could not be empirically verified. In those cases, while the insights from literature and the interviews
are taken into consideration (e.g. in Figure 6.2, higher values are associated with higher correlations
according to the literature findings included in Section 3.6), an analysis will be carried out in the follow-
ing sections to determine the impact of those values on the outcomes and the extent to which further
research is needed to better specify them.

6.2.2. Agents
At the start of the simulation, two types of agents are initialized. In the model, it is indeed assumed that
only these two actors are involved and that there is no distinction between National and Regional Police.
The first agent is the dispatcher: in every simulation, two are initialized, one representing the dispatcher
that works on the radio and the second being the dispatcher that works on the phone. The dispatchers
are characterized by their level of experience with the procedures, their knowledge of the different areas
where the crime might take place, and some other properties that describe their knowledge of the DSS
and their attitude towards it. The relations between these properties are shown in Figure 6.2, and
are defined accordingly to the literature research presented in Chapter 3, as specified in the previous
section. In Figure 6.2, it is also specified if the parameters are controllable or uncontrollable and the
weights of the relations between these parameters as implemented in the model. The attributes of the
dispatchers, a short description of them, and the possible values they might have are summarized in
Table C.1 in Appendix C.

Figure 6.2: Factors influencing perceived ease of use and perceived usefulness and their relation.

Moreover, the officers are initialized. The officers are characterized by some attributes that define their
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experience and their attitude towards the dispatchers and the DSS. Since they are not in direct contact
with the system, not all the properties that are relevant for the dispatchers are also relevant for them.
The properties of the officers are listed in Table C.2 in Appendix C. The weights of the relations between
the properties influencing officers’ attitudes towards the DSS are specified in Figure 6.2. The number
of initialized officers depends on the units at disposal and the crime urgency. Each officer might or
might not agree with the dispatcher and has the freedom to follow their guidelines or to apply their own
decision. In this model, it is assumed that there is just one officer for each unit that decides whether
to follow the dispatchers’ advice or not. Thus, communications (or discussions) always take place
between one officer and one dispatcher (the one that works on the radio).

6.2.3. Base case: current procedures without the DSS
The beginning of the simulation (tick=0) represents the moment when the dispatchers get to know about
the crime and start to decide where to position the units. The dispatchers always define a solution. The
crime can have three levels of urgency (high, medium, and low) and a specific number of units that are
needed to handle the situation. The urgency of the crime can be low, medium, or high with the same
probability. The number of units employed is randomly defined and determines the number of police
officers that are initialized. The crime is also characterized by the area in which it takes place. There
are five different areas where the crime can take place, and the dispatchers might or might not be
familiar with the areas.

The decision-making process consists of three phases: identifying the possible escape routes, de-
termining which one the fugitive took with the highest probability, and, based on the first two steps,
identifying where to position the units. This process is implicit for the dispatchers. Two aspects that
are very important to undergo this process are the level of experience with the procedures and the
knowledge of the area of the crime. More specifically, knowing the area is very important for the first
two phases (identifying the possible escape routes, and determining the probability that the fugitive
took those routes), while the experience with the procedures is paramount in all of the three phases.
Having information on the direction of the fugitive might ease the process. Accordingly, at tick = 0,
several different situations can take place:

1. The dispatcher that works with the radio recognizes the situation and is familiar with the area. In
this case, the dispatcher can work alone and undergo the three decision phases without additional
help.

2. At least one of the dispatchers knows the area and at least one of the dispatchers recognizes the
situation. In this case, the dispatchers collaborate to define the best strategy to position the units.

3. Both the dispatchers do not know the area, but at least one of them recognizes the situation. In
this case, the two dispatchers will need additional time for the first two phases of the decision-
making process.

4. Both the dispatchers do not recognize the situation, but at least one of them knows the area. In
this case, will need additional time for all of the three phases of the decision-making process.

5. Both the dispatchers do not recognize the situation and do not know the area. In this case, all
three phases are especially hard for the dispatchers and it will take very long for them to reach a
solution.

Whether the dispatcher knows the area depends on the related attribute. On the other hand, whether
they recognize the situation largely depends on their level of experience with the procedures. Moreover,
the dispatcher might or might not have sufficient information at the beginning (based on the scenario).
If they do not have sufficient information and they do not have a very high experience, then the time
needed to make a decision will increase by 1 or 2 ticks. This depends on the radio dispatcher if they
make the decision alone (in situation 1); whereas in all the other situations (when they jointly look for
a solution), it depends on both dispatchers: if one of the two is highly experienced, there will not be
consequences on the duration of the decision-making process.

In some cases, when the two dispatchers collaborate, they do not agree right away on the best strategy
(based on probability_agreement_dispatchers), but instead, they discuss what strategy to apply. This
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happens randomly and might add up to 60 seconds (1 or 2 ticks) to the time needed to make the
decision.

At times, it might happen (based on the scenario) that even if the dispatchers do not have information
at the beginning on the direction of the fugitive, based on some new piece of information they get over
time, they manage to identify it. This can happen either right after the decision-making process starts
or closer to the end, based on the scenario, and might lower the time needed to make the decision by
30 or 60 seconds (1 or 2 ticks).

Sometimes, during the decision-making process, new information is gained which leads to the need to
restart the decision-making process. This is linked to new information on the direction of the fugitive that
is different from what was expected at the beginning. When this happens (based on the scenario), the
dispatchers have to restart the decision-making process. This refers to the event of the expectancies
being violated, as in the RPM of rapid decision-making by Klein (1993) and can happen either right
after the decision-making process starts or closer to the end, based on the scenario.

After the decision is made, the strategy has to be communicated to the police officers. It is assumed
that new information will not be gained from this moment onwards. Communicating the situation to
all police officers by radio takes 30 seconds. Then each police officer might agree or not agree with
the dispatchers, and thus the communication time (communication_time) can increase by 30 or 60
seconds for each officer that does not agree and discusses with the dispatchers on the best strategy.
Whether they agree or not depends on the authority of the dispatcher that works with the radio, the
general attitude that the officers have towards dispatchers, and the experience of the actors with the
procedures, so that if the dispatcher is more experienced than the officer or if the authority of the
dispatcher is stronger than the negative attitude the officer has towards the dispatchers, there is a high
chance (probability_agreement_officers_good_attitude = 90%) of agreement. In all of the other cases,
the chance of agreement is lower (probability_agreement_officers_bad_attitude = 50%).

When the strategy is communicated to all the officers and shared solutions are found, the simulation
ends. The total time that is needed for both the decision-making process (decision_time) and the
communication (communication_time) are stored as output parameters.

6.2.4. Procedures with the DSS
In the version with the DSS, the two phases look different. In the first phase of the procedure, the
system automatically displays the optimized solution to position the units. The DSS takes a specific
time (run_length_algorithm) to run, which is equal to either 30, 60, or 120 seconds (1, 2, or 4 ticks),
depending on the policy. Moreover, again depending on the policy, the DSS might display different
kinds of information: the possible routes (a), the associated probabilities that the fugitive took those
routes (b), and the best locations to position the units (c). Different scenarios are defined where the
DSS displays either just a, just a and b, just c, or a, b and c all together.

At tick = 0, the decision-making process starts. During this process, the dispatcher evaluates whether
to define their solution and directly use it, to wait for the DSS, or to directly use the solution advised by
the DSS. In the control room, the same five different situations that were previously described can take
place. Based on the situation, and thus the time that is needed to make the decision, the probability
that the dispatcher will wait for the solution of the DSS (waiting_probability) changes. This probability is
also influenced by whether the DSS can offer to the dispatchers the information they need: if they have
a low experience with the procedures (since that would help with all the steps of the decision-making
process) or if they are not familiar with the area and the DSS displays a or b, it is more likely that they
will wait for it. If the DSS displays both the possible routes and the associated probabilities, the help it
can provide to the dispatchers that do not know the area is higher compared to the case where the DSS
just displays the possible routes. In some cases, the probability is 100% because the dispatchers need
an amount of time to make the decision that is either equal to or higher than the time needed to run the
algorithm and process its solution, and therefore, the solution would anyway be displayed before they
have made their final decision. The experience of the dispatchers with the procedures has the highest
weight on the waiting_probability. In case the dispatcher that works on the radio decides alone, only
their knowledge will determine this, whereas when the dispatchers work together (in every situation
except the first one), the probability will be influenced by both dispatchers, and the experience of the
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more experienced dispatcher will be considered. Moreover, the probability that they will wait is affected
by the crime urgency, so that, when the probability is not 100%, the waiting probability will decrease by
5% for crimes of medium urgency and 10% for crimes of high urgency. Additionally, the probability is
affected by the information at disposal, so that if the dispatchers have full information on the direction
of the fugitive and a high experience (>= 0.7), the probability will decrease by another 10%.

After the solution is displayed, the dispatchers need some time to evaluate the solution, which will differ
based on the information displayed by the DSS. If the DSS displays the information on where to position
the units, the evaluation will take 30 seconds (1 tick); if the DSS just shows the possible route and the
associated probabilities, the dispatchers will also have to define a strategy in addition to evaluating the
information that is displayed, and thus the time needed to process the information will be higher (60
seconds, 2 ticks). The total time needed to make the decision, depending on the situation, will thus
either be equal to the sum of the time needed to run the algorithm and the time needed to process the
solution or to the time the dispatchers need to formulate their decision (decision_time).

If the dispatchers decide to wait for the DSS, they will compare the solution defined based on their intu-
ition and experience with the one proposed by the system. There is a probability (matching_probability)
that the solution will match with the one defined by the dispatchers, which partially depends on the ex-
perience that the dispatcher has with the procedures and the familiarity with the area where the crime
took place. If the dispatchers have high experience, this probability will be higher. Similarly, if the
dispatchers know the area of the crime, the matching_probability is higher. If the two solutions match,
it means that the dispatchers will adopt the solution proposed by the DSS.

In some cases, when the DSS displays its solution the dispatchers have not yet defined another strategy
and thus they might decide to directly use the solution advised by the DSS. This happens when the
dispatchers would still require a long time to define a solution (decision_time - run_time >= 5) and the
crime is highly urgent or when they would still require some time to decide (decision_time - run_time >=
3) and their perception of the DSS is very positive (based their perceived ease of use and usefulness).
When the dispatcher that works on the radio decides alone, just their perception is relevant, whilst
when the two dispatchers are collaborating, the one with the highest experience with the procedures
decides.

On the other hand, when the dispatcher has already defined a solution or is about to define it, based
on the matching_probability, the dispatchers might or might not agree with it. If the two solutions differ,
the dispatchers will discuss and decide which solution to use. This depends on the perceived ease of
use and usefulness of the DSS by the dispatchers so that the probability that each dispatcher will use
the solution advised by the DSS (probability_DSS_use) is equal to 0.55 multiplied by the perceived
usefulness, summed to 0.45 multiplied by the perceived ease of use. This probability increases or
decreases depending on the kind and quantity of information displayed by the DSS. The presence
of many features will indeed increase the chance that the dispatcher will understand the solution and
agree with it, based on the fact that having more information increases the transparency of the system.
If the level of transparency is low (displaying few features means that it is harder for the dispatcher to
understand the strategy proposed), the probability that the dispatcher will adopt the solution decreases.
Moreover, the probability is influenced by the level of cognitive differentiation of the dispatchers, so
that if many features are displayed and the level of cognitive differentiation of the dispatcher is low,
they will find it difficult to interpret the DSS solution, and thus the probability that they will adopt the
solution decreases. The relationship between the combinations of the information displayed, the level
of transparency and the issues connected to a low cognitive differentiation are shown in Table 6.1.
This probability will be calculated for both dispatchers, and, in case the two dispatchers do not agree
on whether to apply the solution, the dispatcher with more experience with the procedures decides. If
the dispatcher that works with the radio decides alone, just their point of view is considered. For the
other situations, the opinions of both dispatchers are relevant.

While the DSS processes its solution, in the eventuality that at the beginning the dispatchers do not have
information on the direction of the fugitive, it might happen, based on the scenario, that they will get it
afterward. If and when this happens, the DSS needs to restart to run. Thus, the situation is reassessed
and the dispatchers decide again whether to wait for the DSS, again based on the waiting_probability.
However, in this case, it needs to be considered that the dispatchers will need less time to make their
decision (thanks to the additional information) and thus the probability that they will wait for the DSS is
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Features dis-
played

Gain in proba-
bility of use be-
cause of trans-
parency

Loss in probability of use
if dispatchers have cogni-
tive differentiation <= 0.66
and > 0.33)

Loss in probability of use if
dispatchers have cognitive
differentiation <= 0.33

[routes] 0.1 0.1 0.2
[routes, proba-
bilities] 0.2 0.2 0.4

[routes, prob-
abilities, posi-
tions]

0.3 0.3 0.6

[positions] 0 0 0

Table 6.1: Relationship between the combinations of information displayed, the level of transparency, and the issues connected
to a low cognitive differentiation.

lower.

Sometimes, during the decision-making process, new information on the direction of the fugitive is
gained that is different from what was expected at the beginning. When this happens (based on the
scenario), the dispatchers have to restart the decision-making process and the DSS has to be re-run.
Also in this case, the situation is reassessed and the dispatchers decide again whether to wait for the
DSS.

After the decision is made, the solution is communicated to the police officers, similarly as in the pre-
vious version. In this version, however, the probabilities of agreement between the dispatchers and
the police officers vary if the dispatchers decide to employ the solution suggested by the DSS. In order
to define this variation, the probability that the officer would use the solution displayed by the DSS is
calculated in the same way as for the dispatchers and then:

• if the probability that the officer would use the solution displayed by the DSS is < 0.2, the chance
of agreement decreases by 20%;

• if the probability that the officer would use the solution displayed by the DSS is >= 0.2 and < 0.4,
the chance of agreement decreases by 10%;

• if the probability that the officer would use the solution displayed by the DSS is >= 0.4 and < 0.6,
the chance of agreement does not change;

• if the probability that the officer would use the solution displayed by the DSS is >= 0.6 and < 0.8,
the chance of agreement increases by 10%;

• if the probability that the officer would use the solution displayed by the DSS is >= 0.8, the chance
of agreement increases by 20%.

Based on this probability, it is determined whether the officer and the dispatcher agree right away. If the
dispatchers decided to employ the solution suggested by the DSS, the fact that they agree implies that
this solution is actually implemented. On the other hand, when they do not agree right away, whether
they will apply the solution advised by the DSS depends on their perceived usefulness and perceived
ease of use, so that the probability that each dispatcher will use the solution advised by the DSS is
equal to 0.55 multiplied by the perceived usefulness, summed to 0.45 multiplied by the perceived ease
of use. This probability can increase based on the features displayed by the DSS: a higher level of
transparency means that the dispatches can more easily explain the reasons behind the solution to the
officers and thus the chance that the officers will be convinced by the explanations of the dispatchers
is higher. Based on that, the percentage of officers that employ the DSS solution is stored as an output
parameter.

When the strategy is communicated to all the officers and shared solutions are found, the simulation
ends. The total time that is needed for both the decision-making process (decision_time) and the
communication (communication_time) are stored as an output parameter, as well as the rate of adoption
of the DSS solution by both the dispatchers and the police officers.
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6.3. Software implementation
After defining the narrative, the conceptualization of the model must be translated into the actual model.
This model is implemented in Python (Van Rossum & Drake, 2009). Python is chosen as programming
language because of its universality, which would facilitate a future eventual extension of the model
(e.g. by including the environment). As an intermediate step, a pseudo-code is written, which is a
textual description of the exact flow of the algorithm (Van Dam et al., 2012). This step is needed to
translate the elements of the narrative into programming elements (iterations, conditions, input, and
output operations). The pseudo-code has then been translated into the Python files, which constitute
the ABM defined in Python making use of the MESA library (Project Mesa Team, 2016), that support
the implementation of ABM in Python.

6.4. Model validation
Before running the experiments and analyzing the data coming from the simulationmodel, it is paramount
to conceptually validate the model, by determining whether the theory and assumptions underlying the
model are justifiable (Sargent, 1984).

Most of the assumptions underlying the model derive from the insights gained in the interviews. Al-
though just a small sample of practitioners was interviewed, the road police officers and the dispatch-
ers interviewed are very experienced in the practices of finding and arresting fugitives. Given that the
practitioners never contradicted one another and are very expert on the topic, the assumptions made
based on the interviews can be considered to be justifiable.

Additionally, some assumptions are made to generalize the case study andmake it possible to apply the
results to all decision-making processes taking place under time pressure, dynamism, and uncertainty.
For instance, it is assumed that dispatchers always make a decision, to allow for the comparison of the
decision-making time when the decision maker is and is not assisted by the DSS.

Finally, some assumptions are made based on the knowledge gained from literature and presented
in Chapter 3, for instance with regards to the attitude of the actors towards the DSS. Given the lack
of knowledge on the factors influencing the adoption of a new DSS in an operational decision-making
process, a literature review was conducted that did not specifically focus on these contexts, but, on
the other hand, the knowledge on the general attitude towards the adoption of a new technology also
in strategical decision-making processes was considered. For this reason, we cannot be sure of the
validity of the assumptions made, but, given the aforementioned lack of knowledge, the use of more
general knowledge and the assumptions made can be justifiable.

Furthermore, we used three main theories to define the model. First, the Recognition-Primed Decision
model of rapid decision-making was employed, since it models the decision-making processes under-
taken in situations characterized by time pressure, dynamism, and uncertainty, where the decision-
maker recognizes situations as typical, recognizes typical courses of action, and evaluates actions
through mental simulation, thus basing the decision on their experience. Thus, this model is very
appropriate for this research and for the case study. The Institutional Model of Operational-Level De-
cision Making was employed to model the effects of institutions on operational-level choices in public
organizations, which is very relevant for this case study and explains the influence of exogenous and
endogenous factors on the decisions made. Finally, the Technology Acceptance Model is used to
model the attitude of the actors towards the DSS, which is an important factor in these procedures
since a technology is introduced in a process where such a system had never been in place before.

As a result, the model can be considered suitable to conduct this investigation, since it is based on the
knowledge of the experts and on relevant literature, and allows to investigate the effect of using a DSS
in a decision-making process characterized by time pressure, uncertainty, and dynamism.

6.5. Verification
After implementing the model, the verification phase is carried out which consists of a tick test, repro-
ducibility and variability tests, and a sensitivity analysis.

The tick test is meant to determine what the run length of the simulation should be. The initial hypothesis
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is that the run length can be set to 15 ticks since nothing happens after that time. The test is run for
both versions of the model and the run length for this experiment is set to 60 ticks. For both versions,
one thousand repetitions are performed. The results are shown in Figures D.1 and D.2 in the Appendix.
The test highlights that in both versions, the decision-making time is never higher than 15 ticks, with
the maximum being 10 in both versions of the model. Since the communication time is determined in
one tick after the decision-making process is completed, nothing happens after tick 10 and thus, there
is no need to run the simulation for more than 15 ticks. As a consequence of this test, 15 is set as the
run length for the simulation. A margin is left to make sure that all the replications are properly run in
the following tests and experiments.

The reproducibility and variability tests are meant to verify that the simulation provides the same results
with the same seeds and different results with different seeds. The results of the tests, included in
Appendix D, show that the model runs can be reproduced but also varied.

The sensitivity analysis is employed to understand the impact that some values that are not defined
based on literature or experts’ interviews but also based on logic, have on the outcome of the model.
These values correspond to the numbers in Figure 6.2 and the impact that having or not having some
components of the DSS that might help the dispatchers that are not familiar with the area of the crime
has on the adoption of the DSS (weight_area_component_probability_DSS_use). These values are not
quantified in literature and cannot be validated by experts either. Thus, they are defined based on the
qualitative knowledge gathered from previous studies, where the correlation between the variables is
researched. However, since the case studies are very context-dependent and the contexts are different
from the ones at stake, these values cannot be directly applied but can only provide some insights on
what variables have a strong or weak correlation. For this reason, it was decided to conduct a sensitivity
analysis (Saltelli, 2002), which is included in Appendix D.

Overall, it can be noticed that some input parameters have a higher correlation than others with the
output parameters. It also needs to be considered that the correlations are calculated as the impact
that each parameter has on each output in relation to the impacts that all the other input parameters
have on the same outcome. This means that these values do not show an absolute correlation but just
a relative one. It is however very useful to conduct this analysis because it highlights the limitations with
regard to the definition of input parameters that cannot be empirically determined. More specifically, the
results of this analysis highlight that the definition of the weight of the experience with the procedures of
the police officers in the definition of their attitude towards dispatchers and the weight of the experience
with the procedures of the police officers in the definition of their perceived ease of use of the DSS do
partially impact the communication time and the adoption of the DSS by the police officers. This means
that different definitions of these values might lead to different results, and thus, since it is not possible
to verify them further, it must be considered that the results obtained with regards to the communication
time and the adoption of the DSS by the police officers might be subject to this limitation.
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Experimentation

In this chapter, the experimentation phase is presented. The experimentation consists of a base case,
which represents the current procedures without the DSS, and of other five experiments, which mirror
the procedures with the assistance of the decision support system. First, the hypotheses, with regard
to the expected results of the experiments, are presented. Then, after explaining how the experiments
are implemented, the results of the experiments are included.

7.1. Hypothesis
The literature research and the interviews provide some insights into the hypothesized effect of em-
ploying the DSS in procedures. Accordingly, we hypothesize that:

H1: The aspects that have the highest influence on the personal efficiency and productivity are the
knowledge of the area of the crime and the knowledge of the procedures by the dispatchers.

H2: The employment of the DSS does not deeply improve the decision-making process time or the
communication time compared to the base case.

H3: When the DSS has a run length equal to 4, the rate of DSS adoption is significantly lower than
when the run length is 1 or 2.

H4: The cases where the run length is equal to 1 are associated with the fastest decision-making time.
The cases where the run length is equal to 4 are associated with the slowest decision-making time,
which is just slightly better than the base case.

H5: The inclusion of the actors in the DSS design and the training with the system leads to an increase
in the rate of adoption for both dispatchers and officers compared to the cases when the actors are not
involved. It also leads to shorter communication time, since the probability that the officers agree right
away with the dispatchers increases.

H6: A positive experience with the system leads to an increase in the rate of adoption for both dis-
patchers and officers compared to the cases when the actors are not involved. It also leads to shorter
communication time, since the probability that the officers agree right away with the dispatchers in-
creases.

H7: The cases where the DSS displays the fugitive routes and the associated probabilities are the ones
with the highest rate of adoption because the actors are thus able to understand the reason behind the
solution displayed.

H8: The DSS is mostly adopted by the dispatchers in the scenarios where the dispatchers have low
experience and no knowledge of the area of the crime.

H9: When the agents always trust the system, the rate of adoption is higher but the decision and
communication time will not be impacted.

34
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H10: Different distributions of the matching_probability do not have a visible impact on the rate of
adoption of the DSS.

H11: Different distributions of the impact of the attitude of the officers towards the system on the prob-
ability of agreement between dispatchers and officers have a visible impact on the communication time
and on the rate of adoption by the police officers.

H12: The DSS is mostly useful in the scenarios where the information on the direction of the fugitive is
gained right away and no more information is gained throughout the process.

7.2. Implementation of the experiments: ExploratoryModelingWork-
bench

All the experiments are implemented by making use of the EMAWorkbench library in Python. The logic
of the Workbench is based on the XLRM framework (Kwakkel, 2017), which is shown in Figure 7.1.
In this framework, X represents the exogenous or external factors, which are not controllable by the
decision-maker; L refers to the policy levers or the controllable factors; R stands for the relationships
within the system; M refers to the performance metrics or outcomes of interest. In the EMAWorkbench,
this framework is used to structure the problem, so that the external factors are called uncertainties,
policy levers are called levers, and performancemetrics are called outcomes. These three are attributes
of a model, which contains the relationships in the system.

Figure 7.1: The XLRM framework (Kwakkel, 2017).

In the EMAWorkbench, the simulation model is run as if it were a function (Kwakkel, 2017). Employing
the XLRM notation, a simulation model is considered a function called with a set of parameters X and
L. The return of the function is a set of outcomes of interest M. Making use of this library, various
experiments are run that explore the impact of the specified policy levers on the outcomes, given a
set of scenarios that are defined based on the considered uncertainties. The way the experiments are
implemented in the EMA workbench, as well as the policies, scenarios and outcomes considered in
each experiment, are explained in detail in Appendix E.

7.3. Results
7.3.1. Base case: current procedures without DSS
In the base case, it can be observed that the average decision-making process time for each scenario
ranges between around 2 and 4 ticks (1 and 2 minutes), as Figure 7.2a highlights, with an overall
average of 1.38 minutes. On the other hand, the graph in Figure 7.2b shows the distribution of the
communication time. In all the scenarios, the average communication time ranges between around 2.0
and 3.2 ticks (1 and 1.6 minutes), with the overall average being 1.46 minutes.

Additional analysis is conducted that investigates the relation between the different input and output
parameters. The results of this analysis are included in Appendix F. An interesting insight gained from
this analysis is that the information scenario has a deep correlation with the outcomes, as it is also
visible in Figure 7.3.
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(a) Decision-making process time in the base case. (b) Communication time in the base case.

Figure 7.2: Decision-making process time and communication time in the base case.

Figure 7.3: The distribution of the decision-making process time in the base case, based on the different information scenarios.

7.3.2. Experiment 1: varying the run-length of the algorithm and the components
of the DSS

Experiment 1 investigates not only the effect of using a DSS on the personal efficiency and produc-
tivity but also the impact of different implementations of the system (different run lengths and different
combinations of information displayed. First, an analysis is conducted to identify what levers or un-
certainties have a deeper impact on the outputs. The results of this analysis are shown in Figure 7.4
and highlight that the experience the radio dispatcher has with the procedures has a very deep impact
on the communication time (correlation = 0.71). The relation between these two parameters is also
plotted in Figure G.1 in the Appendix, where their correlation is very evident. The fact that the corre-
lation is very high is due to the fact that other parameters that influence the communication time are
the properties of the officers that are not selected as input parameters. From Figure G.1, it is evident
that a higher experience corresponds to a lower communication time. This is connected to the fact that
the probability of agreement is higher if the dispatcher is more experienced with the procedure. The
parameters that are most correlated with the decision-making time are the information scenario, the
run length of the algorithm, and the experience with the procedures and knowledge of the area of the
radio dispatcher. On the other hand, the rate of adoption of the DSS by the dispatchers and the officers
is mostly influenced by the information scenario and the run length of the algorithm.

Furthermore, the variation of the outcomes based on the different policies is analyzed. Figure 7.5
shows the decision-making time based on the different policies. The average values for each policy
can be found in Table G.1 in the Appendix.

When the run length is 1, the decision-making is evidently faster, with the average time ranging from
1.643 to 1.975 minutes. When the DSS displays the information on the optimal positions, the process
is faster than when it does not. This is due to the fact that if the DSS does not display information
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Figure 7.4: Correlation between input and output parameters in Experiment 1.

Figure 7.5: The distribution of the decision-making time based on the different policies in Experiment 1.

on the optimal positions, the dispatchers need more time to evaluate the information and define a
strategy. The fastest process is thus when the run length is 1 and the DSS shows the information on
the optimal positions. In these cases, the average decision-making time is around 1.65 minutes, thus
being similar to the base case. When the run length is equal to 2 and the DSS shows the information
on the optimal position, the decision-making time just slightly increases, whilst when the run length
is 4, the process is much slower, with the average being around 2.5 minutes. Through a two-sample
Kolmogorov-Smirnov test, it was established that the distributions in all the policies are different from



7.3. Results 38

the one in the base case. Moreover, the test highlights that, regardless of the specific policy, the
distribution of the decision-making time is the same when the time needed to gather and process the
information is the same. Moreover, the impact of the number of features displayed, and thus the level
of transparency of the solution, and the impact of the cognitive differentiation of the dispatchers are
very low, as also highlighted in Figure 7.4.

On the other hand, when it comes to communication time, there is no difference between the various
policies, as shown in Figure G.2 in the Appendix and as a two-sample Kolmogorov-Smirnov test con-
firmed. The average communication time for each policy is displayed in Table G.1 in the Appendix.
The averages per policy are close to 1.46 minutes, thus being very similar to the base case.

Another aspect that has to be investigated is the rate of adoption of the solution advised by the DSS
by the dispatchers. The results are shown in Figure 7.6, where it is visible that the rate of adoption is
higher when the run length is lower and where the optimal positions are shown. Figure 7.6 also shows
that, in general, the rate of adoption is not high. The values in Table G.1 also highlight that, with the
rate always being below 50%. The best cases are the ones where the DSS displays information on the
optimal positions and the run length is equal to 1 (the average being around 46%), which correspond
to the best cases also for the decision-time. In the worst cases, when the run length is 4 and the DSS
does not display information on the optimal positions, the rate of adoption does not reach 30%.

Figure 7.6: The distribution of the rate of adoption of the solution advised by the DSS by the dispatchers based on the different
policies in Experiment 1.

Furthermore, the rate of adoption of the DSS solution by the police officers is investigated. The net
rate of adoption (out of times that the dispatchers adopt the DSS solution) is shown in Figure G.3 in
the Appendix. A two-sample Kolmogorov-Smirnov test showed that the rate of adoption of the DSS
has the same distribution in all the policies. The average net rate of adoptions is indeed always very
high (87% or 88%), as shown in Table G.1 in the Appendix, meaning that it is highly probable that the
officers would trust the system and adopt the solution advised by DSS.

Additionally, more insights are gained into the relation between the DSS adoption, the experience of the
radio dispatcher with the procedures, and their knowledge of the area of the crime. Figure 7.7 shows
the results. It is visible in these graphs, that when the run length is lower, the adoption of the DSS is
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generally higher. On the other hand, when the run length is higher, it is clear that the DSS solution is
adopted by the dispatchers who either have low experience with the procedures, or no knowledge of
the area of the crime, or none of them.

Figure 7.7: The relation between the rate of DSS adoption, the knowledge of the area of the crime and the experience with the
procedures of the radio dispatcher.

The last analysis performed regards the difference between the various information scenarios and is
shown in Figures 7.8a and 7.8b. Compared to the base case, where the distributions are visibly different
when the dispatchers get different information on the direction of the fugitive throughout the process,
when the DSS is in place, the differences are lower. When the DSS is in place, these scenarios are
the ones linked to the highest decision-making time but are also the cases where the DSS is mostly
adopted, highlighting that the DSS especially provides support in these circumstances. Moreover, the
decision-making time does not evidently increase compared to the base case. On the other hand,
the scenarios where the dispatchers gain more information on the direction of the fugitive throughout
the process, are the ones where the DSS is adopted the least. The scenarios where the dispatchers
have full information at the start and do not get any more afterward, is characterized by the lowest
decision-making time, but also a pretty high rate of adoption of the DSS.

7.3.3. Experiment 2: varying the involvement of the agents in the design and
trainingwith the DSS and the percentage of positive past experienceswith
the system

Once the impact of the different implementations of the DSS is investigated, in Experiment 2 the impact
of the involvement of the actors in the design of the DSS and in training with the system, as well as the
impact of having positive past experience with the system is analyzed.

Also in this case, the first analysis regards the correlation between the inputs and the outputs. In
Figure H.1 in the Appendix, it is visible that, the variable representing the inclusion of the actors in the
design of the DSS and in training with the system, has a high impact on both the communication time
(correlation = 0.12) and the rate of adoption of the DSS by the officers (correlation = 0.17). The variable
representing the percentage of positive experience with the system is partially correlated with the rate
of adoption of the DSS by the officers (correlation = 0.079) and the communication time (correlation =
0.052).

Then, the distributions of the decision-making time and the communication time in the different policies
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(a) Decision-making process time in Experiment 1, based on the dif-
ferent information scenarios.

(b) Rate of adoption of the DSS by the dispatchers in Experiment 1,
based on the different information scenarios.

Figure 7.8: Decision-making process time and rate of adoption of the DSS by the dispatchers in Experiment 1, based on the
different information scenarios.

are analyzed. The distribution of the decision-making time does not changemuch between policies with
different levels of inclusion_training or positive_experience, as shown in Figure H.2 in the Appendix
and confirmed by a two-sample Kolmogorov-Smirnov test. This is partially related to the fact that
the rate of adoption of the DSS solution is not too high and thus, the impact of the inclusion of the
dispatchers in the decision is limited overall. Moreover, there are a lot of other factors that play a role
in the decision (for instance, their level of experience and their knowledge of the area) and thus, the
impact of this parameter is even more limited. In Table H.1 in the Appendix is indeed visible that the
average decision-making time is almost the same for all the policies.

On the other hand, when it comes to the communication time, Figure 7.9 shows that the impact is more
visible. This is due to the fact that if all the officers have some kind of previous experience with the
system, this leads to a higher probability of direct agreement with the dispatchers (since the level of trust
in the system is generally higher). The average values, shown in Table H.1 in the Appendix, confirm
this: no relation is visible between the inclusion_training or the positive_experience parameters and the
decision time, while the communication time is clearly higher when the agents are not involved in the
DSS design or with training with the system or do not have a completely positive experience with the
system (between 1.5 and 2 minutes). On the other hand, when agents are involved and have a positive
experience with the system (when both the parameters are equal to 0.5 or 1), the communication time
is lower (less than 1.5 minutes). Thus, when agents are not included or have a negative experience
with the system, there is a clear loss in the communication time compared to the base case.

Moreover, the impact of the inclusion_training and positive_experience parameters on the rate of adop-
tion of the DSS is investigated. As visible in Figure H.3 in the Appendix, the parameters do not have
a clear correlation with the DSS adoption. Similarly, by looking at the average DSS adoption in Table
H.1 in the Appendix, it is possible to notice that all the policies are associated with almost the same
average rate of adoption. On the other hand, as Figure 7.10 shows, the parameter does have an impact
on the rate of adoption by the police officers, with the rate being generally lower when the officers do
not have previous experience with the system or when they have a negative experience with it. This
is also visible in the averages in Table H.1 in the Appendix, where the rate of adoption of the DSS by
the police officers reaches 98.7% when both parameters are equal to 1 (highest inclusion and positive
experience) and is equal to 59.7% when both parameters are equal to 0 (lowest inclusion and negative
experience).

7.3.4. Experiment 3: investigating what happens if all the agents always trust
the system

Experiment 3 investigates what happens if all the agents always trust the system. This means that
when agents evaluate whether or not to adopt the solution advised by the DSS, they always decide to
adopt it, and thus the perceived usefulness and ease of use do not have any effect in this experiment.
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Figure 7.9: The distribution of the communication time based on the different policies in Experiment 2.

Figure 7.10: The distribution of the rate of adoption of the solution advised by the DSS by the police officers based on the different
policies in Experiment 2.
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In Figure 7.11a, the distribution of the decision-making time is included. Compared to the base case
(Figure 7.2a), where the decision-making process takes around 2, 3.5 or 4 ticks, in this experiment, the
decision-making ismore distributed, ranging between 2.5 and 6 ticks. The average time in this context is
almost 2minutes, thus being higher than in the base case. This value, as seen in Experiment 1, is highly
influenced by the way the DSS is implemented and indeed is in line with the average in Experiment 1
when the run length of the algorithm is 2 and all the features are displayed by the DSS. On the other
hand, the communication time is much shorter, with an overall average of 0.66 minutes, thus less than
half of the one in the base case. This is due to the fact that, in this experiment, the officers always trust
the system, and thus when the DSS solution is used, they always agree to adopt the solution without
the need to discuss with the dispatchers. As Figure 7.11b shows, in most scenarios the communication
between dispatchers and officers lasts between 1 and 1.5 ticks (30 and 45 seconds).

(a) Decision-making process time in Experiment 3. (b) Communication time in Experiment 3.

Figure 7.11: Decision-making process time and communication time in Experiment 3.

Furthermore, the rate of adoption of the DSS is analyzed. As Figure 7.12a shows, the rate of adoption
by the dispatchers is very high compared to the previous experiments, with the average being 0.85.
This value also highlights that 85% of the time the dispatchers decide to wait for the DSS to run (when
the DSS has a run length equal to 2). By looking at the rate of adoption of the DSS by the officers in
Figure 7.12b, it is clear that the distribution is exactly the same as in Figure 7.12a. This is due to the
fact that the officers always trust the system and always adopt the DSS solution when it is adopted by
the dispatchers. Consequently, the net rate of adoption of the DSS by the police officers is equal to 1.

(a) Rate of adoption of the DSS by the dispatchers in Experiment 3. (b) Rate of adoption of the DSS by the police officers in Experiment 3.

Figure 7.12: Rate of adoption of the DSS by the dispatchers and the police officers in Experiment 3.

7.3.5. Experiment 4: varying the matching_probability distribution
Experiment 4 investigates the impact of using different distributions for the matching_probability, which
is the probability that the solution advised by the DSS matches with the one defined by the dispatchers
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based on their experience.

In this experiment, four different distributions are implemented (two normal distributions and two uniform
ones, with different upper and lower bounds, as explained in Section E.5 in the Appendix). The results
are shown in Figures I.1 and I.2 in the Appendix.

A two-sample Kolmogorov-Smirnov test highlighted that the distributions of all the outcomes are the
same regardless of the input matching_probability distribution. Thus, it is thus possible to assume that
the impact of the matching_probability on the outcomes is not too high and thus, even if the match-
ing_probability distribution is not defined based on evidence, this just has marginal consequences on
the results.

7.3.6. Experiment 5: varying the impact of the attitude of the officers towards
the DSS on the probability of agreement between dispatchers and police
officers

The last experiment verifies the consequences of using different distributions in the definition of the im-
pact of the attitude of the officers towards the DSS, on the probability of agreement between dispatchers
and police officers.

In this experiment, three different distributions are implemented, defined as different variations, as
explained in Section E.6 in the Appendix. Since the different distributions just impact the second part
of the procedures (the communication phase), the only outcomes considered are the communication
time and the net rate of adoption of the DSS by the police officers. The results are shown in Figures
J.1 and J.2 in the Appendix.

By looking at the graphs, it can be noticed that the distributions do present some differences. However,
by conducting a two-sample Kolmogorov-Smirnov test, it was established that the distributions just
have marginal differences and can be considered to be the same, since the p-value always results to
be higher than 0.1. It is to be noticed that in a few cases, the p-value is equal to 0.15, thus highlighting
that a few differences are present.

These results not only suggest that using different values for the variation parameter might lead to
slightly different results, but also that, the higher the impact, the higher the trust in the system and the
probability of direct agreement with the dispatchers, thus slightly impacting the insights gained from the
experiments. Since it is not possible to empirically verify which one of these values is more represen-
tative of reality due to the lack of data, it is paramount to consider this limitation when discussing the
results.

7.4. Summary
In this section, the results gained from the experiments are analyzed in light of the hypotheses initially
made. The insights are summarized in Table 7.1.

Hypothesis Satified? Explanation

Hypothesis
1 Partially

Based on the data presented above, it is very clear that the experience
of the dispatchers with the procedures and their knowledge of the area
of the crime deeply influence the procedures of finding and arresting
fugitives and the decision-making and communication processes. This
result is coherent with Hypothesis 1 and highlighted both in Figure 7.4
and in Figure H.1 in the Appendix. However, the information scenario is
another very critical aspect in the procedures.
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Hypothesis
2 Partially

The use of a DSS does not deeply decrease the decision-making time
or the communication time compared to the base case, which is coher-
ent with Hypothesis 2. As Experiment 1 highlights, in most cases, the
decision-making time actually increases, especially when the DSS has
a higher run length and does not displays information on the optimal po-
sitions, as shown in Figure 7.5 and in Table G.1 in the Appendix. More-
over, the results in Table G.1 in the Appendix and in Figure G.2 highlight
that the communication time does not really decrease with the use of the
DSS. When looking at these results, it must be considered that the rate
of adoption of the solution advised by the DSS is generally low, ranging
from around 27% to a maximum of around 44% in some cases, thus the
effect of using the DSS on the decision-making and communication time
is just partial.

Hypothesis
3 Yes Accordingly to Hypothesis 3, when the DSS has a run length equal to 4,

the rate of DSS adoption is lower than when the run length is 1 or 2.

Hypothesis
4 Partially

It is visible from the data that the lowest run time is associated with
the fastest decision-making time. When the run length is 2 or 4, the
presence of the DSS leads to an evident increase in the decision-making
time compared to the base case, as Table G.1 in the Appendix highlights.

Hypothesis
5 Partially

As shown in Figure 7.10 and highlighted in Table H.1 in the Appendix,
the involvement of the agents has a visible impact on the rate of adop-
tion by the police officers. The rate of adoption goes from 76% when
the decision-maker has no knowledge of the system to 94% when the
decision-makers have deep knowledge of the system. This shows that
employing a DSS increases the probability of agreement between dis-
patchers and police officers if they have experience with the system. On
the other hand, the impact of the involvement of the dispatchers on their
rate of adoption of the DSS solution is not visible, as shown in Figure
H.3. The dispatchers indeed work in direct contact with the system and
aspects such as the different implementations of the DSS are more crit-
ical in this part of the process. Finally, the communication time is also
shorter the more the actors are involved in the DSS design and trained
to use the system, as shown in Figure 7.9.

Hypothesis
6 Partially

As Table H.1 in the Appendix highlights, when the actors are partially
involved in the design of the system, the rate of adoption by the officers
varies between 74% when the actors have a completely negative expe-
rience with the system and 95% when actors have a completely positive
experience with it. On the other hand, as Figure H.3 shows, the impact
on the rate of adoptions by the dispatchers does not vary depending
on the level of positive experience with the system. This result can be
interpreted very similarly to the previous hypothesis. Finally, the com-
munication time does result to be shorter the more the level of positive
experience is high, as shown in Figure 7.9.

Hypothesis
7 No

Results show that the highest rate of adoption is associated with the im-
plementations of the DSSwhere the information on the optimal positions
is shown. Having the DSS specifying just the routes or just the routes
and the probabilities makes it longer to make a decision compared to
the other cases because in that case, the time needed to process the
information is higher. On the other hand, the cases where all the fea-
tures are displayed are associated with the highest rates of adoption.
The impact of the quantity of information displayed is low, meaning that
the time aspect is more important than the level of transparency of the
information, as the averages in Table H.1 suggest. It is indeed visible
that, if the DSS displays all the information or just the ones of the optimal
positions, the rate of adoption is almost the same.
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Hypothesis
8 Yes

As shown in Figure 7.7, especially when the DSS has a higher run
length, the highest rates of adoption of the DSS are associated with
the scenarios where the radio dispatcher has a low experience with the
procedures or does not know the area of the crime, or both. Sometimes,
a low experience with the procedures or the non-knowledge of the area
is associated with low rates of adoption, but this can be easily explained
by considering the impact of the phone dispatcher, who might know the
area or the procedures and thus support their colleague.

Hypothesis
9 Partially

When the agents always trust the system, the rate of adoption by both
the dispatchers and the officers is higher, as mentioned in Hypothesis
9. The decision time is not really impacted, and the distribution is in ac-
cordance with the one in Experiment 1 where the same implementation
of the DSS is considered. However, the communication time is much
shorter, with the overall average being less than half of the one in the
base case.

Hypothesis
10 Yes

The results are coherent with Hypothesis 10, since, as shown in graphs
in Figure I.2a, the rate of adoption of the DSS by the dispatchers and
the officers are not particularly impacted.

Hypothesis
11 Partially

As shown in Figures J.1 and J.2, using different distributions in the defi-
nition of the impact of the attitude of the officers towards the DSS, on the
probability of agreement between dispatchers and police officers does
have a slight impact on the outcomes. More specifically, the higher the
impact, the higher the rate of adoption, and the lower the communica-
tion time, meaning that the higher the impact, the higher the trust in the
system and the probability of direct agreement with the dispatchers.

Hypothesis
12 No

While the scenarios where the information is gained right away are actu-
ally characterized by a pretty high rate of adoption of the DSS, the sce-
narios where the DSS is most useful are the ones where the dispatchers
get information on the direction of the fugitive that is different from what
they thought in the beginning, as it is evident by comparing Figures 7.3
and 7.8. These scenarios, in Experiment 1, are indeed characterized by
the highest rates of adoption of the DSS.

Table 7.1: Summary of the results in relation to the hypothesis initially made.
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Results validation

Validating the results is paramount to ensure that the model is applicable for its domain and can support
the understanding of the problem under study (Van Dam et al., 2012). Since it is not possible to perform
a real-world experiment, validation can be achieved by making use of several techniques: historical
replays, experts, literature, or model replication (Van Dam et al., 2012). In this chapter, the model
validation through literature and experts is presented. We combined these two validations since it is
not possible to make use of historical records (the DSS is not yet implemented and the Police do not
have any data on the decision-making time employed in the procedures).

The main results gained from the model, which are validated in this Chapter are the followings:

1. The choices of the agents and their performances are, in general, very influenced by the level of
experience of the dispatchers with the procedures and their knowledge of the area;

2. Employing the DSS does not deeply reduce the decision-making and communication time, but in
most cases, it increases them;

3. The decision-making process time is similar to the one of the procedures without the system just
when the run length of the DSS is minimum (30 seconds);

4. The DSS is mostly adopted when the system shows the information of the optimal position and
thus the time needed to process the information is lower;

5. The rate of adoption of the DSS by the dispatchers is not too high on average, while the rate of
adoption of the DSS by the police officers is quite high on average;

6. The DSS is mostly adopted by the dispatchers when they do not have high experience with the
procedures or knowledge of the area of the crime;

7. The DSS is mostly useful when the dispatchers have all information at the beginning and when,
over time, they get different information from what they previously had;

8. Involving the agents in the design of the DSS and training with the system increases the rate of
adoption by the police officers and decreases the communication time but does not affect the
decision-making time or the rate of adoption by the dispatchers;

9. Having a past positive experience with the DSS increases the rate of adoption by the police
officers and decreases the communication time but does not affect the decision-making time or
the rate of adoption by the dispatchers;

10. When the agents always trust the system, not only the rate of adoption is higher, but the commu-
nication time is strongly reduced.
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8.1. Literature validation
In this section, the results will be discussed by making use of scientific literature. The papers employed
to conduct this validation refer to the adoption of a decision support system, but not specifically to
environments characterized by time pressure, uncertainty, and dynamism, because the knowledge
regarding these kinds of contexts is still very limited, as highlighted in Section 3.2.

Result 1 This result is very context-dependent and only expert validation is applied to this insight.

Result 2 Various case studies have been conducted that analyzed the impact of using a DSS on
the decision time. Skinner and Parrey (2019) affirm that there is no universal agreement on this, but
many researchers highlight how the use of a DSS actually increases the decision-making time, while
also increasing the quality of the decision. Among the others, Sharda et al. (1988) conducted a case
study comparing the decision-making time of two user groups, one that was assisted by the DSS and
one that was not. The results show that the group that was assisted by the DSS spent more time
making decisions. This validates the first result, since, when the DSS is employed, the actors have
more information to process and thus, it takes more time to reach a decision compared to the base
when they are not using the DSS.

Results 3 and 4 The third and fourth results show that the DSS is mostly adopted when it takes
less time to gain and process information. This is in line with many studies that show that under time
pressure, the information processing strategy is altered and people limit their information choices to
those that can be gained quickly and easily (Savolainen & Kari, 2006). If the DSS takes too long to
run or it takes too long to process the information, it is less probable that the dispatchers would adopt
the DSS solution. Shibl et al. (2013) agree with this position, claiming that the users would not adopt
the DSS if it is too complex to use it. In this case, not displaying information on the optimal positions
increases the difficulty of using the system and thus its adoption is reduced. Gönül et al. (2006) show
that adding a lot of information or many explanations on why the suggestions are given, does not
increase the rate of adoption or improve the opinion on the system; the information value results to be
more important for the decision-makers. Chan et al. (2017) also support this result, since they claim
that ”decision performance improves if a DSS is a good fit for a task and supports the user through
reduced effort”. In general, users look for a reduction in their cognitive effort and will uniquely adopt
a decision strategy that improves their performance if it also reduces their effort. Chan et al. (2017)
additionally explain how the response time of a DSS has a high impact on users’ motivation to use the
DSS, as also the results of this research highlight.

Result 5 This result is very context-dependent and only expert validation is applied to this insight.

Result 6 and 7 Gönül et al. (2006) highlight that the use of a DSS is influenced by the perceived
information value. If a dispatcher does not have experience with the procedures or knowledge of the
area, the information displayed by the DSS has a higher value for them, and thus the probability that
they use the DSS is higher. Similarly, if the dispatchers at some point in the process get different
information from what they previously had, they would have to restart the decision-making process,
and thus, if they have low experience, the DSS might be useful to accelerate it. In accordance with
these results, Chan et al. (2017) state that an ”accurate decision strategy that attenuates the information
processing effort and at the same time meets the users’ expectations of attaining their goals should
increase DSS motivation and subsequent usage of the DSS to complete a task”. Perry et al. (2012)
affirm that DSS can help less-experienced personnel perform better during emergencies by processing
more information in less time, thus also corroborating this point.

Results 8 and 9 The insights highlighted by these two results are widely sustained in the litera-
ture. Among the others, Alavi and Joachimsthaler (1992) underlines that manipulating user-situational
variables (involvement, training, and experience) can improve the implementation success rate of a
decision support system. Zarate (1991) claim that it is important that the decision-makers understand
the decision model in principle, even if they are not familiar with the specific techniques employed.
Moreover, they highlight that if a developer provides some training on the software system, the users
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understand it better, and the model has a greater chance to be used in practice. Additionally, Lawrence
et al. (2002) mention that involving the users in the design increases the chance that they agree with
the system. In this research, the direct consequence of the fact that the users would more frequently
agree with the system is that the communication time is reduced, and thus these insights conform to
the literature. These results are just valid for the police officers, because for the dispatchers, many
aspects play a role in the overall decision-making process (primarily, the way the DSS is implemented)
and thus the experience with the system just has a partial impact.

Result 10 This last result is complex to validate through literature since a situation in which all the
actors trust the system is not realistic and no research observes or investigates such a case. Neverthe-
less, the fact that if users believe that a system provides information of high value or if they generally
trust it, the DSS is more likely adopted (Gönül et al., 2006; Shibl et al., 2013), is in line with this result.
Moreover, as stated in the previous paragraph, higher trust in the system leads to a higher probability
of agreement with it and thus the discussion time between the actors is reduced.

8.2. Expert validation
The expert validation was conducted by interviewing the same dispatcher that was interviewed to gather
information on the system. The fact that the same expert that collaborated with the definition of the
inputs of the model also contributed to validating the results partially represents a limitation. However,
given the deep experience of the dispatcher with the procedures, we considered his perspective on the
results to conduct the validation. According to the expert, the results are overall reasonable.

Result 1 According to the dispatcher, it is true that the experience of the dispatchers with the proce-
dures and their knowledge of the area is directly linked to the personal efficiency and productivity of
the practitioners.

Result 2, 3, and 4 The expert agrees on the fact that a run length of 1 or 2 minutes would not
decrease the decision-making time, since it would represent a very long time to wait in most situations.
The expert agrees that 30 seconds could be a reasonable time to wait to communicate the solution to
the officers and that this could lead to improved performance. He also believes that it would be better if
the DSS would show the information on the optimal positions, to minimize the time needed to process
the information.

Result 5 The expert agrees that the rate of adoption of the DSS by the dispatchers will not be high,
because at the beginning there will be resistance to change and they might perceive the system neg-
atively. The dispatchers will probably not adopt the system when it displays solutions that are not
coherent with their ideas and past experiences. The police officers will not experience such a change
with the introduction of the system and thus they will be less resistant to change.

Result 6 and 7 The expert agrees that the system would mostly be adopted by the dispatchers with
less experience with the procedures or knowledge of the area. The dispatchers with more experience
will be more resistant to using the system and also do not need the system as much as the novices.
It also seems reasonable that the DSS would be less useful when the dispatchers get information on
the direction of the fugitive over time because, at that point, the dispatchers would require less time to
formulate a strategy, whilst the DSS would need to run again.

Result 8, 9, and 10 The dispatcher agrees on the fact that if the actors trust the system, have a
positive experience with it, or are trained to use the system, they would adopt the system more and
the decision-making process would be more efficient. Moreover, he believes that, while for the officers
the past experience with the system would be a very critical factor for them to decide whether or not
to trust it, for the dispatchers there would be additional evaluations. For instance, the time needed
to get information about the system and the extent to which the information gained from it is needed
by the dispatchers, are aspects that would be considered in this evaluation. This means that, for the
dispatchers, many factors would play a role in this decision and thus, their past experience with the
system would not be directly linked to the probability to use it.
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Discussion

In this chapter, the results are summarized and discussed, first with regard to the case study and
then generalized to all decision-making processes under time pressure, uncertainty, and dynamism.
Afterward, a reflection on the method used is included. Finally, the limitations of this analysis are
included, with regard to the research approach and the lack of data and information.

9.1. Discussion on the model results
As already mentioned in Section 7.4, the implementation of the agent-based model led to a set of
expected and unexpected results. These results, as for every simulation model, are affected by the
principle ”garbage in, garbage out” (Kilkenny & Robinson, 2018), meaning that the results gained are
very sensitive to the inputs and to how the model is built. The simulation model is built by making use
of the insights gained from interviews and from literature, but it also includes some aspects that could
not be verified empirically due to the lack of data. Also for this reason, it is important to clarify that the
model results are to be interpreted purely in qualitative terms, and not on the basis of the quantitative
outcomes of the simulation (Bonabeau, 2002). While these aspects are to be taken into consideration,
the model did lead to some interesting results which can be used for the specific case at stake but can
also be generalized. In this section, the insights presented in the previous chapters will be interpreted
and discussed.

The model results show that, on average, the decision-making process time increases with the use
of the DSS. This is in line with the literature findings presented in the previous chapter (Sharda et al.,
1988; Skinner & Parrey, 2019), but in contrast with other researchers, as Thompson et al. (2006).
More specifically, when the run length is minimum (30 seconds) the increase is limited, but when the
run length is equal to 1 or 2 minutes, the increase is very evident, thus leading to a decrease in the
personal efficiency and productivity of the practitioners. This is critical because a long decision-making
process can threaten the chances to catch the fugitives.

In some information scenarios, the DSS is more useful than in others. If the dispatchers have infor-
mation on the direction of the fugitives already at the beginning, the DSS is often adopted, and its use
can lead to an improvement in the performance (depending on the run length of the algorithm and the
time needed to process the information gained). On the other hand, when the dispatchers do not have
this information at the beginning and gain it afterward, the DSS does not lead to high improvements
in the performance. In fact, while the decision-making process at that point becomes faster thanks to
the additional information, the DSS has to rerun and thus, depending on the time needed to gather and
process the information, if the decision-makers decide to wait for the system’s solution, the decision
time might increase. However, in the cases where the dispatchers get, during the decision-making
process, some information on the direction of the fugitive that is different from what they previously
had, the DSS can offer more support. In these cases, in fact, as the DSS has to restart running, also
the dispatchers have to restart the decision-making process, leading to an increased time pressure and
complexity of the decision, and thus relying on the DSS can lead to improved performances. However,
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it must be considered that this information scenario, in reality, does not happen very frequently.

Another situation in which the DSS is especially helpful is when the dispatchers are not very experi-
enced with the procedures or do not have a deep knowledge of the area of the crime. The model results
show that these two aspects indeed have a large influence on the performance of the actors. While
the DSS is commonly adopted when the run length is minimum, when the algorithm takes the longest
to run, it is visible that the DSS solution is mostly used when the decision-makers lack experience with
the procedures or knowledge of the area. Although this result seems to identify a scenario in which
employing the system helps the practitioners, it is to be noted that, in the real procedures, the dispatch-
ers would not wait for the system to run for one or two minutes, but would most probably rely on the
police officers to define a strategy to intercept the fugitives. Thus, it is not clear whether the DSS might
actually support the procedures in these cases. In fact, based on the officers’ interviews, when crimes
have low or medium urgency, it is sometimes possible to wait more to gain a high-quality suggestion,
but in the case of crimes of high urgency, even one minute can be a very long time to wait. Thus, it is
important to determine what the most efficient trade-off is between the run length and the accuracy of
the solution. In general, also considering the insights gained from the interviews with the dispatcher, a
run length of 30 seconds can be considered adequate.

An additional aspect highlighted by the results is that when the DSS shows information on the optimal
positions, the system is more frequently adopted. This shows that minimizing the time needed to
gather and process information is a very critical aspect for the practitioners, more important than the
level of transparency of the information displayed by the system. Based on the results, the level of
transparency of the information displayed does not seem to play a role, with the implementation that
just presents the information on the optimal positions and the one that displays all the information
having almost the same rate of adoption. However, it is to be noted that the population included in the
simulation is constituted by heterogeneous agents who might or might not have the ability to process
multiple information (high or low cognitive differentiation), and where this ability is evenly distributed. It
is not clear if this is the case for the Dutch National Police. If the practitioners were characterized by
a low cognitive differentiation on average, an excessive amount of information displayed would have
consequences on the efficiency of the system. For this reason, while it is anyways important to display
the information on the optimal positions to minimize the processing time, it is not clear whether, for the
Dutch National Police, getting the information on the escape routes and associated probabilities can be
useful or counterproductive. One possible flexible strategy can be providing the dispatchers uniquely
with the information on the optimal positions as a standard setting while including an option to visualize
the information on the routes and associated probabilities in case of need.

In general, the results show that the rate of adoption by the dispatcher is not high on average, while
the net rate of adoption by the officers is. This is coherent with the point of view of the dispatcher inter-
viewed, who mentioned that the dispatchers would experience resistance to change and challenge the
system’s validity more than the officers, who would not experience the same change, since they would
receive instructions from the dispatchers similarly as before. Furthermore, it is visible that trust in the
system leads to higher adoption of the system, but also to faster communication between dispatchers
and officers, because if most agents trust the system, the discussions are reduced. Similar results are
visible in case the actors have a positive past experience with the system, or in general, have a lot of
experience with it. On the other hand, for the dispatchers, this effect is not visible. In fact, the dispatch-
ers are in direct contact with the system, and thus, for them, other aspects (such as the run length of
the algorithm) play a more crucial role in the decision. Anyways, the results show that involving the
actors in the design of the system can be very helpful to reduce the discussion time and thus make the
process smoother.

9.1.1. Generalizing the results: from the case study to decision-making pro-
cesses taking place under time pressure, uncertainty, and dynamism

The results presented above specifically refer to the case study at stake: the procedure of finding
and arresting fugitives undertaken by the National Police. Clearly, it is not possible to quantitatively
generalize the results gained from the model or the factors that are typical of the case study of the
Dutch National Police, as the information scenarios in which the DSS is more useful or the effect of
the specific implementations of the DSS. However, some insights can be generalized, as shown in the
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following paragraphs.

First, the model results suggest that in situations characterized by time pressure, uncertainty, and
dynamism, the use of a DSS does not always have the effect of making the process faster. This largely
depends on how the DSS is implemented, especially in relation to the level of expertise of the decision-
makers and the time it would take for them to make a decision without a system. On the other hand, the
DSS does have a positive effect on the process, by assisting the decision-makers who lack experience
with the activities and processes at stake, and thus either would require a long time to make a decision,
or would not be able to make a high-quality decision at all without the assistance of the system. While
for less experienced actors the DSS can lead to better performances, for more experienced ones its
use can lead to an increase in the decision-making time, depending on the time needed to gather and
process the information coming from it. On the other hand, in dynamic settings, when the changes in
the environment lead to an increased time pressure and complexity of the decision, the DSS can be
very helpful and lead to improved performances.

Moreover, the results highlight that time is a very critical factor in these contexts and is far more relevant
than the level of transparency of the information displayed. The DSS is more frequently employed
when it takes less time for the decision-makers to gather and evaluate the information provided by
it. This also suggests that it might be better to reduce the run length of the algorithm and to quicker
display the information rather than to invest in showing more information to increase transparency. As a
consequence, it is important to determine the trade-off between a sufficient level of transparency of the
information and the time needed to gather it, and to consider this aspect while designing the system.
Moreover, it is to be determined what the level of cognitive differentiation of the practitioners is, to avoid
overwhelming the actors with too much information and minimize the time needed to process it, while
still providing all the necessary insights.

Lastly, this research outlines that it might be worth it to include the practitioners in the design of the
DSS and start building their perception of the system before they actually start using it. When all the
actors, or the majority of them, trust the system, the discussion time is reduced and the decision-
makers define a strategy quicker. Especially in contexts of public organizations, where, as Heikkila
and Isett (2004) underline, discussions commonly take place between the practitioners to ensure that
everybody agrees with the operational decisions, using a system the actors trust has the potential to
largely reduce the discussions and thus the decision-making time. It is however paramount to consider
that in this research, the quality of the solution provided by the DSS is not established, and thus it is
not possible to determine if, in the actors’ perspective, the DSS leads to an actual improvement in the
decision quality. In reality, it might happen that, even if the actors have experience with the system
and they have trust in it, they might think that in certain situations their own strategy is more efficient.
Nonetheless, it surely is important for the practitioners to know the system in advance, how it works and
how it processes the available information to maximize the support it can provide to the actors. This
not only leads to higher perceived usefulness and perceived ease of use, but also smoother decision-
making processes. Nevertheless, it appears from the results that the way the system is implemented
(and especially the time it takes to run) plays a more important role in the decision on whether to employ
the DSS compared to actors’ past experience with it, especially for those who work in direct contact
with the system.

The insights gained from the model as presented in this section, while obviously derived from the
specific case study, might be applied to all the contexts inherently similar to the procedure of finding
and arresting fugitives undertaken by the Dutch National Police, for instance, crisis management.

9.2. Reflection on the method
In Chapter 2, it is argued that an agent-basedmodeling approach is employed in this project, but without
implementing a standard agent-based model. The reasons why it was decided to use this approach
are also included in Chapter 2. In this section, a reflection on the used approach is included.

First, the agent-based model allows to model actors as characterized by properties and acting and re-
acting to the inputs coming from other actors and the environment based on those properties. By using
the agent-based modeling approach, it was possible to model the decision-making process based on
the attributes of the agents, experiment with different values for these properties to define an overall
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heterogeneous population, and also to evaluate whether some properties of the agents have a critical
impact on the outcomes. Moreover, standard agent-based models are used to model the adaptation
and learning process of the agents over time, based on the input they get from the environment and
from other agents. In this model, the evolvement of the agents over time is not investigated, but on the
other hand, the focus is on the behavior of a heterogeneous population of agents, who are at different
stages of the learning process (have more or less, positive or negative past experience) and act based
on their personality, past experience and inputs coming from the environment. Nevertheless, even if
no learning or adaptation is involved, using a simulation model instead of a set of excel sheets made it
possible to simulate actors’ behavior, which is not predetermined and is characterized by stochasticity.
Furthermore, even if most of the results were expected, employing a simulation model was useful to
verify that the hypotheses made with regard to actors’ behavior and performance were actually true.
After verifying these hypotheses, the gained insights can be applied to the design of DSS and can
contribute to the state-of-the-knowledge regarding the use of such systems in environments character-
ized by time pressure, uncertainty, and dynamism. Additionally, the model results led to unexpected
insights which can support the design process and indicate the contexts and the modalities in which
the DSS can mostly be of help.

9.3. Limitations
9.3.1. Limitations on the research approach
As previously mentioned, the employment of a case study for this research comes with its limitations.
Additionally, a lot of content the model is based on is defined by making use of the insights gained from
the interviews. However, just a small sample was considered to gather information. Organizing more
interviews or implementing a survey might have led to more specific information on the procedures of
finding and arresting fugitives. This is especially true with regard to the quantitative data that has been
gained from interviews and employed in the model. While the interviewed actors are highly involved
in the procedures and have high experience, making use of a wider sample would have led to more
precise insights. This represents a limitation that might have potentially impacted the results.

Moreover, the employment of a computational model leads to additional limitations. While the reason for
using this approach has been argued for and all the other possible approaches were also characterized
by many limitations, it is important to consider what using a simulation model implies in order to properly
interpret the results.

First, a simulation model represents a simplification of reality (Kleijnen, 1995). This means that it fails
to perfectly represent what happens in real life. For this reason, it is important to interpret the model
results purely in qualitative terms, and not on the basis of the quantitative outcomes of the simulation
(Bonabeau, 2002). The values of the duration of the decision-making time and communication time do
not precisely represent what happens in the real procedures of finding and arresting fugitives; however,
the difference in these values when the decision-maker is and when it is not assisted by the DSS can
be considered to evaluate, in qualitative terms, the difference between these two situations.

Secondly, the results of the simulation model are very sensitive to the input parameters, following the
principle ”garbage in, garbage out” (Kilkenny & Robinson, 2018). Given the small sample of actors
interviewed, the outcomes of the model might have been influenced by these input parameters, whose
level of accuracy is not known. This fact reinforces the need to only interpret the output data in qualita-
tive terms. Moreover, some parts of the model are based on qualitative insights gained from literature
and from interviews which have been transformed into quantitative input data (for instance, the values
whose impact has been investigated through a sensitivity analysis in Section 6.5). This data could not
be verified empirically due to a lack of knowledge in the field, and thus it must be noted that the results
might be partially influenced by these inputs, whose level of accuracy is not clear.

Lastly, the literature review this project is based on is largely based on strategic, managerial, long-
term decision-making processes. This is mainly due to the fact that the knowledge and research on
operational decision-making processes is still very limited. For this reason, some insights coming from
studies focusing on strategic decision-making processes had to be used to implement the simulation
model and to model the behavior of the agents. The extent to which these insights are also applicable
to contexts such as the one under investigation is however not clear.
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9.3.2. Data and knowledge limitations
As previously stated, we implemented the simulation model based on the insights gained from the
interviews and a literature research. However, there are some knowledge gaps and data limitations
that partially affected the scope and the level of depth of the conceptualization of the model.

First, the model is based on various assumptions. While most of the assumptions are directly linked to
literature and to the interviews, some of them could not be validated. For instance, it was not possible to
empirically determine the time that it would take for the dispatchers to make decisions, since in reality,
when they would take too long to formulate a strategy, they communicate the information on the case
to the officers and rely on them to coordinate with each other.

Additionally, while many studies on the factors influencing the attitude towards a new technology could
be found in literature, this research area is to be further developed. There are no universal models or
frameworks that explain the relationship between the psychological and environmental factors affecting
a user and their attitude towards the adoption of a new technology. The majority of the knowledge on
the topic comes from isolated case studies and thus the statistical insights gained from those cannot
be generalized to all kinds of research. The consequences of this lack of knowledge for this project
are twofold. First, the attributes of the agents influencing the adoption of the DSS have been selected
based on the results of the research and the case studies found in literature. It is not clear if there
are more factors that play a role in this process and whether they have a low or high impact on the
acceptance of the DSS. Secondly, the weights of these attributes in the definition of the perceived ease
of use and perceived usefulness of the agents have been defined based on the same literature, which
was used to determine whether some parameters have a higher weight than others, but the values
used in the model could not be directly based on scientific evidence. The sensitivity analysis in Section
6.5 highlighted that some of these parameters have a higher correlation with the outcomes than others,
but due to the lack of data, it was not possible to specify them further.

Another limitation refers to the lack of knowledge on the impact that the attitude of the officers towards
the DSS has on the probability of agreement between dispatchers and police officers. In Section 7.3.6,
it is shown that varying this impact leads to different distributions in terms of the communication time
and the rate of adoption of the DSS by the police officers. Although the distributions are not extremely
different, there still is a variation in the overall behavior of the agents. Due to the lack of data or
knowledge on the topic, it was not possible to determine the real value of this impact, and thus, this
represents a limitation for the analysis.

Finally, as previously stated, due to the lack of data on the fugitive behavior and on the content of the
decision-making process of the dispatchers, it was decided not to model the environment and to leave
it out of the scope of this research. However, if data was available regarding this topic, it would have
been possible to more carefully delineate various aspects of the model, mainly being a more detailed
conceptualization of:

• the decision-making process and the factors influencing the time needed to make a decision;

• the factors driving the decision (e.g. street properties) and thus more detailed information on
when the DSS results to be especially useful;

• the factors influencing the probability of agreement between actors, and especially between dis-
patchers and police officers, to better determine the role that the use of the DSS plays in this;

• the changes in the environment that most deeply influence the decision-making process time;

• the probability that the DSS solution matches with the one determined by the dispatchers;

• in case of non-agreement with the DSS, the extent to which the two solutions differ, and the extent
to which the DSS advice is applied;

• the probability that the officers agree with the DSS solution.

While this lack of knowledge has been dealt with by not modeling the environment and uniquely fo-
cusing on the psychological factors, more research is needed to identify the environmental factors that
influence the decisions of the dispatchers and police officers and the behavior of the fugitives.
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Conclusion

In this project, we investigated the effect of using a DSS to assist decision-making processes taking
place in environments characterized by time pressure, uncertainty, and dynamism. A literature review
indeed clarified that, while this research area is very explored, the effect of these systems in such
contexts is not yet clear.

To conduct this analysis, we employed a case study that focuses on the procedures of intercepting
fugitives undertaken by the Dutch National Police. This task is indeed characterized by high uncer-
tainties with regards to the (dynamic) location of the criminals and by high time-pressure, aspects that
make it very challenging for the control room to position Police units, and the dispatchers currently
approach this task by relying on intuition and experience. By conducting interviews with practitioners
directly involved in these procedures, we gained an understanding of how the system works. Currently,
a decision support system is being developed to assist the dispatchers in the decision-making process,
but it is not clear to what extent the DSS can actually be of help, how the DSS should be implemented
to be most effective and what the attitude of the actors towards the system would be.

In order to answer these questions, we implemented a simulation model, based on the insights gained
from the interviews and literature research. We ran several experiments, and the results have been
collected to answer the main research question. The model mainly explores: the difference in the per-
sonal efficiency and productivity of the practitioners (decision-making time) when the decision-makers
are and are not assisted by the DSS; the impact of different implementations of the DSS; the impact
of involving the actors in the DSS design and in training with the system, and the impact of having a
positive pat experience with the system; what would happen if all actors always trusted the system.

In this chapter, the research sub-questions and then the main research question are answered. After-
ward, the societal and scientific contributions of this project are highlighted. Finally, recommendations
for future research and for the design of the decision support system are included.

10.1. Answer to research sub-questions
Before an answer to the main research question is formulated, the four research sub-questions are
discussed.

Sub-question 1: How do the current procedures of finding and arresting fugitives work?

Based on the insights gained in the interviews, knowledge on how the procedures of intercepting fugitive
work was gained. In this procedure, the most critical task is identifying the best strategy to position the
units, in order to optimize the chances to intercept the offender. Currently, this task is conducted by
primarily the dispatchers and also the police officers in the cars, who rely on their own intuition and
experience to define the best solutions and strategies. However, especially given the huge amount of
information the dispatchers are provided with and the short amount of time they have to formulate a
strategy, the dispatchers are not always able to suggest to the officers where to position. Moreover, not
all the dispatchers are sufficiently expert to be aware of the best strategies, especially because they
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might lack experience with the procedures or knowledge of the area where the crime took place. The
police officers, on the other hand, are usually more experienced but need to handle the coordination
with both the control room and the other units at the same time, thus making it very complex for them
to efficiently organize. For this reason, if the dispatchers were supported in this task, the procedure
would result to be more efficient.

Sub-question 2: How can the personal efficiency and productivity of the practitioners in the
procedures be measured?

Considering both the knowledge gathered from literature and the interviews, it resulted clear that in
general, measuring performance in public organizations’ contexts is very complex. Since it was decided
not to model the environment, it is not possible to measure the outcome of the process (the extent to
which the Police succeed in intercepting fugitives), but on the other hand, it is possible to focus on the
process itself, and investigate the impact of the DSS on the personal efficiency and productivity of the
practitioners. Personal efficiency refers to the time needed by the users to structure the problem or
the number of alternatives evaluated by the user in a given time period (Dean Jr & Sharfman, 1993),
while personal productivity refers to the time needed to make a decision or the amount of information,
knowledge, wisdom, produced in a decision-making process (Kumar, 1999).

The interviews highlighted that, while the percentage of time the fugitives are intercepted definitely is an
important aspect, the time that is needed to find them is also very critical since, the more time passes,
the harder it gets to find the criminal. Decreasing the decision-time is, as mentioned by the practitioners,
paramount to improving the organization’s performance, which is linked to the main goals and values
of the Police organization: arresting offenders and enhancing security (Moore & Braga, 2003). Thus,
time is considered the most critical aspect of the procedures and in this case study, personal efficiency
and productivity are translated into the time that the dispatchers need to define a strategy and the time
they need to communicate the strategy to the officers, which altogether constitute the decision-making
process time.

Finally, as Le Blanc and Kozar (1990) underline, to assess the effectiveness of decision support systems
it is important not only to focus on the improvements that the use of a DSS led to but also to consider
the extent to which the DSS is actually employed by the users. For this reason, the results of the
performance of the procedures with and without the DSS assessed by the aforementioned indicators
are analyzed in relation to the percentage of time the solution that comes from the DSS is actually
employed to find the fugitive.

Sub-question 3: How can the procedures of finding and arresting fugitives, with and without
the assistance of the decision support system, be translated into an agent-based model?

The simulation model is conceptualized as follows. Two types of actors are included: the dispatchers
and the police officers. Both actors are characterized by their experience with the procedures, proper-
ties influencing their attitude towards the system, and their attitude towards each other. Moreover, the
dispatchers are characterized by their knowledge of the area of the crime and by their role (whether
they work on the phone or on the radio). The properties influencing their attitude towards the DSS
and the relations between these properties are specified based on a literature review and are shown
in Figure 6.2.

Based on the information the dispatchers have, their experience with the procedures and knowledge
of the area of the crime, the decision-making process takes more or less time. The radio dispatcher is
the one primarily in charge of defining a strategy but can be supported by the phone dispatcher in case
of a lack of knowledge of the area or of experience with the procedures. After a decision is made, the
strategy is communicated to the police officers that might or might not agree with it, also based on their
experience and attitude towards dispatchers.

The model is implemented in two versions, with and without the DSS. In the version with the DSS, the
dispatchers decide whether to use their own solution or to adopt the one coming from the DSS. They
might decide to directly use the DSS solution if it would take too long for them to define a strategy on
their own. They also decide whether or not to wait for the DSS to run, based on whether or not it is
convenient for them in terms of eventual additional time spent and information gained. If they wait for
the DSS to run, they then compare the solution coming from the DSS with the one defined by them,
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and if these two do not match, they consider whether they trust the system sufficiently to follow its
advice. Then, they communicate the strategy to the police officers. In this case, the reaction of the
police officers is influenced by their attitude towards the DSS.

The outcomes collected from the model, coherently with the answer given to sub-question 2, are: the
decision-making process time, the communication time, the rate of adoption of the DSS solution by the
dispatchers, and the rate of adoption of the DSS solution by the police officers.

Sub-question 4: What is the difference in the personal efficiency and productivity of the prac-
titioners, when the decision-makers are and when the decision-makers are not assisted by the
decision support system?

The results of the experiments conducted highlight that, on average, the decision-making process time
increases with the use of the DSS. More specifically, when the run length is minimum (30 seconds) the
increase is limited, but when the run length is equal to 1 or 2 minutes, the increase is very evident, thus
leading to a decrease in the personal efficiency and productivity of the practitioners.

Depending on the information scenario, the DSS is more or less useful. If the dispatchers have informa-
tion on the direction of the fugitives already at the beginning, the DSS is often adopted, and its use can
lead to an improvement in the performance (depending on the run length of the algorithm and the time
needed to process the information gained). On the other hand, when the dispatchers do not have this
information at the beginning and gain it afterward, the DSS does not lead to high improvements in the
performance. However, in the cases where the dispatchers get, during the decision-making process,
some information on the direction of the fugitive that is different from what they previously had, leading
to an increased time pressure and complexity of the decision, the DSS can offer more support.

Another situation in which the DSS is especially helpful is when the dispatchers are not very experi-
enced with the procedures or do not have a deep knowledge of the area of the crime. Although this
result seems to identify a scenario in which employing the system helps the practitioners, it is to be
noted that, in the real procedures, the dispatchers would not wait for the system to run for one or two
minutes, but would most probably rely on the police officers to define a strategy to intercept the fugi-
tives. Thus, it is important to determine what the most efficient trade-off is between the run length and
the accuracy of the solution. In general, a run length of 30 seconds can be considered adequate.

When the DSS shows the information on the optimal positions, the system is more frequently adopted.
This is due to the fact that minimizing the time needed to gather and process information is a very
critical aspect for the practitioners, more important than the level of transparency of the information
displayed by the system. However, while it is clearly important to display the information on the optimal
positions to minimize the processing time, it is not clear whether, for the Dutch National Police, getting
the information on the escape routes and associated probabilities can be useful or counterproductive.
One possible flexible strategy can be providing the dispatchers uniquely with the information on the
optimal positions as a standard setting while including an option to visualize the information on the
routes and associated probabilities in case of need.

In general, the results show that the rate of adoption by the dispatcher is not too high on average, while
the net rate of adoption by the officers is. Furthermore, it is visible that trust in the system leads to higher
adoption of the system, but also faster communication between dispatchers and officers, because if
most agents trust the system or are very experienced with it, the discussions are reduced. On the other
hand, for the dispatchers this effect is not visible. In fact, the dispatchers are in direct contact with the
system, and thus, for them, other aspects (such as the run length of the algorithm) play a more crucial
role in the decision.

10.2. Answer to research question
After answering the research sub-questions, the main research question is discussed. The research
question for this project was defined as:

”What is the effect of using a decision support system on the personal efficiency and productiv-
ity of decision-making processes, in environments characterized by time pressure, uncertainty,
and dynamism?”
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Firstly, the model results outline that in situations characterized by time pressure, uncertainty, and
dynamism, the use of a DSS does not always have the effect of making the process faster. This
research indeed highlights that the use of a DSS can lead to longer decision-making processes, which
is not desirable in contexts of time pressure. This largely depends on how the DSS is implemented,
especially in relation to the level of expertise of the decision-makers and the time it would take for them
to make a decision without a system. On the other hand, the DSS does have a positive effect on the
process, by assisting the decision-makers who lack experience with the activities and processes at
stake, and thus either would require a long time to make a decision, or would not be able to make
a high-quality decision at all without the assistance of the system. Furthermore, in dynamic settings,
when the changes in the environment lead to increased time pressure and complexity of the decision,
the DSS can be very helpful and lead to improved performance.

Moreover, the results highlight that time is a very critical factor in these contexts and is far more relevant
than the level of transparency of the information displayed. The DSS is more frequently employed when
it takes less time for the decision-makers to gather and evaluate the information provided by it. This
also suggests that it might be better to reduce the run length of the algorithm and to quicker display the
information rather than to invest in showing more information to increase transparency. It is important
to determine the trade-off between a sufficient level of transparency of the information and the time
needed to gather it, and to consider this aspect while designing the system. Given the uncertainty and
dynamism of these environments, the DSS does not always result to provide optimal support, and for
this reason, flexibility is a very important property for such systems. Moreover, it is to be determined
what the level of cognitive differentiation of the practitioners is, to avoid overwhelming the actors with
too much information and minimize the time needed to process it, while still providing all the necessary
insights.

Lastly, this research outlines that it might be worth it to include the practitioners in the design of the DSS
and start building their perception of the system before they actually start using it. When all the actors,
or the majority of them, trust the system, the discussion time is reduced and the decision-makers define
a strategy quicker. Especially in contexts of public organizations, where, as Heikkila and Isett (2004)
underline, discussions commonly take place between the practitioners to ensure that everybody agrees
with the operational decisions, using a system the actors trust has the potential to largely reduce the
discussions and thus the decision-making time. This could only lead to higher perceived usefulness
and perceived ease of use, but also to smoother decision-making processes. Nevertheless, it appears
from the results that the way the system is implemented (and especially the time it takes to run) plays a
more important role in the decision on whether to employ the DSS compared to actors’ past experience
with it, especially for those who work in direct contact with the system.

10.3. Societal contribution
This research investigates the effect of using decision support systems in contexts characterized by
time pressure, uncertainty, and dynamism, with a specific focus on the case study of the Dutch National
Police. The results highlight that a DSS can assist decision-makers in these contexts, especially those
lacking experience with the procedures at stake. However, for the DSS to provide support also to
more experienced and faster decision-makers, the system is to be implemented in a way that it does
not take too much time for the users to gain and process the information coming from the system. A
trade-off between the run length of the algorithm and the accuracy of the results is to be determined in
each specific case, to avoid deep increases in the decision-making process time. This research indeed
highlights that the use of a DSS can lead to longer decision-making processes, which is not desirable in
contexts of time pressure. Given the uncertainty and dynamism of these environments, the DSS does
not always result to provide optimal support, and for this reason, flexibility is a very important property
for such systems. For instance, while it is important to guarantee transparency, it is also important
to take into consideration the level of cognitive differentiation of the user group. Moreover, the results
show that having some past experience or training with the system can lead to quicker decision-making
processes since it reduces the discussions between the actors, which are an inherent characteristic of
decision-making processes in public organizations.

These insights can not only support the implementation of the DSS considered in the case study but
also the one of all DSS employed in similar contexts, especially given the lack of knowledge on the
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effect of using DSS in these environments.

10.4. Scientific contribution
As mentioned in Section 3.4, the research on the effect of employing DSS in contexts of time pressure,
uncertainty, and dynamism is still very limited. While many case studies have been carried out to
investigate the effect of using a DSS in strategic long-term decision-making processes, there are not
many studies focusing on operational decision-making processes. The results of this research support
the advancement of this research field.

This study highlights that, also in operational decision-making processes, and more specifically in sit-
uations of time pressure, uncertainty, and dynamism (as emergency situations), the employment of
a DSS can lead to an increase in the decision-making time. This is primarily due to the additional
information the practitioners have to process when the DSS is in place. Depending on the way the
system is implemented, this increase can be more or less evident. Thus, specific attention is to be
paid to this aspect, given the fact that these processes are usually especially time-sensitive. Moreover,
contrarily to what is commonly visible in strategic decision-making, the past experience of the actors
with the systems is not as relevant as the time needed to gather and process information from it. This
is especially true for the actors who work in direct contact with the system, highlighting the importance
to analyze the context where such a system is employed, to understand how the system should be
implemented, and identify the proper trade-off between a short run length and a sufficient level of detail
of the information displayed. Additionally, this research contributes to understanding the role of DSS in
dynamic decision-making processes. The results indeed underline that, when the changes in the envi-
ronment lead to increased time pressure and complexity of the decision, the DSS can be very helpful
and lead to improved performances. Furthermore, this study provides some insights into the research
area focusing on the DSS design. The model results highlight that in rapid decision-making processes,
providing the users with much information to guarantee a high level of transparency is not completely
necessary. On the other hand, it is important to guarantee flexibility in the design and investigate the
average level of cognitive differentiation of the user base.

Finally, this research shows how a simulation model, structured as an agent-based model, can be
employed to explore the behavior of decision-makers and their interactions between each other and
with the decision support system. An exploratory agent-based model can be implemented to support
the investigation of the effects of using the DSS, and of different implementations of the system, in
operational contexts. Making use of this approach makes it possible not only to model the behavior of
the actors involved but also to understand what policies can better support the inclusion of a decision
support system in a process where no such system was present beforehand.

10.5. Recommendations for future research
While conducting this study, several topics were identified that could be addressed in further research.

First, more research is needed on the decision-making processes taking place in environments charac-
terized by time pressure, uncertainty, and dynamism. The behavior of users and their attitude towards
DSSs in such contexts is not very clear. Thus, more knowledge is needed on the attributes influencing
the perceived ease of use and the perceived usefulness of a decision support system. Moreover, more
knowledge is needed in general on the attributes influencing the adoption of a new technology and the
correlation between these attributes and the adoption of the technology itself.

Secondly, in order to better evaluate the role that a DSS has in contexts of time pressure, uncertainty,
and dynamism, further research is needed that focuses on the decision-making process outcomes and
on whether the DSS leads to an improvement in the quality of the outcomes. This means that an in-
vestigation is to be carried out that focuses on what the decision of the dispatchers and police officers
is based on and the factors or changes in the environment that influence these decisions. Moreover,
knowledge is needed on the behavior of the fugitives, so that, by also modeling the environment and
the content of the decisions of the agents (the strategies implemented), it is possible to evaluate not
only whether the use of the DSS improves the decision-making time, but also whether it improves the
quality of the decisions. This can be evaluated by investigating how often the fugitives are actually
intercepted, without and with the system. As an alternative, if knowledge cannot be gathered on what
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the decision of the dispatchers and police officers is based on and the factors or changes in the envi-
ronment that influence these decisions, a simulation game with the practitioners could be implemented.
More knowledge of the behavior of the fugitives is however paramount to conducting this analysis.

Finally, the model can be extended to determine the effect of the DSS over time, the direct effect of
positive or negative experiences with the system over time, and how those affect the personal efficiency
and productivity of the actors. This study focuses on the effect of using the DSS in the first stages of
its implementation. However, it might be interesting to evaluate whether the behavior of the agents
changes over time.

10.6. Recommendations for design
As previously mentioned, this research highlighted that the time needed to gather and evaluate infor-
mation coming from the decision support system is a factor that not only influences the rate of adoption
of the system, but also the duration of the decision-making process. For this reason, it is advised to
work towards the minimization of the run length of the DSS algorithm. In the considered case study,
30 seconds can be considered an adequate run time.

Moreover, as the results highlighted, with regards to the information to be displayed, it is suggested
to include the information on the optimal position of the units. This information is especially important
because it minimizes the time needed to process the information provided by the DSS, thus better
supporting the decision-makers. It is also suggested to further investigate the level of cognitive differ-
entiation of the practitioners, to determine whether it is the case to include information on the escape
routes and associated probabilities. One possible flexible strategy can be to provide the dispatchers
uniquely with the information on the optimal positions as a standard setting while including an option
to visualize the information on the routes and associated probabilities in case of need.

Lastly, it is advised to include the dispatchers and police officers in the design of the system or to
organize training with it. It is important for the users not only to know the system so that it is easier to
use but also to know how it works to build their trust in it. The results of this study indeed highlighted
that increasing the trust in the system can minimize the discussions, thus leading to more efficient,
faster decision-making processes.
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A
Literature review approach

The literature research is conducted through two different databases (Scopus and Web of Science),
making use of the following keywords: “decision making”, “time pressure”, “DSS”, “uncertainty”, “com-
plexity”. Then, various rounds of backward snowballing are employed. The articles have been selected
based on their relevance for this research. Figure A.1 shows the selection process.

Figure A.1: The selection process.

Based on the selection criteria shown in Figure A.1, 34 papers have been chosen, 12 of which are ob-
tained from the databases research and 22 from the subsequent backward snowballing. The selected
literature is listed in Table A.1, where also the main contributions of each paper are specified.

Author(s) Year of pub-
lication Main contribution(s)

Alavi and Joachim-
sthaler 1992 Factors influencing the adoption of a new technology

Al-Rahmi et al. 2019 TAM and DSSs
Bohanec 2009 Decision-making
Boyle and
Bonacich 1970 Factors influencing the adoption of a new technology

Carver and Turoff 2007 The role of DSSs in situations with time pressure, uncer-
tainty and dynamism
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Davis et al. 1989 TAM and DSSs; Factors influencing the adoption of a new
technology

Doney and Cannon 1997 Factors influencing the adoption of a new technology
Dulcic et al. 2012 TAM and DSSs

Fogli and Guida 2013 The role of DSSs in situations with time pressure, uncer-
tainty and dynamism

Forgionne 1999
DSSs; Decision-making; Decision-making under time pres-
sure, uncertainty and dynamism; The role of DSSs in situa-
tions with time pressure, uncertainty and dynamism

Forgionne 2000 DSSs
Heikkila and Isett 2004 Institutional Model of Operational-Level Decision Making

Hu et al. 2015 Decision-making under time pressure, uncertainty and dy-
namism

Hwang 1994
Decision-making under time pressure, uncertainty and dy-
namism; The role of DSSs in situations with time pressure,
uncertainty and dynamism

Keen 1980 DSSs
Kim et al. 2009 Factors influencing the adoption of a new technology
Klein 1993 RPD
Kowalski-Trakofler
et al. 2003 Decision-making under time pressure, uncertainty and dy-

namism
Kumar 1999 DSSs
Lei et al. 2000 Decision-making; DSSs

Loriette et al. 2019 The role of DSSs in situations with time pressure, uncer-
tainty and dynamism

Lu et al. 2001 TAM and DSSs

Phillips-Wren and
Adya 2020

Decision making under time pressure, uncertainty and dy-
namism; The role of DSSs in situations with time pressure,
uncertainty and dynamism

Phillips-Wren et al. 2019 The role of DSSs in situations with time pressure, uncer-
tainty and dynamism

Rieger and Manzey 2020
Decision-making under time pressure, uncertainty and dy-
namism; The role of DSSs in situations with time pressure,
uncertainty and dynamism

Rigopoulos et al. 2008 TAM and DSSs
Scott-Morton and
Keen 1978 DSSs

Sealy and Feigh 2020 The role of DSSs in situations with time pressure, uncer-
tainty and dynamism

Shibl et al. 2013 Factors influencing the adoption of a new technology

Skinner and Parrey 2019
Decision-making; DSSs; Decision-making under time pres-
sure, uncertainty and dynamism; The role of DSS in situa-
tions with time pressure, uncertainty and dynamism

Speier-Pero 2019 Decision-making under time pressure, uncertainty and dy-
namism

Steiner et al. 2015 The role of DSSs in situations with time pressure, uncer-
tainty and dynamism; TAM and DSS

Venkatesh and
Davis 2000 TAM and DSSs; Factors influencing the adoption of a new

technology
Zinkhan et al. 1987 Factors influencing the adoption of a new technology

Table A.1: Overview of selected literature.
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Factors influencing the adoption of a

new technology

Factor References

Perceived usefulness Davis et al. (1989) and Shibl et
al. (2013)

Perceived ease of use Davis et al. (1989) and Shibl et
al. (2013)

Output quality Venkatesh and Davis (2000)

Experience with the system

Alavi and Joachimsthaler
(1992), Shibl et al. (2013),
Venkatesh and Davis (2000),
and Zinkhan et al. (1987)

Experience with the procedures
Alavi and Joachimsthaler
(1992), Shibl et al. (2013), and
Zinkhan et al. (1987)

Training Alavi and Joachimsthaler (1992)
and Shibl et al. (2013)

User involvement in the design Alavi and Joachimsthaler (1992)
and Shibl et al. (2013)

Personal involvement and inter-
est in the system Zinkhan et al. (1987)

Cognitive differentiation Zinkhan et al. (1987)

Risk aversion Alavi and Joachimsthaler (1992)
and Zinkhan et al. (1987)

Reputation of the system Doney and Cannon (1997)
Past interactions with the system Boyle and Bonacich (1970)
Interface design Kim et al. (2009)

Table B.1: Overview of factors influencing the acceptance of a new technology.
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C
Agents’ attributes

Attribute Description Type Influenced by Values
experience_
procedures

Level of experience with
the procedures Float Random from normal

distribution (avg 0.5) [0,1]

areas_known The areas that the dis-
patcher knows List

Random for each
area, based on prob-
ability_knowledge_
areas [Assumption
C1]

[a], [a, b],
[a, c, d,
e], [b, e],
etc.

role The role the dispatcher
has String One to each of the two

dispatchers initialized.
“radio”,
“phone”

percentage_
positive_ expe-
rience_ DSS

% positive past experi-
ence with the system (in
the output)

Float Random [0,1]

percentage_
positive_ ex-
perience_
DSS_peers

Reputation of the sys-
tem (% positive experi-
ence that the peers had
with the system)

Float Random [0,1]

user_personal_
involvement

User personal involve-
ment (interest) in the
DSS

Float Random [0,1]

perceived_ out-
put_quality

The extent to which the
dispatcher perceives the
output of the DSS as ac-
curate.

Float

0.4*percentage_ pos-
itive_ experience_
DSS_peers + 0.2*per-
centage_ positive_
experience_DSS +
0.4 * user_ personal_
involvement

[0,1]

risk_aversion

The extent to which the
dispatcher is willing to
take risks (0: high; 1:
low).

Float
Random from normal
distribution (average
0.6)

[0,1]

cognitive_
differentiation

The ability of the dis-
patcher to consider multi-
ple concepts when mak-
ing a decision

Float

Random from normal
distribution (aver-
age 0.5) + experi-
ence_procedures/4

[0,1]

training_with_
DSS

The extent to which the
dispatcher was trained to
use the DSS

Float Random between 0,
0.5 and 1. 0, 0.5, 1
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involvement_in_
DSS_design

The extent to which the
dispatcher was involved
in the design of the DSS

Float Random between 0,
0.5 and 1. 0, 0.5, 1

experience_DSS The level of experience
with the DSS Float

Random(0, 0.5)
+ 0.25*train-
ing_with_dss +
0.25*involvement_
in_DSS_design

[0,1]

perceived_ intu-
itive_ design

The extent to which the
dispatcher finds the de-
sign of the DSS intuitive

Float

Random(0, 0.4) +
0.1*training_with_dss
+ 0.1*involve-
ment_in_DSS_
design + 0.4*ex-
perience_DSS

[0,1]

perceived_ease
_of_use

The extent to which the
dispatcher finds the sys-
tem easy to use

Float

0.1*involvement_in
_DSS_design +
0.1*training_with_dss
+ 0.3*experi-
ence_DSS + 0.2*per-
ceived_intuitive _de-
sign + 0.2*experi-
ence_procedures
+ 0.1*cogni-
tive_differentiation

[0,1]

perceived_ use-
fulness

The extent to which the
dispatcher finds the sys-
tem useful

Float

0.5*perceived_
output_quality +
0.1*risk_aversion
+ 0.1*cogni-
tive_differentiation
+ 0.3*per-
ceived_ease_of_use

[0,1]

authority The level of authority they
have with police officers Float

Random(0,0.5) +
0.5*experience_
procedures

[0,1]

Table C.1: Dispatchers’ attributes.



69

Attribute Description Type Influenced by Values

experience_
procedures

Level of experience with
the procedures Float

Random from normal
distribution (avg 0.7)
[Assumption A3]

[0,1]

percentage_
positive_ expe-
rience_DSS

% positive past experi-
ence with the system (in
the output)

Float Random [0,1]

percentage_
positive_ ex-
perience_
DSS_peers

Reputation of the sys-
tem (% positive experi-
ence that the peers had
with the system)

Float Random [0,1]

user_ personal_
involvement

User personal involve-
ment (interest) in the
DSS

Float Random [0,1]

perceived_ out-
put_ quality

The extent to which the
dispatcher perceives the
output of the DSS as ac-
curate.

Float

0.4*percentage_ pos-
itive_experience_
DSS_peers +
0.2*percentage_
positive_experience
_DSS + 0.4 * user_
personal_ involvement

[0,1]

training_with
_DSS

The extent to which the
dispatcher was trained to
use the DSS

Float Random between 0,
0.5 and 1. 0, 0.5, 1

involvement_in_
DSS_design

The extent to which the
dispatcher was involved
in the design of the DSS

Float Random between 0,
0.5 and 1. 0, 0.5, 1

experience_DSS The level of experience
with the DSS Float

Random(0, 0.5)
+ 0.25*train-
ing_with_dss +
0.25*involve-
ment_in_DSS_ design

[0,1]

perceived_ease
_of_use

The extent to which the
dispatcher finds the sys-
tem easy to use

Float

0.2*involvement
_in_DSS_design
+ 0.2*experi-
ence_DSS + 0.2*train-
ing_with_DSS
+ 0.4*experi-
ence_procedures

[0,1]

perceived_ use-
fulness

The extent to which the
dispatcher finds the sys-
tem useful

Float
0.7*perceived_ out-
put_quality + 0.3 * per-
ceived_ ease_of_use

[0,1]

attitude_towards
_dispatchers

The attitude they have to-
wards dispatchers, being
1 very bad and 0 very
good.

Float
Random(0,0.5) +
0.5*experience_
procedures

[0,1]

Table C.2: Officers’ attributes.
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Verification

D.1. Tick test

Figure D.1: Tick test for the version without the DSS.

Figure D.2: Tick test for the version with the DSS.
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D.2. Reproducibility and variability tests
The reproducibility and variability tests are meant to verify that the simulation provides the same results
with the same seeds and different results with different seeds. To run these tests, the model is imple-
mented in a separated version where seeds are specified. Both tests are run in both versions of the
model, with and without the DSS. In the reproducibility test, the same seed is employed fifteen times
and the results highlight that the same results are visible in all of the runs, for all outcomes. The results
of the reproducibility test can be found in Tables D.1 and D.2.

On the other hand, in the variability test, three different seeds are used, each of them fifteen times, to
verify that different outcomes are obtained when varying the seed. The results show that varying the
seed, the decision-making time and the communication time vary accordingly to the seed employed.
In the version with the DSS, also the rates of adoption of the DSS by the dispatchers and the police
officers vary according to the seed. The results of the variability test can be found in Tables D.3 and
D.4.

Decision-making time Communication time Seed
1 5 0
1 5 0
1 5 0
1 5 0
1 5 0
1 5 0
1 5 0
1 5 0
1 5 0
1 5 0
1 5 0
1 5 0
1 5 0
1 5 0
1 5 0

Table D.1: Results of the reproducibility test in the version without the DSS.

Decision-making
time Communication time DSS adoption Officers DSS adop-

tion Seed

3 5 1 0.75 0
3 5 1 0.75 0
3 5 1 0.75 0
3 5 1 0.75 0
3 5 1 0.75 0
3 5 1 0.75 0
3 5 1 0.75 0
3 5 1 0.75 0
3 5 1 0.75 0
3 5 1 0.75 0
3 5 1 0.75 0
3 5 1 0.75 0
3 5 1 0.75 0
3 5 1 0.75 0
3 5 1 0.75 0

Table D.2: Results of the reproducibility test in the version with the DSS.
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Decision-making time Communication time Seed
1 5 0
1 5 0
1 5 0
1 5 0
1 5 0
1 5 0
1 5 0
1 5 0
1 5 0
1 5 0
1 5 0
1 5 0
1 5 0
1 5 0
1 5 0
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1
1 1 2
1 1 2
1 1 2
1 1 2
1 1 2
1 1 2
1 1 2
1 1 2
1 1 2
1 1 2
1 1 2
1 1 2
1 1 2
1 1 2
1 1 2

Table D.3: Results of the variability test in the version without the DSS.



D.2. Reproducibility and variability tests 73

Decision-making
time Communication time DSS adoption Officers DSS

adoption Seed

3 5 1 0.75 0
3 5 1 0.75 0
3 5 1 0.75 0
3 5 1 0.75 0
3 5 1 0.75 0
3 5 1 0.75 0
3 5 1 0.75 0
3 5 1 0.75 0
3 5 1 0.75 0
3 5 1 0.75 0
3 5 1 0.75 0
3 5 1 0.75 0
3 5 1 0.75 0
3 5 1 0.75 0
3 5 1 0.75 0
3 1 1 1 1
3 1 1 1 1
3 1 1 1 1
3 1 1 1 1
3 1 1 1 1
3 1 1 1 1
3 1 1 1 1
3 1 1 1 1
3 1 1 1 1
3 1 1 1 1
3 1 1 1 1
3 1 1 1 1
3 1 1 1 1
3 1 1 1 1
3 1 1 1 1
3 1 1 1 2
3 1 1 1 2
3 1 1 1 2
3 1 1 1 2
3 1 1 1 2
3 1 1 1 2
3 1 1 1 2
3 1 1 1 2
3 1 1 1 2
3 1 1 1 2
3 1 1 1 2
3 1 1 1 2
3 1 1 1 2
3 1 1 1 2
3 1 1 1 2

Table D.4: Results of the variability test in the version with the DSS.
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D.3. Sensitivity analysis
The sensitivity analysis is conducted by making use of the EMA workbench library in Python, which
supports exploratory modeling. This library can be utilized to ”develop interfaces to existing simulation
models, define computational experiments to conduct with those models, analyze the results of these
experiments, and store the results” (Kwakkel, 2017).

The analysis includes one hundred experiments, each of which is repeated one thousand times. In
this study, the input values for each experiment are defined by changing the default values of the input
parameters making use of Latin Hypercube Sampling (LHS), which ensures uniform sampling across
the uncertainty ranges for each of the input parameters. Table D.5 provides an overview of the applied
uncertainty ranges in this investigation.

Parameter Ranges Default
value

weight_area_component_probability_DSS_use 0.1, 0.5 0.3
weight_percentage_positive_experience_DSS_peers_perceived_output_
quality 0.05, 0.4 0.2

weight_percentage_positive_experience_DSS_perceived_output_quality 0.05, 0.5 0.4
weight_involvement_in_DSS_design_experience_DSS 0.05, 0.4 0.25

weight_dispatchers_experience_procedures_cognitive_differentiation 0.05,
0.55 0.25

weight_dispatchers_involvement_in_DSS_design_perceived_intuitive_
design 0, 0.3 0.1

weight_dispatchers_experience_DSS_perceived_intuitive_design 0.05, 0.5 0.4

weight_dispatchers_cognitive_differentiation_perceived_ease_of_use 0.05,
0.15 0.1

weight_dispatchers_experience_procedures_perceived_ease_of_use 0.05, 0.2 0.2
weight_dispatchers_perceived_intuitive_design_perceived_ease_of_use 0.05, 0.2 0.2

weight_dispatchers_experience_DSS_perceived_ease_of_use 0.05,
0.25 0.3

weight_dispatchers_involvement_in_DSS_design_perceived_ease_of_use 0.05, 0.1 0.1
weight_dispatchers_perceived_ease_of_use_perceived_usefulness 0.05, 0.4 0.3

weight_dispatchers_cognitive_differentiation_perceived_usefulness 0.05,
0.25 0.1

weight_dispatchers_risk_aversion_perceived_usefulness 0.05,
0.25 0.1

weight_dispatchers_experience_procedures_authority 0.3, 0.7 0.5

weight_officers_involvement_in_DSS_design_perceived_ease_of_use 0.05,
0.25 0.15

weight_officers_training_with_DSS_perceived_ease_of_use 0.05,
0.25 0.15

weight_officers_experience_procedures_perceived_ease_of_use 0.05, 0.5 0.4
weight_officers_perceived_output_quality_perceived_usefulness 0.5, 0.9 0.7
weight_officers_experience_procedures_attitude_towards_dispatchers 0.3, 0.7 0.5

Table D.5: Overview of the uncertainty ranges for each parameter.

A feature scoring analysis is conducted to evaluate the impact of the input parameters on the output
ones and the results are shown in Figure D.3. As it is clear in the graph, among the parameters under
analysis, a couple of them have an impact on some outputs that is higher than the others. These are
the weight that the experience with the procedures of the officers has in the definition of their attitude
towards dispatchers and the weight that the experience with the procedures of the officers has in the
definition of their perceived ease of use. These two parameters especially have a high effect on the
communication time.

The parameter with the highest impact on the decision-making time is the weight_area_component_
probability_DSS_use parameter (0.073). The weights of the level of positive experience of the actors
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Figure D.3: Sensitivity analysis: correlation between input and output variables.

on their perceived output quality of the DSS and the weight that the experience with the procedures of
the officers has in the definition of their attitude towards dispatchers have a secondary but still relevant
correlation with the decision-making time (0.071 and 0.068 respectively).

On the other hand, the two parameters with the highest impact on the communication time are the
weight of the experience with the procedures of the police officers in the definition of their attitude
towards dispatchers and the weight of the experience with the procedures of the police officers in
the definition of their perceived of use of the DSS (correlation = 0.25 and 0.17 respectively). These
values have a very high correlation with this outcome compared to the other parameters, and thus it
is important to take this into consideration while discussing the results. The parameter with the third
highest correlation is the weight of the dispatchers’ experience with the procedures on their level of
authority with the officers (0.055).

With regards to the rate of adoption of the DSS by the dispatchers, it can be noticed that the input
parameter with the highest impact is the weight of dispatchers’ experience with the procedures on their
cognitive differentiation (correlation = 0.073). The weight of the involvement of the officers in the design
of the DSS in the definition of their perceived ease of use of the DSS and the weight of the level of
officers’ training with the system on their perceived ease of use follow closely (correlation = 0.067 and
0.064 respectively).

Finally, with regards to the rate of adoption of the DSS solution by the officers, the weight of the experi-
ence with the procedures of the police officers in the definition of their perceived ease of use of the DSS
is the parameter with the highest correlation (0.072). The weight of dispatchers’ experience with the
procedures on their cognitive differentiation and the weight that the experience with the procedures of
the officers has in the definition of their attitude towards dispatchers, have the second and third highest
correlations (0.068 and 0.062 respectively).
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Experiments implementation

E.1. Base case: current procedures without DSS
In the base case, the procedures without the DSS are simulated. In the base case, no levers are
defined, since none of the parameters or the attributes of the agents are controllable. By making use
of the EMA workbench, 100 scenarios are defined based on the following uncertainties:

• Knowledge of the area of the crime of the radio dispatcher (Yes or No);

• Knowledge of the area of the crime of the phone dispatcher (Yes or No);

• Experience with the procedures of the radio dispatcher (varied from 0 to 1);

• Experience with the procedures of the phone dispatcher(varied from 0 to 1);

• Information scenario (either having all the information on the direction of the fugitive at the be-
ginning and then getting no more, or getting this information afterward, sooner or later during the
decision-making process, or having some information at the beginning and then getting, sooner
or later, new information in contrast with the one gained in the beginning).

We chose these parameters chose because of their impact on the decision-making and communication
processes. Each scenario is run over 1000 repetitions for them to be sufficiently generalizable. Since
in this version of the model, the DSS is not used, the only outcomes collected are the average decision-
making time over all the repetitions and the average communication time over all the repetitions.

E.2. Experiment 1: varying the run-length of the algorithm and the
components of the DSS

The first experiment is set up so that the levers are the run length of the algorithm and the components
of the DSS. Based on these levers, twelve policies are experimented, as shown in Table E.1.

Moreover, by making use of the EMA workbench, 100 scenarios are defined based on the following
uncertainties:

• Knowledge of the area of the crime of the radio dispatcher (Yes or No);

• Knowledge of the area of the crime of the phone dispatcher (Yes or No);

• Experience with the procedures of the radio dispatcher (varied from 0 to 1);

• Experience with the procedures of the phone dispatcher(varied from 0 to 1);

• Past experience with the DSS of both dispatchers and police officers (varied from 0 to 0.5);

• Cognitive differentiation of the radio dispatcher (varied from 0 to 1);

• Cognitive differentiation of the phone dispatcher (varied from 0 to 1);
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E.3. Experiment 2: varying the involvement of the agents in the design and training with the DSS and
the percentage of positive past experiences with the system 77

Policy Run length Components DSS
1 1 [’routes’]
2 1 [’routes’, ’probabilities’]
3 1 [’routes’, ’probabilities’, ’positions’]
4 1 [’positions’]
5 2 [’routes’]
6 2 [’routes’, ’probabilities’]
7 2 [’routes’, ’probabilities’, ’positions’]
8 2 [’positions’]
9 4 [’routes’]
10 4 [’routes’, ’probabilities’]
11 4 [’routes’, ’probabilities’, ’positions’]
12 4 [’positions’]

Table E.1: Values of run length and DSS components for each policy.

• Information scenario (either having all the information on the direction of the fugitive at the be-
ginning and then getting no more, or getting this information afterward, sooner or later during the
decision-making process, or having some information at the beginning and then getting, sooner
or later, new information in contrast with the one gained in the beginning).

We chose these parameters because of their effect not only on the definitions of the other properties
of the agents but also on the decision-making process itself, since they play a role in the decision on
whether to adopt the solution advised by the DSS.

As a result, 1200 experiments are run (12 policies * 100 scenarios). Each experiment is repeated 100
times to reach a proper level of generalization. For each experiment, the collected outputs are:

• The average decision-making time over all the repetitions positioning the units);

• The average communication time over all the repetitions;

• The average percentage of times the solution advised by the DSS is adopted by the dispatchers
over all the repetitions;

• The average percentage of police officers that decide to apply the solution advised by the DSS
over all the repetitions.

E.3. Experiment 2: varying the involvement of the agents in the de-
sign and training with the DSS and the percentage of positive
past experiences with the system

The second experiment is set up similarly to the first one, but here, the level of involvement of the agents
in the design of the DSS and of training to use the system and the percentage of positive past expe-
riences with the system are considered as a lever. The inclusion_training parameter determines both
the inclusion_in_DSS_design and the training_with_DSS parameters of the dispatchers and the police
officers. This parameter is chosen as a lever because it is the only parameter that determines the per-
ceived ease of use and perceived usefulness of the DSS and is controllable. The positive_experience
parameter, on the other hand, determines both the percentage of positive past experience of the agents
and of the agents’ peers with the system. Thus, two levers are considered here, and a total of 9 policies
are defined, as listed in Table E.2.

Similarly as in the first experiment, by making use of the EMA workbench, 100 scenarios are defined
based on the following uncertainties:

• Knowledge of the area of the crime of the radio dispatcher (Yes or No);

• Knowledge of the area of the crime of the phone dispatcher (Yes or No);

• Experience with the procedures of the radio dispatcher (varied from 0 to 1);
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Policy Positive past experience Involvement
1 0 0
2 0 0.5
3 0 1
4 0.5 0
5 0.5 0.5
6 0.5 1
7 1 0
8 1 0.5
9 1 1

Table E.2: Values of the involvement of the agents and the percentage of positive past experience with the DSS for each policy.

• Experience with the procedures of the phone dispatcher (varied from 0 to 1);

• Experience with the DSS of both dispatchers and police officers (varied from 0 to 0.5);

• Cognitive differentiation of the radio dispatcher (varied from 0 to 1);

• Cognitive differentiation of the phone dispatcher (varied from 0 to 1);

• Information scenario (either having all the information on the direction of the fugitive at the be-
ginning and then getting no more, or getting this information afterward, sooner or later during the
decision-making process, or having some information at the beginning and then getting, sooner
or later, new information in contrast with the one gained in the beginning).

As a result, 900 experiments are run (9 policies * 100 scenarios). Each experiment is repeated 1000
times to reach a proper level of generalization. For each experiment, the same outputs as in the first
experiment are collected.

In this experiment, as in all the following ones, the run length of the DSS algorithm is set as 2 (60
seconds) and the DSS shows all the possible components. the routes, the probabilities, and the optimal
positions. This is considered the standard implementation of the DSS.

E.4. Experiment 3: investigating what happens if all the agents al-
ways trust the system

The third experiment is set up similarly to the previous ones, but here, no lever is defined. In this
experiment, the agents behave as in the normal narrative but when they are evaluating whether to trust
the system (and thus to apply the DSS solution), they do not actually make a choice but directly trust it.

The same uncertainties considered in the previous experiment are also implemented here. As a result,
100 experiments are run (1 policy * 100 scenarios). Each experiment is repeated 1000 times to reach a
proper level of generalization. For each experiment, the same outcomes as in the previous experiments
are collected.

E.5. Experiment 4: varying the matching_probability distribution
The fourth experiment is meant to understand the impact that using different distributions to define the
matching_probability has on the outcomes. As a standard setting, this probability is varied based on a
uniform distribution ranging between -0.1 and 0.1. However, this distribution is not defined based on
empirical data and thus, this experimentation is meant to verify the impact that using different distribu-
tions has on the outcomes.

The experiment has one lever, which determines the distribution to experiment with, and four policies
are consequently defined based on the four options for this lever:

• uniform distribution ranging between -0.1 and 0.1 (uniform1);

• uniform distribution ranging between -0.2 and 0.2 (uniform2);
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• normal distribution with average = 0, standard deviation = 0.05, lower bound = -0.1 and upper
bound = 0.1 (normal1);

• normal distribution with average = 0, standard deviation = 0.15, lower bound = -0.3 and upper
bound = 0.3 (normal2).

The same uncertainties as the previous experiments are defined and as a result, 400 experiments
are run (4 policy * 100 scenarios). Each experiment is repeated 1000 times to reach a proper level of
generalization. For each experiment, the same outcomes as in the previous experiments are collected.

E.6. Experiment 5: varying the impact of the attitude of the officers
towards the DSS on the probability of agreement between dis-
patchers and police officers

The fifth experiment is meant to understand the consequences of using different distributions in the
definition of the impact of the attitude of the officers towards the DSS on the probability of agreement
between dispatchers and police officers. In fact, asmentioned in Chapter 6, the probability of agreement
varies based on the officers’ perceived ease of use and perceived usefulness of the DSS. This variation
is however not defined based on empirical data and thus, this experimentation is meant to verify the
impact of using different distributions on the outcomes.

The experiment has one lever, which determines the distribution (variation) to experiment with, and
three policies are consequently defined based on the three options for this lever:

• a variation of 5% and 10% (variation variable is equal to 0.1);

• a variation of 10% and 20% (variation variable is equal to 0.2);

• a variation of 25% and 50% (variation variable is equal to 0.5).

The same uncertainties as the previous experiments are defined and as a result, 300 experiments
are run (3 policy * 100 scenarios). Each experiment is repeated 1000 times to reach a proper level
of generalization. For each experiment, the only outcomes collected are the communication time and
the net rate of adoption of the DSS by the police officers, since the probability of agreement between
dispatchers and police officers just impacts the second part of the procedures (the communication
phase).
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Results: base case

An analysis is conducted to identify the relation between the input and output parameters. Firstly,
a feature scoring analysis shows that the experience of the dispatchers with the procedures has a
higher correlation with the decision-making and communication time compared to their knowledge of
the area, as shown in Figure F.1. The information scenario has, anyways, the strongest correlation
with the outcomes (0.069 and 0.066).

Figure F.1: Correlation between input and output parameters in the Base Case, based on the different information scenarios.

To further investigate the correlation between the input and output parameters, the relations between
the decision-making time and the experience of the two dispatchers are more carefully investigated. In
Figure F.2 the results are shown. While a direct correlation is not visible, these graphs clearly underline
that, for each scenario, either the average decision-making time is around 2 ticks, or 3.5 or 4. Given
the results shown in Figures 7.3 and F.1, it is clear that the decision-making time is highly influenced
by the information scenario.

Finally, the relation between the decision-making time and the communication time is investigated. Also
in this case, there does not seem to be any direct relation between the two parameters, as highlighted
in Figure F.3. On the other hand, the influence of the information scenario is evident.
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Figure F.2: Decision-making process time in relation to the experience of the radio and phone dispatchers in the Base Case.

Figure F.3: Relation between the decision-making process and communication time in the Base Case.



G
Results: Experiment 1

Figure G.1: Relation between the communication time and experience of the radio dispatchers with the procedures based on
the different policies in Experiment 1.
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Run length Components DSS

Avg
decision-
making time
(min)

Avg commu-
nication time
(min)

Avg DSS
adoption (%)

Avg net
officers DSS
adoption (%)

2 [’routes’, ’probabili-
ties’, ’positions’] 1,975 1,462 0,425 0,881

2 [’positions’] 1,948 1,457 0,411 0,881

1 [’routes’, ’probabili-
ties’, ’positions’] 1,652 1,462 0,462 0,887

4 [’routes’] 2,519 1,473 0,277 0,877
4 [’positions’] 2,353 1,468 0,307 0,878
2 [’routes’] 2,238 1,460 0,377 0,880

4 [’routes’, ’probabili-
ties’] 2,573 1,473 0,285 0,877

1 [’positions’] 1,643 1,457 0,459 0,887

1 [’routes’, ’probabili-
ties’] 1,972 1,460 0,425 0,880

4 [’routes’, ’probabili-
ties’, ’positions’] 2,455 1,463 0,334 0,877

2 [’routes’, ’probabili-
ties’] 2,254 1,468 0,381 0,877

1 [’routes’] 1,971 1,459 0,422 0,881

Table G.1: Averages of the outcomes per policy in Experiment 1.

Figure G.2: The distribution of the communication time based on the different policies in Experiment 1.
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Figure G.3: The distribution of the net rate of adoption of the solution advised by the DSS by the police officers based on the
different policies in Experiment 1.
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Results: Experiment 2

Figure H.1: Correlation between input and output parameters in Experiment 2.

Inclusion Positive past expe-
rience

Avg
decision-
making time
(min)

Avg commu-
nication time
(min)

Avg DSS
adoption (%)

Avg net
officers DSS
adoption (%)

0,5 0 1,977 1,765 0,410 0,745
1 1 1,978 1,206 0,414 0,987
0 0,5 1,975 1,707 0,411 0,775
0,5 1 1,976 1,267 0,413 0,962
0 0 1,974 2,014 0,411 0,597
0 1 1,978 1,417 0,413 0,903
1 0 1,971 1,504 0,410 0,868
0,5 0,5 1,975 1,457 0,411 0,887
1 0,5 1,977 1,294 0,411 0,952

Table H.1: Averages of the outcomes per policy in Experiment 2.
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Figure H.2: The distribution of the decision-making time based on the different policies in Experiment 2.

Figure H.3: The distribution of the rate of adoption of the solution advised by the DSS by the dispatchers based on the different
policies in Experiment 2.
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Results: Experiment 4

(a) Decision-making process time in Experiment 4. (b) Communication time in Experiment 4.

Figure I.1: Decision-making process time and communication time in Experiment 4.

(a) Rate of adoption of the DSS by the dispatchers in Experiment 4.
(b) Net rate of adoption of the DSS by the police officers in Experiment
4.

Figure I.2: Rate of adoption of the DSS by the dispatchers and the police officers in Experiment 4.
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Results: Experiment 5

Figure J.1: Communication time in Experiment 5.

Figure J.2: Net rate of adoption of the DSS by the police officers in Experiment 5.
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