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SUMMARY 

 

Pilot-Induced Oscillations and Control Surface Rate Limiting: 

Comprehension, Analysis, Mitigation, and Detection 

 

 

David H. Klyde 

 

 

From the Wright Flyer to fly-by-wire, the phenomenon of pilot-induced oscillations (PIO) has 

persisted, evolving with the complexity of the airframes and their associated flight control 

systems. Though airframe designers have long recognized the threat posed by PIO, each 

generation has been forced to address the issue whether identified in developmental flight test, 

operational flight test, or mission operations. A desired outcome of the research presented in this 

thesis is that these occurrences may be minimized in the second century of powered flight through 

enhanced comprehension and mitigation methods. To begin, it is recognized that the most 

significant threat of PIO in fly-by-wire aircraft comes from pilot interactions with a nonlinear 

flight control system response characterized by control surface actuator rate limiting, the so-called 

Category II PIO, and as such is the focus of this thesis. As this work was carried out over three 

decades, the thesis is separated into three distinct parts that address Comprehension and Analysis 

Methods, Category II PIO Mitigation Methods, and PIO Detection. 

Part I: Comprehension and Analysis Methods begins with the nature of control surface actuator 

rate limiting. Using a simple model, the linear characteristics of the actuator response are 

completely defined in terms of its time constant. As such, the linear response is only frequency 

dependent. For the nonlinear actuator, three distinct response regions are identified – linear, near 

saturation, and highly saturated. The near saturation region features intermittent rate limiting, but 

the overall response remains quasi-linear. The highly saturated region, however, is characterized 

not only by the input command frequency, but also by the maximum rate and amplitude of the 

input. That is, the nonlinear response is both amplitude and frequency dependent. Comparing the 

simplified model with a high order actuator model from a high-performance aircraft verified the 

utility of the simplified approach for the study of pilot-vehicle system interactions including PIO. 

Next, a generalized exact describing function-based method and associated describing function 

approximations are introduced to identify the gain attenuation and added phase lag associated 

with control surface rate limiting that can lead to pilot-induced oscillations and subsequent loss 

of control. The generalization was achieved using a normalized ratio of the linear to nonlinear 

control surface actuator time constants, where the nonlinear time constant is a function of the 

actuator maximum rate and the input command amplitude. This method provides an accurate 

measure of the phase lag due to rate limiting using easily obtained parameters. Associated with 

this work, an inverse describing technique was reintroduced to the community that allows for the 

prediction of PIO including the frequency of oscillation. Fundamentally, rate limiting introduces 
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added phase lag into the response of the aircraft. This alone can be sufficient to lead to PIO, 

depending upon the characteristics of the aircraft.  Flight 1-1-5 of the X-15 provides a perfect 

example of this effect, wherein an aircraft configuration that had good predicted handling 

qualities by linear system measures, still had a severe Category II PIO due to the control surface 

actuator rate limiting. For Category II PIO cases where the rate limiting occurs in series with an 

otherwise linear system, inverse describing function techniques are used to predict the limit cycle 

or PIO frequency. In the X-15 example used in this thesis, the PIO frequency was significantly 

reduced from the linear neutral stability frequency, thus displaying the profound impact of 

actuator rate limiting. This result takes on added significance in light of the inability of the linear 

criteria and metrics to identify the PIO susceptibility of this configuration. 

Building on the comprehension and analysis methods associated with nonlinear PIO that involves 

control surface rate limiting, Part II: Category II PIO Mitigation Methods develops two novel 

PIO mitigation techniques. The first method, the Smart-Cue/Smart-Gain, provides the means to 

alert, constrain and thereby alleviate loss of control associated with unfavorable pilot-vehicle 

systems interactions including PIO that are often present in high gain, closed-loop operations. 

Here, “ideal” pilot to surface relationships were used to measure the impact of control system 

effects, such as control surface rate limiting, that distort the actual control system response. The 

resulting Position Error measure of this “dynamic distortion” was used to develop; 1) a command 

path gain adjustment mechanism, a Smart-Gain, and 2) active alerting and constraining 

proprioceptive and tactile feedback cues to the cockpit controller, a Smart-Cue, when 

predetermined dynamic distortion boundaries, the Position Lag metric, are exceeded. The Smart-

Gain and Smart-Cue concepts were developed and refined via piloted simulation. Flight test 

evaluations with test pilots from NASA and industry were then conducted using the Calspan 

Learjet variable stability in-flight simulator. When used together the Smart-Gain and Smart-Cue 

were found to enhance flight safety by significantly reducing pilot-vehicle system loss of control 

incidents. 

From the Smart-Cue/Smart-Gain, evolved the SAFE-Cue concept. Over the last two decades, 

many novel adaptive flight control systems that provide a means to safely operate an air vehicle 

in the presence of damage or failures were introduced. While these systems show great promise, 

integration of exemplar systems in flight test aircraft at (U.S.) National Aeronautics and Space 

Administration Armstrong Flight Research facility revealed the potential for unfavorable pilot-

vehicle coupling including pilot-induced oscillations. To address this issue directly, the Smart 

Adaptive Flight Effective Cue or SAFE-Cue system was developed that features an adaptive 

command path gain to mitigate oscillation tendencies and an inceptor force feedback cue to alert 

the pilot that the system is active. SAFE-Cue generalizes the Smart-Cue/Smart-Gain, such that a 

flight control system error computed from a model-based ideal system response that is compared 

with the actual system response is used to activate SAFE-Cue. Flight test evaluations were again 

conducted with the Calspan Learjet using NASA and industry test pilots. The pilots preferred and 

responded best to the linear or nearly linear SAFE-Cue mechanizations that resulted in a more 

predictable aircraft response. In the presence of a nonlinear failure, several gain only and gain 

plus force feedback SAFE-Cue configurations resulted in performance that approached that of 

the baseline healthy aircraft for each pilot. While the focus featured an adaptive controller, the 

SAFE-Cue concept is completely general and can be applied to any fly-by-wire flight control 

system implementation as a means to mitigate loss of control. 

In Part III: PIO Detection, the Inceptor Peak Power-Phase (IPPP) PIO metric is introduced and 

validated using the Smart-Cue/Smart-Gain flight test database. The IPPP metric can be used for 
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analytical prediction or real-time identification and features the use of novel wavelet scalogram-

based methods that consider the time-varying peak pilot input power as a function of the 

controlled element phase at the frequency of the peak power, all of which are elements of the PIO 

signature, defined in Part I. The utility of the metric was explored using a flight test database that 

featured 26 cases, three evaluation tasks, three evaluation test pilots, and a full range of assigned 

PIO tendency ratings. Before applying the metric, characteristics of the PIO signature were 

applied to define a normalizing term for the inceptor peak power term. Initial PIO/no-PIO 

boundaries were established, and the effectiveness of these boundaries was assessed using the 26 

flight test cases. The results of the assessment initially found that 23 of the 26 cases were correctly 

identified as a PIO or no-PIO case based on the assigned PIO tendency ratings. Further analysis 

of the three “missed” cases revealed that the metric was working as intended and no modifications 

to the current boundaries were needed. 

The results of this research provide the means and methods to detect and evaluate PIO tendencies 

that may be concealed in complex fly-by-wire flight control system designs. Describing functions 

based on simplified nonlinear models of the control surface actuator can be used to identify the 

impact of rate limiting including estimation of the added phase lag that can lead to a flying 

qualities cliff. The IPPP metric can be used as either an analysis or real-time flight test control 

room tool. In terms of mitigation, the Smart-Cue/Smart-Gain system can be used minimize the 

impact of the nonlinear rate limiting of an isolated control surface actuator, while the SAFE-Cue 

system can be used to minimize the deleterious nonlinear effects of a wider flight control system 

response.  

Building upon this research, the next generation of control designers can address the challenging 

PIO cases that not only involve nonlinear system behavior, but also transitions between flight 

control system modes. This may prove to be significant for the emerging class of electric vertical 

takeoff and landing (eVTOL) rotorcraft that will almost certainly feature highly augmented 

vehicle dynamics and flight control modes that engage as a function of airspeed. In these cases, 

three or more mode transitions may occur as the vehicle accelerates from hover to cruise. For this 

class of vehicles as well as any other future piloted aviation system, application of appropriate 

PIO analysis methods, detection schemes, and mitigation approaches must be included as part of 

the design process from the assessment of computer simulation models, piloted simulation 

evaluations, and finally flight test.  
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NOTATION AND ABBREVIATIONS 

Notations 

A Actuator command input amplitude 

Ai Sum-of-sinewave amplitude at the frequency i 

an Normal acceleration 

E Magnitude of actuator model error signal 

E Actuator model error signal (e = c – ) 

eL Saturation Point 

Fas  Lateral control stick force, also FLAT 

Fcue Inceptor force feedback cue 

Fes Longitudinal control stick force, also FLON 

Fs Control stick force 

s
F   Feel system spring force 

fp Feel system preload force 

fs Feel system coulomb friction force 

G Linear system 

G Gravity constant 

H Altitude 

Ieff Effective feel system inertia 

I Pilot-vehicle system input 

K* 
Rate limiting element ratio of triangle output amplitude to sinusoidal 

maximum input amplitude (xo/ximax) 

Kc Effective vehicle attitude response controlled element gain 

Kf Hydraulic servo flow rate gain 

Kp Pilot describing function gain 

Ks Feel system spring force gain 

cSOSK   Sum-of-Sines command gain 

Kv Hydraulic servovalve gain 
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M Mach number 

M Pilot-vehicle system output 

N Nonlinear system 

P Roll rate 

Q Pitch rate 

qerr Pitch rate system error 

qNom SAFE-Cue nominal system pitch rate 

q   Dynamic pressure 

P(,t) Wavelet-based scalogram 

Pmax(t) Wavelet-based scalogram peak power at time t 

perr Roll rate system error 

S Laplace domain complex variable 

T Linear system time constant (actuator model, T = 1/a) 

TLAG Time lag 

TNL Nonlinear system actuator model indicial response time constant 

T Time 

tD 
Rate limiting element phase difference between triangle output and sinusoidal 

input (tD = to – ti) 

ti Rate limiting element time to maximum input amplitude 

to Rate limiting element time to maximum output amplitude 

Vi Indicated airspeed 

VL Actuator rate limit 

Vmax Maximum surface limit 

VV Vertical speed 

xi Rate limiting element sinusoidal input amplitude 

ix   Rate limiting element sinusoidal input rate 

ximax Rate limiting element maximum sinusoidal input amplitude 

xo Rate limiting element triangle output amplitude 

ox  Rate limiting element sinusoidal output rate 
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effectivecY   Effective attitude response transfer function 

Yc Controlled element describing function 

Yp Pilot describing function 

 Angle-of-attack 

 Angle-of-sideslip 

 Additional phase lag due to rate limiting 

 Surface position 

  Surface actuator rate 

a Aileron position 

as Lateral control stick position 

c Surface command 

'

c   Surface command after SAFE-Cue gain 

err Smart-Cue/Smart-Gain position error 

h Horizontal stabilizer position 

h   Horizontal stabilizer rate 

ch   Horizontal stabilizer position command 

LAG Position lag 

p Pilot command input 

PE Position error 

s Control stick position 

s   Control stick rate 

s  Control stick acceleration 

v Hydraulic servovalve position 

 Roll attitude 

i Actuator input phase angle 

max(t) Controlled element phase lag at the wavelet-based scalogram frequency at 

which the maximum power occurs for time t  
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ˆ t   Weighted controlled element phase lag for time t  

 Pitch attitude 

c Pitch attitude command 

e Pitch attitude error 

e Effective delay 

p
  Roll attitude phase delay 

p
   Pitch attitude phase delay 

 Frequency 

a Actuator bandwidth frequency 

*

a   Actuator nonlinear bandwidth frequency 

BW  Roll attitude bandwidth frequency 

BW
   Pitch attitude bandwidth frequency 

i Actuator input frequency 

LCO Limit cycle oscillation frequency 

( )max t   Wavelet-based scalogram frequency at which the maximum power occurs for 

time t 

( )max
ˆ t   Weighted wavelet-based scalogram frequency for time t 

onset Actuator saturation onset frequency 
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 Damping ratio 

 

  



xxi 

 

Abbreviations 

AFB (U.S.) Air Force Base 

AIAA American Institute of Aeronautics and Astronautics 

AirSTAR Airborne Subscale Transport Aircraft Research 

AVGSTB (F-14) Average stabilizer position 

BUFCM (F-14) Back Up Flight Control Module 

BW Bandwidth 
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1. Introduction 

It surprised me, it really shocked me... I thought something had broken and I didn’t see any 

[warning] lights... 

Thomas Morgenfeld, Test Pilot, “Report Pinpoints Factors Leading to YF-22 Crash,” 

Michael A. Dornheim, Aviation Week and Space Technology, November 9, 1992 
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1.0 INTRODUCTION 

1.1 Pilot-Induced Oscillations and the First Century of Powered Flight 

On December 17, 1903 Wilbur and Orville Wright successfully conducted the world’s 

first powered flight at Kill Devil Hills in North Carolina. Though not recognized at the 

time, the Wrights also introduced the world to the phenomenon of pilot-induced 

oscillations. Detailed definitions are provided in the next section, but in short, a pilot-

induced oscillation or PIO is an out-of-phase oscillation observed between the control 

inputs of the pilot and the response of the vehicle to that input. For the Wright Flyer, the 

out-of-phase oscillations resulted from the attempt of the pilot to control an airframe that 

was statically and dynamically unstable in the longitudinal axis. In their flight dynamics 

study of the 1903 Wright Flyer configuration [1, page 537], Jex and Culick noted that 

“The strongly unstable pitching characteristic of the 1903 Flyer is arguably its worst 

feature… The large negative static margin (-20%) and limited control trim range meant 

that the airplane was barely controllable.” In a related paper [2, page 43], these authors 

noted that pilot-induced oscillations “were likely a problem for the 1903 Flyer, as shown 

by photographs in which the canard is fully deflected fully up or down.”  

 
(a) Illustration of first four flights with observed flight path oscillations (from the United States 

National Park Service Brochure for the Wright Brothers National Memorial, North Carolina) 

 
(b) Site of the first four flights as observed 100 years later 

Figure 1.1: The first four powered flights conducted by the Wright Brothers on Dec. 17, 1903. 

From the Wright Flyer to fly-by-wire, the phenomenon of pilot-induced oscillations has persisted, 

evolving with the complexity of the airframes and their associated flight control systems. Though 



4 

 

airframe designers have long recognized the threat posed by PIO, each generation has been forced 

to address the issue whether identified in developmental flight test (for example, the YF-16 [3]), 

operational flight test (for example, F-14 [4]), or mission operations (for example, C-17 [5]). A 

desired outcome of the research presented herein is that these occurrences may be minimized in 

the second century of powered flight through enhanced comprehension and mitigation methods. 

Since its founding in California in 1957, Systems Technology, Inc. has participated in the search 

for comprehension and solutions to the PIO phenomenon as a core activity. The research 

described in this thesis began in the 1990’s after a series of high profile PIO events occurred that 

featured control surface actuator rate limiting as a key element. Since such events almost always 

result in severe PIO, funding for research in this area became available and was sustained for the 

next several decades beginning with the United States Air Force Unified PIO Program 

[6,7,8,9,10] and continuing to the European Union ARISTOTEL Program (Aircraft and 

Rotorcraft Pilot Couplings – Tools and Techniques for Alleviation and Detection) [11], which 

concluded in 2013. 

1.2 The PIO Signature1 

The United States Department of Defense Interface Standard for Flying Qualities of Piloted 

Airplanes, MIL-STD-1797A [12] contains a concise definition of PIO:  it consists of “sustained 

or uncontrollable oscillations resulting from efforts of the pilot to control the aircraft.”  It has 

been suggested that the word “unintentional” be added before “sustained,” to distinguish from 

intentional oscillatory behavior. This recognizes the important fact that in a PIO the pilot is not 

seeking the out-of-phase oscillatory pilot-vehicle system behavior, but the PIO is instead a 

deleterious effect resulting from unfavorable pilot-vehicle system coupling.  

Taken literally, the MIL-STD-1797A definition means that any oscillation that occurs during 

manual, piloted control may be classified as a PIO. Yet many times this oscillation is nothing 

more than a result of pilot overcontrol in an otherwise normal circumstance.  For example, to the 

outsider the typical ballooning in flight path that any student pilot encounters during landing 

training may appear to be a PIO. This ballooning is simply part of standard pilot compensation 

and is usually no more than one or two cycles, with no threat of developing into a life-threatening 

PIO event.  Indeed, visual inspection of the time history records from even the experienced pilot 

in the landing flare with a known good airplane may often reveal small corrections that might 

appear to be signs of a PIO.  These are not what MIL-STD-1797A is referring to, nor are they to 

be feared. 

 

1 The material in this section has been adopted from a paper written by the author of this thesis 

and longtime collaborator David Mitchell wherein the key elements of PIO, that is, the PIO 

signature was defined. [Mitchell, D. G. and D. H. Klyde, “Identifying a Pilot-Induced Oscillation 

Signature:  New Techniques Applied to Old Problems,” Journal of Guidance, Control, and 

Dynamics, vol. 31, no. 1, pp. 215-224, 2008.] 
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There is a certain appeal to declaring every unintentional oscillation a PIO. A sure way to raise 

eyebrows in a full-scale development flight program is for a pilot in a post-flight debrief to hint 

that the aircraft in question exhibits PIO tendencies. This may result in an overreaction by the test 

team, even if the pilot clearly states that the oscillations were extremely minor, resulted from very 

high-bandwidth manual control, and could easily be terminated. When emotion is removed from 

the equation, the pilot can be asked about the frequency, amplitude, tendency to diverge, etc., for 

the event in question, and the handling qualities experts can then determine if there is real cause 

for concern. This would then lead to a systematic method for quantitative analysis of the event 

and an investigation of its causes. Quantitative analysis of PIO is a major theme of this thesis and 

the reference [13] paper. 

Residual oscillations that continue even if the pilot is no longer attempting to control the aircraft 

are not PIO. Typically, these residual oscillations are the result of lightly damped modes. To 

complicate the interpretation, lightly damped modes can result in PIO if flight control system 

failures result in zero damping. Many of the PIOs recorded in older (1950s and earlier vintage) 

aircraft are traceable directly to low inherent damping of the short period or Dutch roll modes. 

To eliminate any potential confusion, PIO as stated in [12] results from “efforts of the pilot to 

control the aircraft.” Since the PIO is evidence of an undamped closed-loop, pilot-vehicle 

oscillation, then there must exist during the PIO at least one measurable aircraft state that is 180 

degrees out of phase with at least one pilot control.  This leads to the following proposed 

definition from [13, page 217]: “A PIO exists when the airplane attitude, angular rate, normal 

acceleration, or other quantity derived from these states, is approximately 180 degrees out of 

phase with the pilot’s control inputs.” Of course, there can be many occurrences of 180 degree 

out of phase oscillations within the context of a pilot-vehicle system. With this in mind, an 

important element of the PIO signature is that the out of phase oscillations must be at an amplitude 

and frequency to impact the task. Therefore, the high frequency, small amplitude out of phase 

oscillations that often occur are of no consequence to PIO. 

There are many, perhaps hundreds, of time traces in the open literature that illustrate the two 

precepts for PIO introduced so far: 1) oscillatory time responses; and 2) out-of-phase behavior.  

The literature reveals that PIOs can occur in all aircraft including high performance military 

aircraft, commercial transports, business jets, and rotorcraft [13]. Some aircraft have also 

experienced ground handling PIO that can occur during high-speed rollout after landing [14]. As 

an illustration, consider three rather well-known sets of traces in Figure 1.2. They are the pilot 

control stick inputs (force or position) and angular attitude outputs for the YF-22 low-altitude 

pitch PIO [15] at Edwards AFB in 1992; the roll PIO of an MV-22 near a ship [16] in 1999; and 

a pitch PIO of an F-14 [4], operating on its backup flight control module or BUFCM, while 

attempting an in-flight refueling in 1990. While there is evidence of high-frequency control 

activity on all control stick traces in Figure 1.2, a lower-frequency, sinusoidal oscillation is 

evident as well. Angular attitude is approximately 180 degrees out of phase with pilot control 

stick inputs at the start of the oscillations, and in all cases is more than 180 degrees out of phase 

by the end of the traces. 
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(a) YF-22 (1992) 
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(b) MV-22 (1999) 
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(c) F-14 BUFCM (1990) 

Figure 1.2: Input-output pairs for three example PIO events demonstrate out-of-phase 

oscillatory characteristics. 

Because of the critical importance of distinguishing between a potentially catastrophic PIO and 

nuisance oscillations, one solution is to change the definition of PIO. The primary emphasis is to 

make a distinction between closed-loop pilot/aircraft oscillations that are a side effect of the 

pilot’s tracking effort and those that have a potential for loss of control. These oscillations may 

look identical on recorded data, and only the pilot involved can properly make this crucial 

distinction. 
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One way of viewing the crucial distinction between oscillations resulting from degraded handling 

and those that can result in a divergent PIO is to note that in the former case the pilot drives the 

oscillation, whereas in a “real” PIO (as defined here) the pilot is driven by the oscillation. If the 

oscillation requires that the pilot redirects efforts away from the primary task by a noticeable 

amount, such that a new task has been created (for example, stop the oscillation). In such cases 

the pilot is being driven by the oscillation and is therefore forced to do a new task. In extreme 

cases (for example, YF-22 [15]), the pilot thought that he had experienced a flight control system 

failure, and that the new task was to cope with that failure.  

One important way to characterize PIO is by the amplitude of the pilot’s input and the aircraft’s 

response.  If both input and output are below a certain threshold, one should not care if the first 

two definitions (oscillations and out-of-phase) are met, because the pilot will not even see it, or 

it will appear to be nothing more than a minor nuisance.  Thus, to be a real “PIO,” the input, or 

output, or both, must be large enough to be noticed. 

In summary, the signature of PIO is defined by: 

• The presence of an oscillation. 

• A pilot control input that is 180 degrees out-of-phase with a vehicle response (typically 

attitude, angular rate, or linear acceleration). 

• Oscillations that are large enough to be noticed by the pilot and have an impact on task 

performance. 

1.3 PIO Categories 

In 1997, a summary report by a United States National Research Council (NRC) Committee on 

the Effects of Aircraft-Pilot Coupling on Flight Safety was published [17].  The NRC Committee 

separated PIOs by Category per earlier reported work first published in [18] and further detailed 

in [6]. The categories depend essentially on the degree of nonlinearity in the event: 

• Category I: Linear pilot-vehicle system oscillations.  These PIOs result from identifiable 

phenomena such as excessive time delay, excessive phase loss due to filters, improper 

control/response sensitivity, etc.  They are the simplest to model, understand, and 

prevent.  They are also the least common in operational flying. 

• Category II: Quasi-linear events with some nonlinear contributions, such as rate or 

position limiting.  For the most part, these PIOs can be modeled as linear events, with 

an identifiable nonlinear contribution that may be treated separately. The most common 

nonlinear contribution is the subject of this thesis:  rate limiting of a control effector 

actuator. These are the most common severe PIO events. 

• Category III: Nonlinear PIOs with transients. Such events are difficult to recognize and 

rarely occur but are always severe. Mode switching that cannot be represented by a 

quasi-linear equivalent is the common culprit. 
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The pilot-vehicle oscillations in Category I may be casual, easily repeatable, readily eliminated 

by loosening control (that is, lowering pilot gain), and are generally non-threatening. With a major 

triggering input, however, the oscillations may be quite severe and catastrophic. More often than 

not, these situations involve aircraft configurations that are characterized by excessive lags. 

Analyses of Category I oscillation possibilities can reveal the oscillatory frequencies consistent 

with a presumed type of pilot behavior (for example, compensatory or synchronous), pilot gain 

levels, and nominal high-gain pilot-vehicle system bandwidths. These events are far and away 

the dominant PIO category found in flight research. 

Category II PIOs are very similar to those of Category I except for the dominance of key lag-

introducing series nonlinearities. They are invariably severe PIOs, whereas Category I covers 

both small and large amplitude levels. Rate limiting, either as a series element or as a rate-limited 

surface actuator, modifies the Category I situation by adding an amplitude-dependent lag and by 

setting the limit cycle magnitude. Other simple nonlinearities (for example, stick command 

shaping and aerodynamic characteristics) may also be present.  

Category III PIOs can be much more complicated to analyze in that they intrinsically involve 

transitions in either the pilot or the effective controlled element dynamics. Thus, there are a 

minimum of two sets of effective pilot-vehicle characteristics involved: pre- and post-transition.  

When these differ greatly, very severe PIOs can occur. The shifts in controlled element dynamics 

may be associated with the size of the pilot’s input, or may be due to internal changes in either 

control system or aerodynamic/propulsion configurations, mode changes, etc.  Pilot transitions 

may be shifts in dynamic behavioral properties (for example, from compensatory to 

synchronous), from modifications in cues (for example, from attitude to load factor), or from 

behavioral adjustments to accommodate task modifications (for example, from target tracking to 

boundary avoidance tracking). 

The categories defined above do not differentiate as to PIO severity (that is, large-amplitude 

severe PIOs can occur in all categories). They also have little if anything to say about the 

subjective and emotional aspects of a severe PIO. The pilot involved cares not at all whether his 

or her encounter was a Category I, II, or III event! For the analyst, on the other hand, such details 

are essential to develop understanding of the event and determine corrective actions. 

1.4 Problem Statement 

1.4.1 Research Goal 

Prior to the work of this thesis, which was conducted over several decades, past research into PIO 

was typically proceeded by high profile PIO events that then led to additional funding. High 

profile PIO events involving the T-38 [19], F-4 [20], and X-15 [21] led the PIO work conducted 

by STI in the 1960’s that was summarized in [22]. The next set of high profile PIO events were 

associated with the introduction of fly-by-wire flight control systems that included the YF-16 

Flight 0 [3] and Space Shuttle [23]. Research at this time, in general, focused primarily on 

addressing handling qualities of higher order systems on not specifically PIO. The collected work 

was released by the U.S. Department of Defense in the interface standard, MIL-STD-1797A, that 

featured new criteria such as Neal-Smith, Airplane Bandwidth, and others [12]. High profile PIO 
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events again occurred in the late 1980’s and early 1990’s. These severe PIO events included the 

C-17 [5], YF-22 [15], V-22 [16], and JAS-39 Gripen [24] and all featured control surface actuator 

limiting, the focus of this thesis. These events resulted in the Unified PIO Theory research 

introduced earlier in this chapter including the work that initiated the research described in this 

thesis. Given that modern PIO phenomena are dominated by the presence of control surface 

actuator rate limiting, the goals of this thesis are as follows: 

To address Category II PIO, the goals of this thesis are to 

Provide enhanced comprehension and analysis methods, in-flight mitigation methods, and 

wavelet-based detection methods. 

The theories, analyses, mitigation, and detection methods featured in this thesis are designed to 

be general and are therefore not tied to a particular aircraft type, flight control system architecture, 

or cockpit inceptor configuration. 

1.4.2 Approach and Scope of Thesis 

The primary inspiration for what became the work of a career and the foundation of this thesis 

are a handful of pages found in the Appendix of the classic PIO reference by Ashkenas, Jex, and 

McRuer [22], the “founding fathers” of Systems Technology, Inc. The career work began with 

the research conducted as part of the Unified PIO Theory program that was sponsored by the 

United States Air Force [6]. The objective of this research was to understand the nature of control 

surface actuator rate limiting and its role in Category II PIO. The Appendix pages describe a 

simplified model of a rate limited servo along with describing function approximations for the 

near saturation and highly saturated model conditions. It also alludes to an exact describing 

function solution that can be used to describe the system for a given set of model and input 

conditions. This served as the launching point for the research of this thesis that addresses the 

following topics.  

• A generalized describing function representation of a rate limited control surface 

actuator is defined that allows for the resulting added phase lag and gain attenuation to 

be computed given the command input amplitude and frequency and the actuator 

maximum rate. 

• An inverse describing function analysis method based on this generalized describing 

function and a simplified rate limiting element representation are used to provide a 

prediction of the pilot-induced oscillation limit cycle frequency. 

• A pilot-induced oscillation mitigation method is developed and tested that features an 

active inceptor cue that alerts the pilot of potential pilot-induced oscillation onset and an 

adaptive command path gain that mitigates the jump resonance [25], the sudden 

transition from one amplitude of oscillation of another, associated with control surface 

rate limiting. The resulting “Smart-Cue” and “Smart-Gain” were refined via piloted 
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simulation and validated in flight by experienced test pilots using the Calspan Learjet 

In-Flight Simulator aircraft. 

• Building upon the success of the Smart-Cue and Smart-Gain innovations, the concept 

was reimagined to mitigate the deleterious effects of adaptive control approaches that 

were shown in flight test at NASA and elsewhere to create unfavorable pilot-vehicle 

interactions including pilot-induced oscillations in the presence of failures. This more 

general Smart Adaptive Flight Effective Cue (SAFE-Cue) was also refined via piloted 

simulation and validated in flight by experienced test pilots again using the Calspan 

Learjet In-Flight Simulator aircraft. 

• Using wavelet-based techniques that allow for time-varying frequency responses, a new 

pilot-induced oscillation detection metric is defined and validated using the data from 

the Smart-Cue/Smart-Gain flight test database. 

Taken together, this research provides a holistic approach to Category II PIO wherein the results 

provide enhanced comprehension, improved analysis methods, on-board mitigation techniques, 

and new wavelet-based detection metrics that can be used to identify PIO. 

With its focus on Category II PIOs, the scope of this work does not address the largely solved 

comprehension and mitigation methods associated with Category I PIOs, that is, essentially linear 

system oscillations, see, for example, [10, 11, 17]. Further, this work does not address Category 

III PIO with its focus on mode transitions within the flight control system and/or pilot-vehicle 

system. These transitions are typically design dependent and are therefore difficult to generalize. 

Nonetheless, new research in this area is clearly needed as advanced air mobility vehicles, many 

featuring electric propulsion and highly augmented fly-by-wire flight control laws that transition 

as a function of speed, enter operation. 

1.5 Guidelines for the Reader 

The chapters of this thesis have been organized into three parts. Chapters 2 – 4 comprise Part I: 

Comprehension and Analysis and cover the comprehension of Category II PIO with control 

surface actuator rate limiting. Chapters 5 – 10 comprise Part II: Category II PIO Mitigation 

Methods and cover the use of active inceptor force cueing and command path gain adjustments 

to mitigate Category II PIO. Finally, Chapters 11 – 12 comprise Part III: PIO Detection and cover 

the development and application of a wavelet scalogram-based PIO detection method. The 

content of each chapter is comprised primarily of previously published journal and conference 

papers. Source material is identified in the introduction of each chapter. As such, each chapter 

can be read independently though the intention is that each of the three parts tells a complete 

story. An appendix is included that derives the wavelet-based scalograms that are used as an 

analysis tool and a key element of the PIO detection method.  
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Part I: Comprehension and Analysis Methods 
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2. The Nature of Control Surface Actuator Rate Limiting 

At its most insidious, rate limiting phenomena can cause the sudden, dramatic onset of 

substantial incremental shift in the phase lag, which is instantly manifested by a change in pilot 

gain or command. 

Committee on the Effects of Aircraft-Pilot Coupling on Flight Safety, National Research 

Council, 1997 
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2.0 THE NATURE OF CONTROL SURFACE ACTUATOR RATE 

LIMITING 

The material in this chapter has been taken largely from two references [1,2] that explore the 

nature of control surface actuator rate limiting. As mentioned in Part 1, the material herein was 

inspired by the work of Ashkenas, Jex, and McRuer as found in the Appendix of their classic PIO 

report from the 1960’s [3]. This work inspired the further development of the rate limiting 

describing function analyses of [4] that was conducted as part of the United States Air Force 

Unified PIO Theory Program of the mid 1990’s. 

2.1 Introduction 

Throughout the first 100 years of powered flight, aircraft handling qualities has been addressed 

as a secondary consideration of the design process that is typically dominated by performance 

and cost requirements. Because of their often catastrophic nature, however, nothing brings 

attention to handling qualities like a high profile PIO. Traditionally, the occurrence of such an 

event has led to research activities that are intended to alleviate the problem once and for all.  

Despite significant technical advances in this area, PIOs continue to occur with both flight test 

and operational aircraft. 

The focus of the Comprehension and Analysis Methods sections of this thesis is on the role of 

rate limiting in PIO. The earliest well-documented PIO event that featured rate limiting was the 

first flight of the X-15 aircraft in 1959.  This event, which is discussed in more detail in Chapter 

4 of this thesis, is one of the most analyzed of all PIO events. Among the earliest is the analysis 

documented in [3] that features the development of describing function approximations for a rate 

limited actuator and an inverse describing function technique used to predict limit cycle 

oscillations and their frequencies. Attention to the effects of rate limiting and other system 

nonlinearities surfaced again in conjunction with the severe PIOs that occurred with the YF-12 

aircraft during aerial refueling.  An excellent description of the nonlinear analysis of these events 

was done at NASA by Smith and Berry [5].   

More recent highly documented PIO events that involved rate limiting include the YF-22 [6] and 

JAS-39 [7] events.  These events that resulted in significant damage to the YF-22 and the loss of 

two JAS-39 aircraft inspired a new thrust in handling qualities research that emphasized 

comprehension, prevention, and alleviation of the nonlinear effects associated with rate limiting.  

Specifically, the YF-22 event led to the Air Force Unified PIO Program described in Chapter 1 

of this thesis, while the JAS-39 events led SAAB to develop a patented control scheme [7] 

designed to alleviate the effects of rate limiting.  

For PIO to occur, there must be a trigger [8,9]. Following the well-publicized crashes of the YF-

22 and the JAS-39 aircraft in the early 1990’s, it was speculated, on the other hand, that rate 

limiting was a trigger for most PIOs on fly-by-wire aircraft. After the research efforts of the 

1990’s including the Unified PIO Program, it was concluded that rate limiting can be a trigger 

for PIO. Sometimes PIO can also be the cause of the rate limiting.  Further, it is possible to 

encounter severe rate limiting without a PIO. Comprehension of these possible outcomes is 
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important if Category II PIOs are to be mitigated in design or via on-board counter measures such 

as the PIO suppression filter used on the Space Shuttle [10]. 

2.2 A Simplified Actuator Model with Rate Limiting 

2.2.1 Simplified Model Description 

A block diagram of a simplified rate limited servo actuator model [1,2,4] is presented in Figure 

2.1. As shown in the figure, the input surface command (c) produces an output surface deflection 

(). The output deflection is fed back to the command to produce an error signal, e = c - . In the 

forward path the error signal serves as the input to the nonlinear saturation block. The saturation 

block is characterized by two design parameters: 1) a gain equivalent to the linear actuator closed-

loop bandwidth or more simply referred to as the linear bandwidth (a) and 2) a saturation value 

equivalent to the actuator rate limit (VL).  From Figure 2.1, it is clear that the saturation point (eL) 

can be defined in terms of these design parameters by eL = VL/a. The output from the saturation 

block is the surface rate ( ). This signal is then integrated to produce the surface deflection (). 

 

Figure 2.1: Simplified control surface actuator model [3]. 

The model has three distinct operating ranges. First, when e < eL, the model is linear with a closed-

loop response characterized by a simple first order lag with a time constant, T = 1/a.  These first 

order features are exemplified in the Bode plot and step time response of Figure 2.2. Here, 

everything is characterized by the time constant. Interpreted in the frequency domain, T is the 

inverse of the linear bandwidth (that is, the frequency at which the output/input is down 3 dB 

from the value at zero frequency) as shown in Figure 2.2(a). In the time domain the step response 

is governed completely by the time constant. For example, the Figure 2.2(b) exponential response 

exhibits a series of subtangents that again reflect T. The time constant also corresponds to a 

“system rise time” of the indicial response that is determined by the time to reach the maximum 

(final) surface displacement at the maximum output velocity. One or more of these characteristics 

is fundamentally changed when the input amplitude exceeds the linear region saturation point. 
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(a) Bode frequency response 

 

(b) Step response 

Figure 2.2: Linear control surface actuator Bode plot and step time response. 

The second operating range is the near saturation range that occurs when the maximum error 

exceeds eL by a small amount. This region is characterized by a quasi-linear response that is only 

intermittently rate limited. Thus, the nonlinear amplitude effects in this region are imperceptible 

to the pilot. 

The third operating range is fully nonlinear and is characterized by an output rate that equals the 

actuator rate limit,  = VL, for most of the time. In this region the presence of the nonlinearity 

makes both the frequency and time responses amplitude dependent. For the step response, the 

system rise time (TNL) will be the magnitude of the step input divided by the velocity limit as 

shown in Figure 2.3. For sinusoidal inputs with amplitudes that are large enough to keep the 

system velocity at limit values most of the time, the limiter approaches a bang-bang characteristic. 

As illustrated later, this type of closed-loop system can be characterized by describing functions 
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that can be expressed in simple analytical terms. The bang-bang idealization is a very useful 

limiting case that is valid when the linear bandwidth is very large when contrasted to the effective 

bandwidth of the nonlinear system. This “rise time” is completely independent from that for the 

linear system. Thus, for this fully nonlinear case, the closed-loop frequency and time response 

characteristics are totally defined by the rate limit and the input amplitude, independent of the 

linear system time constant.    

In the transition near saturation regime between the essentially linear and the essentially 

nonlinear, the system responses will depend on the linear time constant, the velocity limit, and 

the input amplitude. Although this situation defies a straightforward analytical treatment, the 

quasi-linear nature of the system response permits the use of nonlinear computer simulation 

models to generate time responses and with some effort (for example, by using fast Fourier 

transform techniques applied to the output time histories) corresponding frequency responses. 

2.2.2 Time Response Surveys 

The following discussion provides three example cases that span the ranges of interest (that is, 

linear, near saturation, and highly saturated). For all cases the design parameters a and VL were 

held constant at 20 rad/s and 40 deg/s, respectively. The input sine wave frequency (i) was held 

constant at 5 rad/sec. Thus, the input amplitude, c = A, was varied to obtain responses within the 

three desired model ranges of interest. When the design parameters are held constant at the above 

stated values, the system will not saturate until e = 2 deg. 

2.2.2.1 Linear Range 

Figure 2.4 presents the closed-loop actuator model time responses for a linear range case with an 

input magnitude of 5 deg. As shown in the figure the error signal always remains below the 2 deg 

saturation point. The linearity of the response is further exemplified by an actuator rate that is 

always well below the 40 deg/s rate limit.  In Figure 2.5, the output actuator position is compared 

to the input command. The noticeable lag in the output response results from the first order 

closed-loop time constant as previously identified in Figure 2.2.  The phase lag due to the effective 

first-order time constant is tan-1(T). For the conditions illustrated, this phase lag is well 

approximated by the argument. Thus, for input frequencies much less than the actuator bandwidth 

frequency, the output response is shifted from the input by T seconds as indicated in Figure 2.2. 
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(a) Surface actuator rate 

 

(b) Surface position 

Figure 2.3: Nonlinear closed-loop actuator response to a step input of amplitude A. 
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2.2.2.2 Near Saturation Range 

Figure 2.6 presents the closed-loop actuator model time responses for a near saturation case with 

an input magnitude of 9 deg. As shown in the figure the error signal intermittently exceeds the 2 

deg saturation point. These excursions into the nonlinear range are more evident in the actuator 

rate response that becomes clipped at the 40 deg/s rate limit.  In Figure 2.7, the output actuator 

position is compared to the input command. The figure illustrates an output position response that 

remains effectively linear even though the saturation point has been clearly exceeded. The nearly 

linear nature of the output actuator position is further exemplified by a phase lag that remains 

consistent with the linear time constant. 

2.2.2.3 Highly Saturated Range 

Figure 2.8 presents the closed-loop actuator model time responses for a saturation case with an 

input magnitude of 15 deg. As shown in the figure, the error signal consistently exceeds the 2 deg 

saturation point although it still appears more or less sinusoidal. The nonlinear nature is more 

evident in the actuator rate response that appears “box car-like” for this highly saturated case. 

Thus, the actuator operates as a bang-bang (that is, maximum-to-maximum) controller. In Figure 

2.9, the actuator output position is compared to the input command. The figure displays a triangle 

wave output response that reverses when equal to the input (that is, when the error signal passes 

through zero). It should be noted that, unlike the indicial response discussed earlier, the phase lag 

for this more generalized case is not consistent with TNL (that is, the phase lag   TNL). In the 

analyses that follows in subsequent chapters, it is shown that the TNL parameter still plays a 

significant role in characterizing the nonlinear system. 

2.3 Applicability of the Simplified Model 

Before proceeding further, it is important to verify the low order nonlinear actuator model of 

Figure 2.1 has utility for the study of Category II PIO. A high order aileron control surface 

actuator model for the NASA F/A-18 High Alpha Research Vehicle was derived from parameters 

provided in [11] and its references. In general, higher order electrohydraulic actuator models 

feature not only dynamics for the position control loop, but also the servovalve loop and the 

current loop as well as various filters. A Bode plot for the high order model is shown in Figure 

2.10(a). A low order approximation that emphasizes the dominant position loop dynamics is 

shown in Figure 2.10(b). In both cases, the solid line represents the magnitude response and the 

dashed line represents the phase response. The two cases are directly compared in Figure 2.10(c) 

and (d). Note that when the frequency region of the pilot-vehicle system control is considered, 

that is, frequencies less than 20 rad/s, the low order model is shown to well represent the dynamic 

response of the high order model. This example therefore illustrates the utility of pursuing 

Category II PIO analysis investigations using a low order actuator model. 
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Figure 2.4: Linear actuator model time responses. 
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Figure 2.5: Linear actuator model input command and output position time responses. 
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Figure 2.6: Near saturation actuator model time responses. 
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Figure 2.7: Near saturation actuator model input command and output position time responses. 
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Figure 2.8: Highly saturated actuator model time responses. 
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Figure 2.9: Highly saturated actuator model input command and output position time 

responses. 
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(a) High order model 

 
(b) Low order model 

 
(c) Combined models 

 
(d) Combined models, region of pilot control 

Figure 2.10: Comparison of high and low order control surface actuator model Bode plots ( 

/c).  
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2.4 Conclusions 

In this chapter, a simplified model of a control surface actuator was introduced to study the nature 

of rate limiting. Using this simple model, the linear characteristics of the actuator response are 

completely defined in terms of its time constant, T, or bandwidth frequency, a, wherein T = 1/a. 

As such, the linear response is frequency dependent.  Three distinct actuator response regions 

were identified – linear, near saturation, and highly saturated. The near saturation region features 

intermittent rate limiting, but the overall response remains quasi-linear. The highly saturated 

region, however, is characterized not only by the input command frequency, but also by the 

maximum rate and amplitude of the input. That is, the nonlinear response is both amplitude and 

frequency dependent. Comparing the simplified model with a high order actuator model from a 

high-performance aircraft verified the utility of the simplified approach for the study of pilot-

vehicle system interactions including PIO. 
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3. The Exact Describing Function and Approximations 

Jump resonance, the entrainment of frequency, and chaos need to be studied by flight 

control engineers only enough to precude their appearance in our systems. 

 Graham and McRuer from their “Retrospective Essay on Nonlinearities in Aircraft 

Flight Control,” 1991 
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3.0 THE EXACT DESCRIBING FUNCTION AND APPROXIMATIONS 

The material in this chapter has been taken largely from two references [1,2] that develop a 

generalized exact describing function of a nonlinear control surface actuator based on the model 

described in the previous chapter. The analysis examples were taken from material created by the 

author of this thesis as part of the short course “Pilot-Induced Oscillations: From the Wright Flyer 

to Fly-by-Wire” that is taught to industry and government agencies with co-author David 

Mitchell. 

3.1 Introduction 

With constantly increasing computing power available, simulation remains the tool of choice for 

analyzing nonlinear systems. Although powerful, computer simulation results are specific to the 

given set of model parameters. In this way, the nonlinear simulation serves as a system 

performance verification tool. Describing function techniques provide an analytical alternative to 

computer simulation. There are important reasons to exercise describing function techniques, the 

most important of which with respect to the analysis of Category II PIO is that describing function 

results can be generalized. Describing functions also provide extensions of linear graphical 

procedures. In this chapter describing functions that apply to the simplified model introduced in 

Chapter 2 are developed. 

3.2 Literal Approximate Describing Functions 

Literal approximate describing functions are those that can be represented in a symbolic, 

parameter-based form as distinguished by those that are represented in numerical form. 

3.2.1 Open-Loop 

A sinusoidal input generally approximates the actuator commands for PIO incidents [3]. That is, 

using the model structure of Figure 3.1, c = Asin(it + i), where c is the actuator command 

input, A is the command amplitude, i is the input frequency, and i is the input phase angle. This 

suggests approximating the saturation nonlinearity within the feedback loop with a sinusoidal 

describing function. Saturation is a “simple” nonlinearity (Ref. 4) such that a sinusoidal 

describing function is a real number invariant with input frequency. It is given by the ratio of the 

Fourier fundamental of the output to that of the input. To use this describing function to model 

the closed-loop system of Figure 3.1, it must be assumed that the error is approximately 

sinusoidal. This assumption is justified below. Because of the complex nature of the saturation 

Fourier fundamental, approximations are necessary to achieve a literal solution. The material 

presented in this section is based on analytical work that was originally presented in Ref. 5, but 

it is included here for completeness as it is a step to the exact sinusoidal describing functional 

results that follow. 

The first step in developing an approximate describing function is to assume that the error signal 

in Figure 3.1 can be represented by a sinusoid, e = Esin(t + ). By examining the error signal 

time response in Figure 3.2, a highly saturated case, this is shown to be a reasonable assumption.  
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In the linear range up to the saturation point (E  eL), the effective gain of the nonlinearity is a.  

Further, a sets the bandwidth frequency of the linear closed-loop /c response. In the highly 

saturated range, however, the effective gain of the saturation nonlinearity with the feedback loop 

open is related to the saturation Fourier fundamental by the following equation2 as defined in 

Figure 4-10c of [4]: 

               

2

* 12
sin 1a L L L

a

e e e

E E E






−
       
 = + −             

    (3.1) 

One can see that as the magnitude of the input (E) to the nonlinear element increases, the effective 

nonlinear gain (a
*) further decreases with respect to the linear bandwidth (a). In fact, a

*/a → 

0 as E/eL → . 

 

Figure 3.1: Simplified control surface actuator model. 

By using series expansions for the arcsine and square root terms in Eqn. 3.1 and by retaining only 

the linear terms, the following approximation is obtained: 
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L L L
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V V V

E E E


  

  
 = − −  
   

   (3.2) 

 

2 Note that the equation from [4] was written in terms of the eL = VL/a 

substitution. 
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As shown in [5], the first order approximation of Eqn. 3.2 represents an approximation of the 

saturation output with a square wave. Such a square wave will have a fundamental 4/ times the 

saturation rate. By examining the rate signal of Figure 3.3, it is evident that the square wave 

approximation is indeed appropriate for the highly saturated range.   
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Figure 3.2: Simplified actuator error signal time response for highly saturated case. 
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Figure 3.3: Simplified actuator rate signal time response for highly saturated case. 

In the near saturation range an approximation of the effective nonlinear gain is made by the 

following equation: 

                      * L

a

V

E
       (3.3) 

Eqn. 3.3 represents the case displayed in Figure 3.4 where the slightly clipped output rate is still 

well represented by a sinusoid whose amplitude is approximated by the magnitude of the rate 

limit.  
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Figure 3.4: Simplified actuator rate signal time response for near saturation case. 

For the open-loop describing functions [5], the two approximations bound the exact result. This 

feature is revealed in Figure 3.5 where the describing function approximations of Eqns. 3.2 and 

3.3 are compared to the exact describing function of Eqn. 3.1 for the open-loop case. Specifically, 

the plots are the nonlinear open-loop gain normalized by the linear closed-loop bandwidth 

(a
*/a) versus the error amplitude (E) normalized by the saturation point (eL). To obtain the 

displayed hyperbolic curves, substitute VL = aeL in Eqns. 3.2 and 3.3 and then solve in terms of 

the normalized parameters. The linear range is represented by a normalized gain value of 1 for 

E/eL  1. The nonlinear bandwidth decreases as the actuator rate limit becomes more highly 

saturated. In the near saturation region, the Eqn. 3.3 describing function provides an adequate 

representation of the normalized gain as E/eL approaches 1+. The normalized gain for the highly 

saturated describing function, on the other hand, remains at a value of 1 until E/eL = 4/. Thus, it 

provides a poor approximation in the near saturation range. For E/eL  1, however, the highly 

saturated describing function provides an excellent approximation of the open-loop nonlinear 

bandwidth. 

3.2.2 Closed-Loop 

To obtain a closed-loop sinusoidal describing function, the approximations for the nonlinear 

bandwidths (i.e., Eqns. 3.2 and 3.2) must be defined in terms of the system input and output 

variables, c and , respectively. First, simple block diagram algebra is used with Figure 3.1 to 

define an error signal transfer function in terms of the input command (for e  eL): 
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Figure 3.5: Open-loop describing function representation of the nonlinear gain. 

The next step is to substitute j for s and a
 for a in Eqn. 3.4 and then solve for the describing 

function magnitude. This yields the following equation: 

              
( ) ( )

2
2 *

( )

c
a

e j E

j A

 

 
 

= =

+

   (3.5) 

At this point either Eqn. 3.2 or 3.3 can be used to provide a substitution for E in Eqn. 3.5. Eqn. 

3.2 is used here since the highly saturated range is more relevant to the analysis of Category II 

PIOs. Thus, the next step is to substitute the following relation for E, obtained from Eqn. 3.2, into 

Eqn. 3.5: 

                
*

4 L

a

V
E

 
=        (3.6) 

The final step is to then solve for a
. After performing some algebra, the following equation is 

obtained: 
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          *
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     (3.7) 

The closed-loop response for the linear, near saturation, and highly saturated regions is 

determined from basic block diagram relationships to be: 

          

*

( ) 1

( )
1c

a

j

jj

 

 



=

+

    (3.8) 

In the linear range, where a
* = a, Eqn. 3.8 reduces to a simple first order lag.   

Magnitude 

( )
2

'

1

1 / a 

 
 
  +
 

 and phase  ( )( )1 *tan / a −−  responses for the approximate 

closed-loop system describing function are determined by substituting a
*as defined in Eqn. 3.7 

into Eqn. 3.8. For the highly saturated case this yields the following: 
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=     (3.9a) 

          
( )

( )

2

1tan 1
4c L

j A

j V

   

 

−

 
 

  = − − 
  
 

   (3.9b) 

When the near saturation approximation of Eqn. 3.3 is used in the previous derivation the 

following frequency response equations are obtained: 
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              (3.10b) 
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3.2.3 Saturation Frequency 

As defined in Eqn. 3.1, the effective gain, from which the near saturation and highly saturated 

describing function approximations were derived, only applies in the post saturation region. Thus, 

to obtain the complete rate limited actuator frequency response approximation, a combination of 

the linear, near saturation, and highly saturated region results must be employed. In the linear 

region the magnitude and phase as a function of normalized frequency ( /a) are given by: 

               
( )

( ) ( )
2

1

/ 1c a

j

j

 

   
=

+
                   (3.11a) 

              
( )

( )
( )1tan / a

c

j

j

 
 

 

− = −                (3.11b) 

For constant input amplitude and constant actuator design parameters, there is a specific 

frequency at which the actuator just saturates. A literal form for the saturation frequency (s) is 

obtained from Eqn. 3.5 by substituting eL = E (at saturation) and then solving for frequency. This 

results in the following: 

          
2

1

a

s

L

A

e


 =

 
− 

 

    (3.12) 

This result is further reduced by substituting eL = VL/a, and then solving for a normalized 

saturation frequency as shown by: 

             
2 2

1 1
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a
NL

L
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TV






= =

   
−−   

  

   (3.13) 

In Figure 3.6 the normalized saturation frequency is plotted as a function of the time constant 

ratio (T/TNL) with identified linear and post saturation regions. This curve indicates that, as 

expected, the frequency required to saturate becomes larger as the time constant ratio approaches 

1. The Figure 3.6 result is, therefore, used to analytically establish if the system has saturated for 

a given time constant ratio.   
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Figure 3.6: Saturation frequency as a function of the time constant ratio. 

3.2.4 Normalized Closed-Loop Frequency Response Approximations 

For time constant ratios of 1-, the near saturation describing function (Eqn. 3.10) applies as given 

by the following normalized frequency magnitude and phase equations: 

          
( )

( ) ( ) ( )

1 1
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c a a NL a

j V T

j A T
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= =                (3.14a) 
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 
 

  = − − 
  
 

              (3.14b) 

Note that when Eqn. 3.14a applies, the resulting magnitude variation with frequency takes the 

form of an integrator, that is, a -20 dB/decade “k/s-like” asymptotic slope. 

For inverse time constant ratios (TNL/T) approximately greater than 2, the highly saturated 

describing function approximation applies as given by the following normalized frequency 

magnitude and phase equations: 
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               (3.15b) 

Note that when Eqn. 3.15a applies, the resulting magnitude also falls along a -20 dB/decade 

asymptotic slope. 

3.3 The Exact Sinusoidal Describing Function 

3.3.1 Fourier Integrals 

The limitations of the literal describing function approximations, as described above, are their 

inability to provide an exact phase and gain reduction match to the nonlinear result. This is 

especially critical for the phase match as the added phase loss due to control surface actuator rate 

limiting is a key feature of Category II PIO [6]. To yield this desired match numerically, an exact 

sinusoidal describing function is obtained by first computing the Fourier integrals for the 

simplified model input and output fundamentals [4] using the following equations: 

             ( ) ( )
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a f t t dt
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=                 (3.16a) 

             ( ) ( )
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
−

=                 (3.16b) 

In the preceding equations, f(t) is the input or output periodic forcing function that for this case 

is a sine wave of period P. For sinusoidal input describing functions the a1 term for the input is 

always zero. Thus, the a and b terms of Eqn. 3.16 are then used to define the describing function 

magnitude and phase [4] as shown by: 
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                             (3.17b) 
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3.3.2 Generalized Results 

A nonlinear simulation of the Figure 3.1 system was amended to compute the Fourier integrals 

of Eqn. 3.16 as well as the magnitude and phase from Eqn. 3.17. In Figure 3.7, the exact sinusoidal 

describing function actuator output response is compared with the nonlinear simulation for the 

highly saturated example case. As shown in the figure, the describing function provides an exact 

phase match to the simulation result once the initial transient has passed. This exact phase match 

occurs because for a sinusoidal input, only the Fourier fundamental is required to completely 

define the input and output phase. That is, the higher harmonic terms all share the same phase 

with the fundamental. The magnitude, however, will in general not be matched unless the remnant 

harmonic terms are also included. In the Figure 3.7 example, the describing function peak 

magnitude falls short of the true nonlinear magnitude by approximately 15%. For full saturation, 

when the output wave is triangular, the peak of the complete output will be simply 2/8 that of 

the fundamental. It should be noted that the actual peak value of the output wave is irrelevant for 

stability analyses, whereas the fundamental is essential. 
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Figure 3.7: Exact sinusoidal describing function time response comparison with nonlinear 

simulation. 

Equation 3.16 was evaluated numerically to generate the magnitude and phase curve families 

displayed in Figure 3.8(a) and Figure 3.8(b), respectively. Both sets of curves are plotted as a 

function of the normalized frequency (/a) and the linear to nonlinear time constant ratio 

(T/TNL). Thus, the two plots display the describing function magnitude and phase of the nonlinear 

system in terms of the actuator design parameters (VL and a) and the actuator model input 

parameters (A and i), all known quantities.  
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There are several observations to note from the plots. First, the T/TNL = 1 curve represents the 

linear case. A second observation is that the more highly saturated cases are represented by the 

smaller time constant ratio curves; these curves depart from the linear curve at a normalized 

frequency that is equivalent to their time constant ratio. For example, the T/TNL = 0.1 curve departs 

from the linear curve at a normalized frequency of 0.1. Another, more significant result is that 

known design and input parameters can be used to exactly identify the added phase lag due to a 

rate limiting actuator. The magnitude and phase plots of Figure 3.8(a) and Figure 3.8(b), 

respectively, represent the difference between the exact sinusoidal describing function and the 

linear system. As expected, the more highly saturated cases have larger phase differences. It 

should also be noted that since the maximum first order phase lag is 90,  → 0 for all of the 

curves as  /a → .  

3.3.3 Nonlinear Bandwidth 

A primary interest in the frequency responses of the describing functions is a search for a useful 

extension of the linear system bandwidth metrics to the nonlinear case. For the linear first order 

system, the asymptotic breakpoint of |/c|, a, is a common linear system bandwidth metric. 

Equation 3.8 suggests that even the nonlinear cases can be characterized by a first order form. 

Thus, a
* becomes an obvious candidate for a nonlinear bandwidth metric. As shown in Figure 

3.8(a), the magnitude frequency response curves for the exact sinusoidal describing function 

display a “first order-like” character in that there is a distinct break frequency defined by the 

intersection of high (-20 dB/decade) and low (0 dB/decade) frequency asymptotes. This break 

frequency is near a
*. From the figure it is also evident that a

* decreases as T/TNL decreases, and 

a
*= a

 for the T/TNL = 1, that is, the linear case. 

To obtain a literal rather than a graphical representation for the nonlinear bandwidth, the 

describing function approximations must be used. As stated earlier, however, the nonlinear 

magnitude responses of Eqns. 3.14a and 3.15a have “k/s-like” frequency responses that do not 

allow for a first order lag bandwidth to be defined. This occurs because these are effectively high 

frequency approximations that are only valid for   s. The corresponding nonlinear phase 

relations of Eqns. 3.14b and 3.15b do not, however, have the flat character of a “k/s-like” 

frequency response and thus do provide a basis for defining the nonlinear bandwidth. 

In the following discussion approximations are given for the nonlinear closed-loop actuator 

bandwidth (a
*) that are based on the previously developed sinusoidal input describing function 

approximations. As shown by Eqn. 3.1, the rate limited actuator is approximated in the highly 

saturated region by a first order system with a nonlinear bandwidth that was defined in Eqn. 3.7. 

This equation can be written in terms of the normalized frequency and the time constant ratio as 

shown by: 

              
*
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/ 4
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a a

a NL
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 
 


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 
− 
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                (3.18) 
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(a) Magnitude 

 

(b) Phase 

Figure 3.8: Generalized exact sinusoidal describing function frequency response. 
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The simplified form of Eqn. 3.18 applies when the inverse of the time constant ratio (TNL/T) is 

much greater than 1 (TNL/T  1). By applying the a = 1/T identity to the simplified form of Eqn. 

3.18, the nonlinear bandwidth is shown to be approximated by a constant with a value near 1 (4/ 

= 1.273) times the inverse of the nonlinear time constant. Thus, in the highly saturated region, 

there is still an analogy to the linear case, that is, * 4 1
a

NLT



 . 

A similar result is obtained for the near saturation region case when the Eqn. 3.3 approximation 

is used to define the nonlinear bandwidth. This results in the following equation when the inverse 

of the time constant ratio approaches 1, TNL/T → 1+: 
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



=  =

 
− 

 

                (3.19) 

Since TNL/T  1, the simplified form given in Eqn. 3.19 applies when /a >> 1. As shown by a 

review of the Figure 3.8(a) magnitude plot, this corresponds to near saturation cases that fall along 

the high frequency asymptote. By applying the a = 1/T identity to the simplified form of Eqn. 

3.19, the nonlinear bandwidth is shown to be approximated by the inverse of the nonlinear time 

constant. Thus, as expected in this region, there is a direct analogy to the linear case. 

The saturation frequency defined in Eqn. 3.13 can also be written in terms of the nonlinear 

bandwidth as shown by the following: 

                
( )'2

1 1
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1

S

a a a
NLT
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

  
=

 
− 
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   (3.20) 

Since the highly saturated case is of most interest here, the simplified form of Eqn. 3.18 can be 

substituted into Eqn. 3.20 for TNL/T  1 to yield: 

     
4

s

a

 


=                   (3.21) 

When highly saturated, the nonlinear bandwidth is approximated by a constant factor of 4/ times 

the saturation frequency. 

As described above, the nonlinear actuator model displays a “first order-like” character. Thus, 

the nonlinear bandwidth can be defined graphically in terms of classical first order system 

measures. In addition to the intersection of the high and low frequency asymptotes, these also 

include the frequency at a phase of -45 and at a magnitude of -3 dB. For a linear system these 
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measures, of course, all yield the same bandwidth frequency. As shown in Figure 3.9, this is not 

the case for nonlinear systems. The Figure 3.8 exact sinusoidal describing function plots were 

used to obtain the bandwidth frequencies as a function of T/TNL for the above three measures. The 

resulting curves are shown in the figure along with the highly saturated and near saturation 

nonlinear bandwidth approximations of Eqns. 3.18 and 3.19. The figure reveals that the nonlinear 

bandwidths indicated by the -45 and -3 dB curves overlay and are larger than those indicated by 

the asymptote intersection curve. The figure also reveals that the nonlinear bandwidth 

approximations (Eqns. 3.18 and 3.19) bound the asymptote intersection curve. When the 

approximations are directly compared to the asymptote intersection curve, the highly saturated 

approximation provides an excellent match for T/TNL  0.4 and a good match for 0.4  T/TNL  

0.6. The near saturation approximation, on the other hand, provides a reasonable match to the 

asymptote intersection curve for T/TNL  0.9. There may be some debate as to which curve 

appropriately defines the nonlinear bandwidth. Since the asymptote intersection yields a lower 

frequency, it is the conservative case. Thus, in the appropriate T/TNL regions the approximations 

can be used to attain a conservative estimate of the nonlinear bandwidth. 
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Figure 3.9: Nonlinear bandwidth variation. 

3.4 The Rate Limiting Element 

Often times software rate limits are placed in series with an actuator to ensure that the actual 

physical limit is not encountered, thus preventing potential damage to the flight hardware.  It is 

not unusual for these nonlinearities to be found in the feedback path as well. The primary 

difference between the software limit and the hardware limit as described in [3] is the significant 
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loss in actuator bandwidth that accompanies the hardware limit when saturated.  A software rate 

limit can be represented by the simplified actuator model where the bandwidth is effectively 

infinite (i.e., T/TNL → 0).  Although Figure 3.8 displays both an amplitude reduction and added 

phase lag due to rate limiting, it is the added phase lag that is the dominant effect. Thus, when 

encountered in an automatic control system or a pilot-vehicle system, the primary effect of 

actuator or software rate saturation is to consume available phase margin that can then lead to 

loss of control and PIO. 

A describing function approximation of a software rate limiting element can be obtained by 

assuming a sinusoidal input/triangle output rate limiting element as was done by Hanke [7] and 

shown in Figure 3.10. This method does not consider the servo loop explicitly, since only the 

wave forms of the input and output of the rate limiting element are considered. It does, however, 

implicitly take into account the servo loop by requiring a reversal of the output whenever the 

servo error, e = xi - xo, becomes zero. This nonlinear element model is exact when applied to a 

control system software limiter that contains no dynamics. It is also used to approximate an 

infinite bandwidth actuator (i.e., a >> ). Further, it can be used as a second describing function 

approximation for the highly saturated case.  

 

Figure 3.10: Rate limiting element output time response for a sinusoidal input (from Ref. 7). 

Input and output time responses are shown in Figure 3.10 for the Ref. [7] model with the variables 

related to this derivation identified. Since the periods for the input and output are the same in the 

steady state, the times to peak amplitude or quarter periods (ti and to, respectively) are also 

equivalent. The sinusoidal input, that is, command position, is defined by the following equation: 
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        ( ) ( )
max

sini ix t x t=     (3.22) 

and the input rate is therefore: 

       ( ) ( )
max

cosi ix t x t =     (3.23) 

Eqn. 3.23 can be written in terms of ti by substituting  = 2/T, where the period, T = 4ti. The 

maximum input rate, that is, cos(t) = 1), is thus: 

             max

max 2

i

i

i

x
x

t


=     (3.24) 

The peak magnitude of the triangle wave output is equal to xo. The constant output rate is 

therefore: 

                 
0

o

o

x
x

t
=        (3.25) 

The actual output/input magnitude is defined by taking the ratio of the constant output to 

maximum input rates and then solving for xo/ximax. Defining K* as xo/ximax, this yields the following 

result: 

         

max max

*

2

o o

i i

x x
K

x x


= =                  (3.26) 

This result can be written in terms of the Figure 3.1 variables, as shown below by recognizing 

that the output rate when saturated is VL and the maximum input rate is A: 
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


=     (3.27) 

The K* parameter is next used to define the describing function magnitude and phase. The 

describing function magnitude is obtained by multiplying K*, which represents the actual peak 

magnitude of the triangle wave, by the Fourier fundamental of the triangle wave (i.e., 8/ 2) as 

shown by: 

     
( )

( )
*

2

8 4 L

c

j V
K

j A

 

   
= =    (3.28) 



51 

 

Note that this is identical to the highly saturated sinusoidal input describing function 

approximation magnitude with the same “k/s-like” frequency response. 

The phase difference between the output and input is represented by tD in Figure 3.10. It is also 

noted in the figure that the input and output amplitudes are equal at t = ti + tD. Thus, to obtain tD, 

set the input relation of Eqn. 3.22 equal to the output and use the above substitution for t to 

produce the following: 

      ( )
max

sini i D ox t t x + =                    (3.29) 

This equation is simplified by substituting K* for xo/ximax, expanding sin[(ti + tD)] and noting that 

ti = /2. This results in: 

            ( ) *cos K =     (3.30) 

where  = tD is the phase angle between the input and output. Finally, the phase difference 

() is obtained by solving for the argument: 

            ( )1 *cos K − =      (3.31) 

The K* parameter also provides a measure of the severity of the rate limiting, where 0   K*  1.   

As K* → 1, rate limiting diminishes and the nonlinear system becomes increasingly linear.  As 

K* → 0, rate limiting increases and the corresponding amplitude reduction and added phase lag 

also increase as shown in Figure 3.11. 

3.5 Analysis Examples 

3.5.1 Analysis Steps 

Using the tools provided in this chapter, the impact of control surface actuator rate limiting using 

the simplified model can be determined via the four steps defined below. 

• Step 1: Identify Key System Parameters 

o Actuator bandwidth, a  

o Maximum Rate, VL 

• Step 2: Select Actuator Command Input Frequency (i) and Amplitude (A). To fully 

explore the nature of rate limiting, it is important to investigate the effects of varying 

actuator command amplitudes and frequencies. 

• Step 3: Select Describing Function(s) 

o Exact Describing Function Simulation 
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o Near Saturation and Highly Saturated Describing Function Approximations 

(DFA) 

o Software Rate Limiting Element Describing Function 

• Step 4:  Compute Gain Attenuation and Added Phase Lag 
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Figure 3.11: Sinusoidal input/triangle output describing function. 

3.5.2 Level of Saturation Example Cases 

Referring to Chapter 2, the three cases that were used to exemplify the linear, near saturation, and 

highly saturated cases are examined here to illustrate the impact of rate limiting in terms of gain 

attenuation and added phase lag. Step 1 is to identify the key system parameters. For these cases 

the simplified actuator model is characterized by a bandwidth of a = 20 rad/s and a maximum 

rate of VL = 40 deg/s. For Step 2, the input sinusoidal command frequency is i = 5 rad/s and the 

input command amplitude is varied to achieve the three actuator ranges: Linear: A = 5 deg; Near 

Saturation: A = 9 deg; and Highly Saturated: A = 15 deg. With these parameters identified, the 

time constant ratios and saturation frequencies for each case are as follows: Linear: T/TNL = 0.4 

and s = 8.73 rad/s; Near Saturation: T/TNL = 0.22 and s = 4.56 rad/s; and Highly Saturated: 

T/TNL = 0.13 and s = 2.69 rad/s. For Step 3, the nonlinear simulation and the two actuator 

describing function approximations are used to compute the analysis results shown in Figure 3.12.  
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(a) Magnitude 

 

(b) Phase 

Figure 3.12: Generalized exact sinusoidal describing function frequency response analysis 

results for linear, near saturation, and highly saturated example cases. 
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The solid symbols in Figure 3.12 represent the analysis results for the exact describing function 

that were computed using nonlinear simulation. First, note that the linear results fall along the 

linear T/TNL = 1.0 magnitude and phase curves. As expected, the near saturation cases fall just off 

the linear curve indicating empirically the quasi-linear nature of this region. While the magnitudes 

observed for the linear and near saturation cases are essentially equivalent, there is a small, but 

notable added phase lag for the near saturation case. For the highly saturated case, there is an 

approximately 25 deg added phase lag when compared to the linear case. In the high gain pilot 

tasks most often associated with PIO, this added phase lag may be enough to consume all 

available pilot-vehicle system phase margin. The open symbols plotted on Figure 3.12 represent 

the near saturation and highly saturated describing function approximation results. In both cases, 

the approximations over predict the gain attenuation and added phase lag when compared to the 

exact describing function results. For quick “back of the envelope” computations, the describing 

function approximations at least provide a conservative result. 

3.5.3 Rate Limiting Element Example Case 

The same example cases can be explored using the rate limiting element. Here, the sinusoidal 

input/triangle output describing function only applies to the highly saturated case. Using the 

parameters defined for this case in the previous section and Eqn. 3.23, a K* value of 0.84 is 

computed. The describing function magnitude attenuation and added phase lag results are shown 

in Figure 3.13. Like the highly saturated describing function approximation results, these are also 

conservative when compared to the exact describing function results in that the added phase lag 

is over predicted by approximately 8 deg. That is, the exact describing function predicts an added 

phase lag of approximately 25 deg, while the sinusoidal input/triangle output describing function 

predicts an added phase lag of 33 deg as shown in Figure 3.13.  

3.6 Conclusions 

In this chapter, describing function methods were derived that can be used to characterize the 

nature of rate limiting with a focus on the linear, near saturation, and highly saturated regions of 

performance. Using a simplified nonlinear model of a control surface actuator with rate limiting, 

it has been shown that a closed-loop rate limited actuator is characterized by not only an added 

phase lag but also a significant reduction in actuator bandwidth. Further, the sudden onset of these 

characteristics can be brought about by only small changes in input command amplitudes, 

especially when the pilot is operating in a high-gain closed-loop task. By using the exact 

describing function analysis methods described in the chapter, the characteristics associated with 

actuator rate limiting that can lead to PIO were quantified in terms of known command input and 

actuator design parameters. Further, more easily computed describing function approximations 

were defined in terms of these command input and design parameters. Using example cases for 

all three regions, the describing function results were shown to be conservative, that is, the added 

phase lag due to the rate limiting was over predicted when compared to the exact describing 

function case. 
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Figure 3.13: Sinusoidal input/triangle output describing function with highly saturated 

example. 
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4. PIO Limit Cycle Prediction using the X-15 as a Case Study 

Crossfield was an extraordinary test pilot, but at the end of the first flight, a seemingly 

simple power-off glide on June 8, 1959, the airplane tested him. 

Peter Garrison, Air and Space Magazine, November 2007 
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4.0 PIO LIMIT CYCLE PREDICTION USING THE X-15 AS A CASE 

STUDY 

The approximate and exact describing functions for rate limiting provide a complete tool kit for 

the analysis of Category II PIO. The material in this chapter has been taken largely from two 

references [1,2] that feature the famous X-15 PIO as a case study. Additional details were taken 

from material created by the author of this thesis as part of the short course “Pilot-Induced 

Oscillations: From the Wright Flyer to Fly-by-Wire” that is taught to industry and government 

agencies with co-author David Mitchell. 

4.1 Inverse Describing Function Techniques 

A key motivation for developing the describing functions (approximate and exact) defined in the 

previous chapter is to predict closed-loop pilot-vehicle system limit cycles [3] referred to here as 

Category II PIO. A synchronous pilot longitudinal closed-loop system with a rate limited actuator 

nonlinear element in series with linear elements is shown in Figure 4.1. For this synchronous 

behavior, it has been demonstrated that when sinusoidal inputs appear in pilot-vehicle systems, a 

pilot can essentially duplicate the sinusoid with no phase lag up to frequencies of about 3 Hz 

(about 20 rad/sec) [4]. For these synchronous cases, the pilot can be represented by a pure gain 

(Kp) as shown in the Figure 4.1 block diagram.  

 

Figure 4.1: Synchronous pilot closed-loop system with nonlinear actuator. 

The criterion for a neutrally damped oscillation is simply that the open-loop amplitude ratio is 

1.0 (0 dB) and the phase is -180. For an oscillation to persist in the Figure 4.1 example, the 

synchronous pilot-vehicle system with a series nonlinear element must satisfy the following 

equation:  

       ( ) ( ), 1G j N j A  = −                              (4.1a) 

                                  or 
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        ( )
( )

1

,
G j

N j A




−
=                (4.1b) 

In the equation G(j) represents the frequency dependent linear elements (Kp and / in Figure 

4.1) and N(j,A) represents the frequency and amplitude dependent nonlinear element (the 

describing function /c in Figure 4.1). 

A simple analysis technique is possible when the describing function can be separated from the 

linear elements as in the Figure 4.1 example. First, the negative inverse describing function, that 

is, the right hand side of Eqn. 4.1b is plotted on a standard Nichols or gain-phase chart. The linear 

portion, that is, the left hand side of Eqn. 4.1b is then plotted. An intersection of the two curves 

satisfies Eqn. 4.1b and provides the frequency and amplitude of the limit cycle. This is a 

prediction of the PIO frequency for the synchronous pilot example. 

The most straightforward version of this kind of analysis for rate limiting conditions applies for 

series command rate limiters or single effectors where a >> u, since the nonlinearity is then 

only a function of K*. In this case the inverse describing function magnitude and phase are defined 

from Eqns. 4.2 (as derived in Chapter 3). 

              
*

2

LV
K

A




= ; ( )1 *cos K − =       (4.2) 

The Nichols chart plot for this case is shown in Figure 4.2. Once again, the limit cycle frequency 

is defined by an intersection of the linear transfer function, G(j), with the Figure 4.2 curve. 

For effectors where a is not necessarily much larger than u, a more elaborate inverse describing 

function procedure is required. In Figure 4.3, the inverse exact sinusoidal describing function 

curves are plotted on a Nichols chart for various time constant ratios, that is, T/TNL = 1.0, 0.8, 0.4, 

0.2, 0.1, 0.05, and 0. It should be noted that each curve is a function of amplitude ( / )c LV , 

time constant ratio (T/TNL), and normalized frequency (/a). It should be noted that c A = . 

The time constant ratio for each curve is identified on the plot. Thus, to find the appropriate 

intersection, the normalized limit cycle frequency as defined by the linear transfer function must 

match the normalized frequency of the inverse describing function. The details of applying these 

methods are illustrated by the X-15 examples considered next. 
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Figure 4.2: Sinusoidal input/triangle output inverse describing function. 
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Figure 4.3: Exact sinusoidal inverse describing function. 
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4.3 The X-15 PIO 

4.3.1 Program Description 

The X-15 program began in 1952 as a joint venture between the U.S. military and the National 

Advisory Committee for Aeronautics (NACA), the predecessor to NASA, to investigate the basic 

problems associated with human space flight. As described in [5], the objectives of the aircraft 

program were to investigate aerodynamic forces, heating, stability and control, reentry 

characteristics, and human physiology at extremely high speeds and altitudes. The North 

American Aviation built X-15 aircraft, shown in Figure 4.4, was released from a B-52 carrier 

vehicle at 45,000 ft. The aircraft would accelerate to speeds from Mach 2 to 6 and achieve 

altitudes as high as 350,000 ft.  The program concluded in 1968 after almost 200 flights that 

provided over 18 hours of high speed research. First flight of the X-15 was designated for North 

American pilot Scott Crossfield, a distinguished test pilot whose achievements included the first 

Mach 2 flight.  

   

Figure 4.4: X-15 aircraft and pilot Scott Crossfield is strapped in for first flight (NASA Photos). 

4.3.2 Flight 1-1-5 Landing Flare PIO 

The X-15 landing flare PIO occurred on 8 June 1959 with pilot Scott Crossfield at the controls. 

This first flight (designated as Flight 1-1-5) was an unpowered glide flown using the side-located 

controller and with the pitch damper off. Additional details of the flight and subsequent changes 

to the aircraft are provided in [6]. As shown in the flare time history traces of Figure 4.5, severe 

longitudinal oscillations developed near the end of the flap cycle and rate limiting is clearly 

evident in the horizontal stabilizer angle (h) trace. The “triangle-wave” response of the h time 

trace in the PIO region indicates that the actuator was operating in the highly saturated region. 

From the pitch rate (q) trace, a PIO frequency of approximately 3.3 rad/s is measured. For this 

flight the maximum control surface rate was limited to 15 deg/s. 
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Figure 4.5: Time histories of the X-15 Aircraft flight 1-1-5 landing flare [6]. 

4.3.3 Linear System Survey 

Since the PIO occurred with the pitch stability augmentation system (SAS) off, the X-15 bare 

airframe data [7] were used to generate relevant longitudinal transfer functions. Corrections to 

the data were made to accommodate the PIO flight condition and aircraft weight. A first order 

model for the horizontal stabilizer actuator (a = 25 rad/sec) was obtained from [8]. Using these 

data, the Bode and Nichols frequency response survey of Figure 4.6 for the  / transfer function 

was generated, where  is the horizontal stabilizer. The transfer function in Figure 4.6 is displayed 

in the short hand format introduced and long used by Systems Technology, Inc., that is, 

2 2( )[ 2 ] ( )[ , ]a s b s s a b   + + + = .  

The transfer function gain was arbitrarily set so that the frequency response would pass through 

0 dB at –110 deg of phase. Several key Category I PIO indicators, that is, Airplane 

Bandwidth/Phase Delay [9], and Average Phase Rate [10], are identified on the plots. Not only 

do all the applied Category I criteria indicate that the X-15 would not be susceptible to PIO, but 

also the aircraft was found to be Level 1 for the applied handling qualities measures. Figure 4.6 

also indicates that the instability frequency for the linear system with a synchronous pilot loop 

closure is 5.31 rad/sec. This is almost twice that of the observed PIO frequency of 3.3 rad/sec. 
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Figure 4.6: Linear system Bode and Nichols chart frequency response survey of the X-15 at the 

first flight (Flight 1-1-5) landing flare condition. 

4.4 PIO Prediction 

4.4.1 Sinusoidal Input/Triangle Output Inverse Describing Function 

Analysis 

Inverse describing function techniques are used for single effector series nonlinearities to predict 

limit cycle frequencies and associated added phase lags and magnitude reductions. The X-15 

example is used here to demonstrate the technique. The sinusoidal input/triangle output 

describing function applies for series rate limiting elements and for cases where the effector 

actuator bandwidth is much larger than the PIO frequency. Because this describing function is 

only a function of K*, a significant simplification exists when one of these conditions is met. The 

X-15 has a 25 rad/s actuator bandwidth, so it is reasonable to assume that this frequency will be 

significantly larger than limit cycle frequencies that typically vary from 1.4 to 8 rad/s [11].  
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Figure 4.2 displays the sinusoidal input/triangle output inverse describing function on a Nichols 

chart with specific values of 1/K* called out. To determine the limit cycle frequency, the gain of 

the bare airframe X-15 transfer function is adjusted assuming a synchronous pure gain pilot model 

until the curve is just tangent with the inverse describing function curve. The result is shown in 

Figure 4.7 where the X-15 transfer function is the solid line and the inverse describing function 

is the dashed line. At the tangent point a limit cycle frequency of 2.64 rad/s is identified. This is 

within 20% of the actual PIO frequency identified in Figure 4.5, and clearly demonstrates that 

the identified rate limiting effects are in the right direction. At the tangency point the nonlinearity 

provides an added phase lag of -44.8 deg and a magnitude reduction of -2.96 dB. 

 

Figure 4.7: Limit cycle frequency identification using the sinusoidal input/triangle output 

inverse describing function for the X-15 example case with a synchronous pilot. 

The inverse describing function method can be used to expand the analysis beyond the pure gain 

synchronous pilot case of Figure 4.7. Given a PIO frequency estimated of 3.3 rad/s as shown in 

Figure 4.5, it can be assumed that the pilot was adding compensation to achieve a frequency 

higher than the synchronous pilot case. An increase in PIO frequency is indicative of lead 

compensation by the pilot near the short period frequency, which is 2.3 rad/s for the X-15. With 

an assumed pilot response delay of 0.25 s, the following pilot transfer function when combined 

with the X-15  / transfer function yields a PIO frequency of 3.3 rad/s: 

    
0.250.835( 1.375) s

pY s e−= +                    

(4.3) 

The resulting compensatory pilot-vehicle system finds the inverse describing function at a limit 

cycle oscillation frequency of 3.3 rad/s. which is equivalent to the measured PIO frequency. Note 

the impact of the lead compensation is to produce a slight reduction in the gain attenuation and 

added phase lag due to the control surface actuator rate limiting.  
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Figure 4.8: Limit cycle frequency identification using the sinusoidal input/triangle output 

inverse describing function for the X-15 example case with a compensatory pilot. 

4.4.2 Exact Inverse describing Function Analysis 

The X-15 analysis is repeated here using the exact inverse describing function. For the sinusoidal 

input/triangle output inverse describing function analysis example, it was assumed that the linear 

25 rad/s actuator bandwidth of the X-15 was significantly larger than the limit cycle frequency, 

that is a >> LCO. This assumption reduced the problem to a single inverse describing function 

curve that was only a function of amplitude, that is, K*. When using the exact inverse describing 

function, the methods apply regardless of the linear actuator bandwidth. The first step is to 

identify the normalized frequency variation on a Nichols chart for the  / transfer function. To 

accommodate possible intersections with the inverse describing function, it is only necessary to 

identify normalized frequencies for phase angles less than or equal to -90 as shown in Figure 

4.9. These normalized frequencies correspond most closely to the T/TNL = 0.05 curve from Figure 

4.13.  

To determine the limit cycle frequency, the synchronous pilot gain that is multiplied by the X-15 

 /  transfer function is adjusted until the curve is just tangent with the inverse describing 

function curve. The result is shown in Figure 4.11. At the tangent point a limit cycle frequency 

of 2.69 rad/s is identified via the linear transfer function and corresponding values of added phase 

lag (-42.7) and magnitude reduction (-4.22 dB) are read from the plot. Note that the added phase 

lag and predicted synchronous pilot limit cycle oscillation frequency from the exact inverse 

describing function case match well with the results displayed in Figure 4.7 for the sinusoidal 

input/triangle output inverse describing function. Given that this is a highly saturated example, 

these results were not unexpected. There were more noticeable differences in the gain attenuation 

predictions with the exact describing function result yielding the larger, more conservative result. 

While not shown here, the exact inverse describing function analysis can be repeated with a 

compensatory pilot-vehicle system model for this example case to yield a closer match to the X-

15 PIO frequency. 
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Figure 4.9: Normalized frequency variation for the X-15  / linear transfer function. 

 
Figure 4.10: Normalized frequency variation for T/TNL = 0.05 exact inverse describing function 

curve. 

 

Figure 4.11: Limit cycle frequency identification using the exact inverse describing function for 

the X-15 example case with a synchronous pilot. 
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4.4.3 Increasing Pilot Gain 

Inverse describing function analysis provides a limit cycle frequency estimate at the point of 

tangency. As the pilot gain is increased beyond this point, several intersections can occur as 

shown in Figure 4.12, however, only the intersections that result in stable limit cycles, that is, 

sustained oscillations, are of interest when evaluating PIO susceptibility. The question then arises 

as to how to determine the stability at the point of intersection. A complete discussion of limit 

cycle stability is provided in [12]. First, identify the direction of increasing frequency on the linear 

transfer function and increasing amplitude on the inverse describing function. Next, place 

yourself as an observer moving along the linear curve in the direction of increasing frequency. 

As you pass through the point of intersection, if the direction of increasing amplitude along the 

inverse describing function is toward your right, the limit cycle is stable. If, on the other hand, 

the direction of increasing amplitude is toward your left, then the limit cycle is unstable. This 

method was used to identify the stability of the two intersections shown in Figure 35. 

 

Figure 4.12: Determining limit cycle stability as pilot gain increases. 

4.5 The Impact of Rate Limiting 

4.5.1 Rate Limited Actuator Approximation 

To provide additional insight, a quasi-linear describing function for the effective aircraft at (or 

near) the PIO condition is developed. The added phase lag and synchronous pilot limit cycle 

frequency, that is, 2.64 rad/s, are first used to define a first order lag representing the rate limited 

actuator, a
* = 2.37 rad/s. This lag is then combined with the bare airframe X-15 dynamics to 

define a new effective vehicle linear system model. A Bode frequency response for the “new” 

vehicle is shown in Figure 4.13. When this response is compared with the linear response of 

Figure 4.6, there is significant reduction in bandwidth frequency, a large increase in phase delay, 

and the unstable frequency is, as expected, equal to the predicted synchronous pilot limit cycle 

frequency.  
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Figure 4.13: Frequency response Bode plot for the X-15 synchronous pilot example case with a 

first order lag representation of the highly saturated actuator. 

4.5.2 The Impact of Rate Limiting on Aircraft Bandwidth 

As described in Chapter 3, rate limiting will occur when the input frequency exceeds the 

“saturation frequency” or what reference [13] refers to as the onset frequency, which can be 

defined in terms of the K* parameter: 

       
*2

onset i

K
 


=                     (4.4) 

Noting that K* is a function of input amplitude, A, and maximum rate, VL, onset frequencies were 

computed for the X-15 example where VL = 15 deg/sec, i = 3.3 rad/sec, that is, the PIO 

frequency, and A = 3, 6, 9, 12, and 15 degrees. The results are plotted in Figure 4.14 with a 

simplified version of the aircraft bandwidth/phase delay PIO boundaries included [9].   

When A = 3 deg, the onset frequency is above the PIO frequency and no rate limiting occurs. 

Thus, the bandwidth and phase delay parameters represent the linear system values for this case. 

As the input amplitude increases to 6 deg, the onset frequency moves below the PIO frequency. 

As described in Chapter 2, this falls in the near saturation region and the effect of the rate limiting 

is minimal as evident by the small shift up and to the left in the bandwidth/phase delay parameter 

plane. For the remaining three input amplitude cases, the aircraft has entered the highly saturated 

region and is clearly susceptible to PIO.  Note the significant jump, a jump resonance [14], in 

phase delay for these points that results from the significant added phase lag from the rate 

limiting. Beyond A = 9 deg the bandwidth frequency is determined by the gain margin frequency 

[9], and thus also shows a dramatic shift. The impact of the rate limiting is to greatly reduce 

bandwidth frequency and increase phase delay, both contributing factors to a poor handling 

aircraft that is also highly susceptible to PIO. 
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Figure 4.14: X-15 example bandwidth/phase delay variations with increasing rate saturation. 

4.6 Conclusions 

Rate limiting of control surface actuators can have dire effects on handling qualities and PIO.  

The magnitude of the effects depends on three basic factors: (1) how long the actuator is rate-

limited; (2) how much more the pilot-vehicle system demands of the airplane; and (3) the 

consequences on aircraft dynamics of encountering the limit. Fundamentally, rate limiting 

introduces added phase lag into the response of the aircraft. This alone can be sufficient to lead 

to PIO, depending upon the characteristics of the aircraft.  Flight 1-1-5 of the X-15 provides a 

perfect example of this effect, wherein an aircraft configuration that had good predicted handling 

qualities by linear system measures, still had a severe Category II PIO due to the control surface 

actuator rate limiting. For Category II PIO cases where the rate limiting occurs in series with an 

otherwise linear system, inverse describing function techniques are used to predict the limit cycle 

or PIO frequency. In the X-15 example used here, the PIO frequency was significantly reduced 

from the linear neutral stability frequency, thus displaying the profound impact of actuator rate 

limiting. This result takes on added significance in light of the inability of the linear criteria and 

metrics to identify the PIO susceptibility of this configuration. 
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Part II: Category II PIO Mitigation Methods 
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5. Historical Precedents for Inceptor Cueing 

 The artificial feel system is relatively alterable, especially when fully-powered, 

irreservable controls are used. Thus the control system designer is faced with the task of 

achieving the desired complete pilot-airframe system response by a prudent design of the 

artificial feel system. 

 BuAer Report AE 61-4, Volume V, The Artificial Feel System, May 1953  
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5.0 HISTORICAL PRECEDENTS FOR INCEPTOR CUEING  

Having identified the deleterious effects of control surface actuator rate limiting in Part I of this 

thesis, Part II explores the use of Category II pilot-induced oscillation (PIO) mitigation methods 

based on novel active inceptor cueing methods. While the effective aircraft dynamic properties 

involved in PIO events have been extensively studied and understood including via the Unified 

PIO and ARISTOTEL programs identified in Chapter 1, similar scrutiny has not been paid to the 

many aspects of the primary manual control system that converts the pilot control inputs to 

motions of the control surfaces. It has often been tacitly assumed that the adoption of fly-by-wire 

systems has eliminated the primary manual control link as an important player in loss of control 

situations. Consequently, the impact of static and dynamic control system effects that distort 

“ideal” pilot to surface relationships, the near absence of manipulator tactile cues for some fly-

by-wire systems, as well as the total elimination in fly-by-wire systems of some favorable cues 

present in traditional hydro-mechanical systems have not received detailed attention. To this end, 

this chapter, largely based on the material in [1], explores the historical precedents for inceptor 

cueing to alert and, if necessary, constrain pilot actions to preserve controlled flight. Successful 

implementation of these mechanisms inspired and informed the PIO mitigation methods that are 

the focus of Part II. 

5.1 Some Historical Precedents 

5.1.1 Inceptor Force Cueing 

For many years, designers of manual primary control systems used various devices attached to 

the cockpit controls to cue the pilot. In the simplest and most primitive systems, the cockpit 

controls are mechanical, comprising cables, push-pull rods, etc. that connect the controls directly 

to the control surface – a reversible control system. Thus, the pilot applies to the cockpit controls 

all the forces required to move the control surface. Here, the controller cues reflect the 

aerodynamic forces on the surface. There may also be some acceleration-sensitive cues due to 

effective mass imbalances in the control system. These may be deliberate to provide a bobweight 

effect that modifies the stick force/g, or inadvertent. In the latter instance they can sometimes 

create inappropriate stick forces, for instance during a catapult takeoff. Parasitic effects, such as 

cable friction, free play, etc. are minimized by rigging adjustments.   

As speed regimes and size of the aircraft increased, the corresponding forces required by the pilot 

to move the surfaces also increased. To provide the pilot with some assistance the cockpit controls 

were aided by various gearing-like devices, such as ratio changers or connecting the cockpit 

controls directly to a tab or servo tab that recruited aerodynamic forces to apply moments to the 

main control surfaces. Tabs were used on numerous designs including the Boeing B-17 bomber 

and the Lockheed Constellation transport. Then came power boost systems. Here, the pilot 

retained a direct connection with the surfaces with the power boost operating in parallel to provide 

additional force. 

The next stage in the evolution of manual control systems amounted to a watershed. In the 1940’s 

Northrop Aircraft, Inc. developed a series of flying wing aircraft, starting with the N9M as a small 

experimental version and progressing to the large XB-35 and YB-49 bombers, which had wing 
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spans identical to the Northrop B-2 that came along decades later. The early N9M experimental 

craft showed an alarming tendency for elevon hinge moment reversal at high angles of attack. 

This provided the motivation for the development of so-called fully-powered surface actuation 

systems to completely separate the pilot from the control surfaces – the irreversible control 

systems. This solved the basic problem intended and also introduced two very important side 

effects. The first was that the manual control system configuration inboard of the fully-powered 

surface actuators made it somewhat easier to introduce small actuators as series links into the 

control path. This made possible the first Stability Augmentation Systems (SAS) to correct some 

of the dynamic deficiencies in aircraft stability and control properties. By virtue of the series 

installation, the pilot was unaware of the actions of the SAS, while the limited authority made it 

possible for the pilot to readily override any hardover SAS failures. These were the days of single 

thread SAS systems, so such provisions were critical safety issues. Because aircraft stability and 

control dynamic deficiencies were becoming rampant, this “side effect” of fully-powered manual 

control systems was welcomed by flight control system designers charged with the development 

of systems to remedy the dynamic deficiencies. 

The second side effect was also of profound importance. With the isolation of the pilot came a 

loss of the proprioceptive and tactile cues associated with direct connection of the cockpit 

inceptors with their corresponding control surfaces. This created a requirement for the 

development of artificial feel devices to provide surrogates for the missing cues. It also created 

an opportunity for the introduction of other force and position cueing that had no direct parallel 

with those exhibited by conventional mechanical manual control systems. In essence, the newly 

required force producers could, in principle, feed back various appropriate dynamic variables as 

artificial feel system force cues.  Then, when the pilot responded to these, the effective closed-

loop pilot-vehicle system dynamics were improved just as with the SAS. Thus, the artificial feel 

system became a Force Stability Augmentation system [2]. The difference between this and the 

conventional (motion) Stability Augmentors is that the latter are always available, whereas the 

Force Stability Augmentor requires the pilot to be active in the pilot-vehicle system loop to 

provide the stabilizing function. The similarity in the two categories of stability augmentation 

system is often overlooked and the awkward “Force Stability Augmentor” phrase is simply not 

competitive with the easier “Artificial Feel System.”   

In the several generations of aircraft equipped with fully-powered control systems, artificial feel 

to simulate the cues found in reversible mechanical systems has been introduced in a number of 

ways, some of which are listed below: 

• Dynamic pressure ( q ) bellows – In longitudinal control systems on aircraft such as the 

Northrop flying wings and the Northrop F-89, q -bellows provided a stiffness force 

proportional to dynamic pressure. The systems often used a dead center linkage to trim. 

The system as used on the Northrop XB-35 flying wing is illustrated in Figure 5.1. 

• Springs – In lateral control systems, springs were used to provide artificial feel. 

Preloaded springs were often used to help center the cockpit controller and to minimize 

hysteresis effects.  
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• Down spring – In longitudinal control systems a preloaded spring that tended to push 

the stick down was used to modify the stick force per speed characteristic. Down springs 

were also used on reversible systems. 

• Stick Pushers – These devices were used to introduce controller forces proportional to 

Mach number to cope with the “tuck under” characteristic wherein the nose will pitch 

downward as the airflow in the vicinity of the wing reaches supersonic speeds.   

• Bobweights – These are used to modify the stick force per g characteristic. Bobweights 

are sensitive to local acceleration, so favorable locations were a critical design feature. 

They were most often located at or near the pilot location. They were often integrated 

with q -bellows trim. 

• Dual bobweights – These were most commonly found on Grumman aircraft such as the 

F-14.  They were designed to give an effective favorable bobweight location and, with 

so called “sprash pots,” provide forces that were proportional to rate.   

• Stick shakers – This device was designed to mimic the natural tactile cue associated with 

the vibrations felt on a reversible manual control system inceptor as the aircraft 

approached stall. The device uses an angle-of-attack detector and provides a vibration 

on the stick near stall. 

Several of the devices described above were originally used in conventional, reversible manual 

control systems.   

 

Figure 5.1: Northrop XB-35 pitch axis artificial feel system with dynamic pressure bellows [3]. 

 



80 

 

For fly-by-wire (FBW) systems that employ force sensing inceptors such as the General 

Dynamics (now Lockheed Martin) F-16, artificial feel system cues have been all but eliminated. 

Most FBW systems have, however, maintained position sensing control inceptors that feature 

significant range of motion. Some FBW systems such as that employed on the Boeing 777 restore 

artificial feel via a back driven control column and yoke. Furthermore, the Lockheed Martin F-

35 Joint Strike Fighter features a fully programmable sidestick controller. 

5.1.2 Command Path Gain Reduction 

Command path gain reduction concepts are also not without precedent. Methods for mitigating 

PIO on the Space Shuttle were investigated by NASA. Reference [4] describes the PIO 

suppression (PIOS) filter that was designed to reduce pilot gain when potential for PIO is high, 

while minimizing any additional phase lag. To achieve the desired gain reduction, the filter 

modifies the stick shaping function as a function of the amplitude and frequency of the pilot’s 

input, thereby reducing the amount of rate limiting. In essence, the filter attenuates the pilot input 

at all frequencies. The PIOS filter was implemented in the Shuttle control laws, and no pitch PIOs 

have been reported in the open literature since the 1977 ALT-5 event [5]. 

5.2 Fundamental Understanding – Key Underlying Factors Related to 

Cockpit Inceptors 

When means such as inceptor force cueing are considered to alleviate loss of control due to PIO, 

there is a fundamental starting point from which new approaches can be developed. That is, by 

virtue of having encountered, analyzed, and solved many pilot-associated loss of control 

situations in the past, there is an excellent understanding of many of the key factors involved. For 

example, for the very severe set of PIO problems the understanding of the key underlying factors 

is excellent [6,7]. Essentially all PIO situations that have occurred in the past involve: 

• The pilot as an essentially continuous controller element in a very high gain (for 

example, unstable or neutrally stable) closed-loop pilot-vehicle system. 

• Fundamental mismatches between desired and actual effective aircraft characteristics.   

In this scenario, the pilot’s characteristics have been largely unchanged through aviation’s recent 

history, although they have been differentially affected by the evolving nature of the pilot’s means 

of imposing control, that is, the evolving cockpit inceptors. The airplane-centered mismatches 

have tended to be era-sensitive.  In early era aircraft, directly connected pilot-surface primary 

control system PIO were sometimes encountered due to aircraft stability and control deficiencies 

such as unstable short period and rapidly diverging spiral modes. PIO were very rare for stable 

aircraft with adequate flying qualities, although nonlinearities including those induced by mis-

rigging phenomena could occasionally lead to PIO problems.   

In larger early aircraft that required some clever mechanical gearings, such as geared or servo 

tabs, to convert pilot-generated control forces to levels adequate for the movement of large control 

surfaces, the lags introduced between the pilot’s direct control of a tab and the actual surface 

movement could significantly change the effective vehicle lags. PIO were then quite often 
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exhibited in high precision tasks such as tightly controlled approach and landing. Pilots were able, 

with substantial training and experience, to compensate for these essentially linear system lags. 

When the first fully-powered hydraulic actuating systems were introduced (e.g., on the Northrop 

flying wings and Northrop F-89, as well as somewhat later on the North American F-86 and 

similar fighters) the developmental problems of the surface actuators themselves played 

important roles. The most notable were associated with achieving a sufficiently high maximum 

surface rate, a high degree of effective linearity between pilot command and surface response, 

and aircraft dynamic sensitivities that did not require extremely careful pilot adjustment and 

variation of his gain while engaged in tight closed-loop tasks. The notable lessons learned during 

this period were associated with: 

• Extreme sensitivity especially when associated with rapidly varying aircraft gain. An 

important example was the Northrop XP-89, where in a dive from, say, M = 0.8, with a 

stick force/g near 70 lbs/g, the aircraft was converted to M = 0.76, with a stick force/g 

near 4-5 lbs/g that required a bobweight to reach those values from 3 lbs/g. After learning 

to cope with these changes, and occasional momentary PIO, the airplane was considered 

“sensitive,” and went on to an operational career of over two decades.   

• Sluggish actuation system dynamics and extreme maneuvers. The far-famed “JC 

Maneuver,” a name coined for the handling qualities cliff by the upset test pilot of an 

early North American F-86, was an example of some of the first sustained and very 

exciting PIO.   

• Insufficient maximum control surface rates. Most control system designers of early 

fighters   experimented extensively, searching for minimum “magic” values of control 

surface rate that always insured adequate and precise control. Minimum surface rate has 

an important impact on the hydraulic system power supply requirements and hence 

aircraft weight. Only under somewhat unusual circumstances did actual aircraft have to 

put up with insufficiencies. A notable example resulted in the North American X-15 PIO 

[8]. 

These encounters and experiences equipped designers with practical data and considerations to 

avoid these particular causes in most, if not all, of the later, so-called, century series fighters. The 

primary control systems still had direct connections from the pilot to the hydraulic valves directly 

controlling the surfaces, with appropriate intermediaries such as force producers, preloads for 

centering and reduction of hysteresis, etc. to achieve a sufficient degree of system quasi-linearity. 

Then came the modern era of fly-by-wire, with the ideal being a complete lack of mechanical 

connection between the pilot and the surface actuation systems. Given the simplified mechanical 

designs, why does the PIO phenomena persist? With fly-by-wire the pilot’s manipulator can be a 

sidestick, and the control signals could be either force or displacement depending on the stick 

travels allowed by the detailed design. The earliest systems, for example, the F-16, were basically 

force sensing sticks, and a number of PIO inevitably followed [9]. With force sticks: 
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• Cues related to trim state and actual surface position provided to the pilot from the stick 

forces and displacement are absent, that is, the inceptor has lost its proprioceptive 

feedback display function.   

• There is no stick force indication of control surface rate limiting or even when the 

surface is on its stops. The mechanical forces imposed on the pilot are defined by a force 

gradient and a major force buildup when encountering the stick stops.   

• Determining and adjusting the sensitivity range can be a very time consuming and 

expensive matter. For example, Appendix C of [10] investigated 19 configurations with 

34 pilots to arrive at compromises for the General Dynamics (now Lockheed Martin) F-

16. 

On fly-by-wire transport aircraft there is currently a major philosophical difference in pilot 

inceptor design. Airbus uses passive sidestick controllers, while Boeing uses back-driven 

wheel/columns. With the back-driven installations many of the cues removed by virtue of the 

mechanical design of sidesticks can be re-inserted. Because the control wheel/columns are 

coupled and moving, again acting as a “proprioceptive display,” trim state, pilot-copilot 

interaction and joint situation awareness are also brought back to an earlier era. Further, the 

employment of active side stick inceptors in military aircraft such as the F-35 and CH-53K and 

commercial aircraft such as the Gulfstream G500 points to a trend towards re-introduction of 

haptic feedback. 

5.3 Mechanisms for Eliminating Unfavorable Pilot-Vehicle Interactions 

To quote the late John Gibson, a leading flying qualities engineer from the UK, the best way to 

eliminate unfavorable pilot-vehicle interactions is “by design” and many of his design guidelines 

can be found in his TU Delft Ph.D. thesis [11]. As described above, the causes of unfavorable 

pilot-vehicle interactions are well understood. Thus, this knowledge base of analysis techniques 

and criteria must be applied throughout the design process. Note, however, that the application 

of criteria to provide a simple “black box” Go/No Go answer is a dangerous practice. The next 

mechanism to eliminate unfavorable pilot-vehicle interactions is flight test. To successfully 

uncover potential “handling qualities cliffs,” appropriate evaluation tasks that force the pilot to 

interact with the aircraft in a closed-loop, high gain manner are required. Example tasks include 

precision offset landings, aerial refueling, formation flying, etc.   

The last line of defense against unfavorable pilot-vehicle interactions are on-board systems that 

include PIOS filters, rate limiting phase compensators, and various detection schemes/warning 

devices. PIOS filters such as those used on the Space Shuttle [5] modify the stick input as a 

function of command amplitude and frequency of the pilot’s input to reduce the amount of rate 

limiting. Rate limiting phase compensation schemes, such as those employed on the SAAB 

Gripen [12] and the Boeing F/A-18 E/F [13], attempt to minimize the added phase lag associated 

with rate limiting by reversing the actuator when the commanded rate is of the opposite sign. 

These schemes appear to work reasonably well although the handling qualities of the aircraft are 

often still degraded while the alleviation schemes are active. Furthermore, there is no feedback 

cue to the pilot when the scheme is active. Various on-board PIO detection schemes have also 

been development. These include a Neural Net-based technique developed by Accurate 
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Automation Corp. [14], the Real-time Oscillation Verifier (ROVER) concept of Hoh Aeronautics, 

Inc. [15], and the wavelet-based Loss of Control Analysis Tool Set (LOCATS) [16] from Systems 

Technology, Inc. The objective of these detection schemes is to provide ample warning to the 

pilot of impending PIO or loss of control. Because the schemes designed to detect the oscillatory 

nature of PIO need at least some fraction of the initial PIO cycles to positively detect the 

condition, ample warning may not be possible.  

Note that these “fix-it” approaches presume that the control system elements work as intended by 

the designer.  Yet departures from the design ideals, ranging from inadequate surface rates or 

mis-rigging of control system elements to faulty design are often root causes of unfavorable pilot-

vehicle characteristics.  The recognition that this can be the case in practice was one of the factors 

leading to the Loss of Control Inhibition System (LOCIS) concept of A’Harrah (US Patents 

#7,285,932 [17] and #7,285,933 [18]) that inspired some of the activities of the work described 

herein. This, in turn, leads to a somewhat more general view that “dynamic distortions” that result 

in the departures of the actual system from the ideal can be key factors. This is explored next in 

Chapter 6. 

5.4 Conclusions 

In a review of historical examples, it was shown the aircraft designers have long used inceptor 

artificial feel mechanisms to restore or provide cues to the pilot when flying aircraft with indirect 

flight control systems. Further, it was shown that the fundamental understanding of PIO is 

sufficient to devise mitigation methods. Whether a suppression filter or a control surface actuator 

rate limiting compensation scheme, the industry has introduced mechanisms through which the 

deleterious effects of rate limiting can be mitigated at least partially, but often at the expense of 

handling qualities and pilot-vehicle system task performance. The challenge addressed in the 

subsequent chapters of Part II is to devise new methods that can not only mitigate PIO 

susceptibility due to rate limiting but also maintain desirable handling qualities and task 

performance. 
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6. Dynamic Distortion 

The distortion of the pilot’s input to control surface output relationship is an effective 

metric of anomalous control system behavior, which can contribute to loss-of-control accidents 

and incidents.  

 Ralph A’Harrah, NASA Headquarters, 2004 
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6.0 DYNAMIC DISTORTION 

This chapter explores the concept of dynamic distortion that is largely based on the material in 

[1]. The analysis of the F-14 database was conducted as part of the NASA-sponsored work that 

informed the development of pilot-induced oscillation (PIO) mitigation techniques described in 

Part II of this thesis. 

6.1 Introduction 

At present the aircraft flying qualities community has sufficient understanding of pilot-vehicle 

systems in general to make the case that effective vehicle dynamic characteristics for a given 

design can be considered to be either ideal or good enough. Departures from these nominally 

ideal properties can then be labeled as “distortions” that may underlie pilot-vehicle system 

problems. A common example is control surface rate limiting that is the focus of this thesis, where 

deviation from ideal or desirable values has been shown to lead to PIOs in some circumstances. 

Another example is mis-rigging of control system elements, such as mechanical maladjustments 

leading to control system backlash or excessive hysteresis.   

The common theme is that the actual manual flight control system is in some way deviating from 

an ideal system. The pilot is expecting one type of response, typically a linear response that has 

predictable characteristics, but the actual system is behaving differently because of the distortion.  

Within this general context, Ralph A’Harrah while at NASA Headquarters proposed the “Loss of 

Control Inhibition System” (LOCIS) wherein distortions are detected, and appropriate cues are 

then introduced to the pilot by way of compensation to mitigate the distortions (U.S. Patents 

#7,285,932 and #7,285,933). It was recognized at the time that this was still a general concept 

that had yet to be made concrete or specific. It served as a motivation for the work reported in 

this part of the thesis to attempt to quantify such conceptual terms as “distortions” and “idealized 

systems” as innovative and unifying principles underlying the development of corrective 

measures in the form of controller cues. To advance this generalized theme, concrete examples 

were needed. Thus, the critical distortion involving control surface rate limiting as the key factor 

in Category II PIO [2] and subsequent loss of control was selected for the work described herein. 

6.2 The Concept of Dynamic Distortion 

Dynamic Distortion, as defined herein, is characterized by the departure of the actual primary 

manual control system from an idealized system. This requires consideration of potential “ideal 

system characteristics” and the varieties of potential “distortions.” For manual control system 

departures from the ideal, the distortions are somewhat different for classical hydro-mechanical 

systems, discussed first, and fly-by-wire systems.  

Many of the sources of distortion, including their corrective techniques, are reflected in the much 

simplified Figure 6.1. Some are fundamentally parasitic, such as control system and hydraulic 

valve friction and any backlash or free play in joints. Others are the consequence of design, such 

as flow rate limiting and valve bottoming, when the servovalve movement reaches its physical 

limit. Others are corrective procedures, such as preloads to load out backlash or to counter the 
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effects of friction. Recall that the actual distortions are not the specific sources themselves but 

rather the residual effect left from inadequate or imprecise compensation. The impact of these 

unfavorable properties on the stability of the pilot-vehicle system can be assessed by their 

describing functions [3]. 
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Figure 6.1: Common manual control system nonlinearities. 

In classical manual control system departures from ideal system properties – referred to here as 

“dynamic mismatch from the ideal” – can be classified in terms of their fundamental dynamic 

effects. The impact of these unfavorable properties on the stability of the pilot-vehicle system can 

be assessed by their describing functions [3]. Describing functions related to control surface 

actuator rate limiting were described previously in Chapters 3 and 4. A cross section of relevant 

inverse describing functions is shown in Figure 6.2, adapted from [4].  

Graded in terms of their unfavorable consequences, these properties include: 

• Introduction of unwanted thresholds and hysteresis, for example, from uncompensated 

wear at joints, increased friction, mismatched preload/friction adjustments, etc. Here, 

threshold refers to a minimum control surface input that must be exceeded before the 

output responds, while hysteresis refers to control system friction wherein the output 

lags behind the input. There is always some threshold and/or hysteresis in a mechanical 

system – the “ideal” here is simply to maintain it within viable bounds. The describing 

function for a threshold is an amplitude ratio increase with the size of the input (see pg. 

109 of [3]). This approaches the amplitude ratio of the linear system as the input size 

increases. Hysteresis contributes both a phase lag and an amplitude ratio decrease, see 

again [3]. Considerable efforts are often taken in primary control systems to convert 

hysteresis to threshold via preloads as described further in [5], detents, etc. 
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Figure 6.2: Inverse describing functions for common flight control system 

nonlinearities from [4]. 

• Introduction of backlash, for example, free play, inappropriately preloaded joints and/or 

gearing) because of its extremely unfavorable dynamic properties, that is, the describing 

function characteristic combines increased amplitude ratio with increased phase lag, 

“backlash” per se is never acceptable in a manual control system. When present, it is 

always rigged out with preload and converted to at least a hysteresis and ideally to a 

threshold property. 

• Deteriorated effector dynamics, for example, reduced effector bandwidth resulting from 

system pressure reduction due to partial loss of power sources or overloaded conditions, 

contaminated hydraulic oil, and other flow discrepancies including loss of fluid effects 

reduce actuator effectiveness. 

• Inoperable or jammed effector, for example, servo valve jam, foreign object jamming 

primary control chain, fluid loss, etc. not only reduce actuator effectiveness, but also can 

lead directly to loss of control. 

In a modern FBW system, several of these effects no longer apply. Indeed, their elimination as a 

source of primary control system problems in rigging and maintenance has long been one of the 

major practical arguments for FBW systems, for example, Boeing 757 and 767 spoiler systems, 

rather than some of the more esoteric and academic justifications. Unfortunately, FBW 

mechanizations have introduced new static and dynamic mismatch sources. Some notable 

examples include: 
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• Manipulator mismatches, for example, between pilot and co-pilot for those systems 

without coupled, back-driven manual controllers. 

• Mismatches between segments of mechanically uncoupled surfaces, for example, flap, 

spoiler, or elevon segments. 

• Inadvertent or premature changes in system dynamics, for example, primary control 

system gain changes intended to be functions of aircraft configuration actually 

introduced when the configuration change is commanded rather than when it is executed. 

A notable example of a “premature” change is a longitudinal system gain change that 

coincides with the pilot’s movement of a flap system manipulator rather than when the 

flaps actually achieve the commanded position. Similarly, an example of an 

“inadvertent” change has occurred in the same flap system when a mismatch between 

flap segments occurred via asymmetric gust loading in the course of flap deflections, 

thereby locking the flaps in an intermediate position as intended in the control system to 

avoid a serious asymmetric flap situation. But, the actual flap position was arbitrarily 

determined by when the gust hit rather than any pre-conceived situations, with the 

consequence that the primary control system gain was quite inappropriate for the actual 

effective aircraft dynamics.  

Control surface actuator rate limiting plays a significant role in producing dynamic distortion in 

both classical and modern fly-by-wire flight control systems.  In fact, rate limiting has been 

present in almost every severe PIO that has occurred with operational and flight test aircraft since 

the North American X-15 event in 1959 [2].  

6.3 Exploring Dynamic Distortion from a Flight Test Database 

6.3.1 F-14 Simulated Dual-Hydraulic Failure Flight Test Program 

Overview 

The F-14 aircraft featured a dual hydraulic system wherein each system features a pump that is 

powered by one of the two engines. The titanium hydraulic lines were susceptible to resonance 

frequency failures. As described in [6], problems with the F-14 hydraulic system began with the 

second flight during full scale development testing. On this flight both primary hydraulic systems 

failed as did a valve in the backup hydraulic system. The aircraft was lost just prior to touchdown. 

Much later, from October 1990 to March 1991, the U.S. Navy conducted a flying qualities 

evaluation of the F-14 with simulated dual hydraulic failure [6] to better understand the pilot-

vehicle system characteristics when using the back-up flight control module or BUFCM. In this 

study, the BUFCM was evaluated to define areas of operation for in-flight refueling and landing. 

The BUFCM has two modes that are available to the pilot. The BUFCM-HIGH mode features a 

maximum stabilator rate of 10 deg/s, while BUFCM-LOW has a 5 deg/s maximum rate.  

Although the aircraft demonstrated good handling qualities using the BUFCM in formation flight 

with a tanker, a number of PIOs were encountered during in-flight refueling, drogue tracking, and 

offset field landings.  

Because the F-14 was fully instrumented, a valuable Category II PIO database was inadvertently 

created.    To support the analysis herein, the Naval Air Warfare Center, Aircraft Division 
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(NAWCAD) provided selected flight test data from the F-14 Dual Hydraulic Failure flight test 

program with corresponding documentation.  These high-quality data included a subset of the 

flight test runs and a number of frequency sweep runs that were generated as part of the flight test 

program [6]. An analysis of this database was reported in [7]. 

6.3.2 Description of the Data 

The F-14 database are described in Table 6.1. The run numbers and configurations identified in 

the table correspond to those identified in the NAWCAD data package. The altitude, airspeed, 

and Mach numbers provided here were taken directly from the data files. In Table 6.1, the aerial 

refueling cruise configuration runs used herein are identified by wing sweep and flap positions, 

flight condition, that is, altitude, speed in knots indicated airspeed, and Mach number as recorded 

at the start of a run, and flight control system mode, that is, SAS-On, SAS-Off, or BUFCM-High. 

Table 6.1: Run log of aerial refueling cases. 

Run 

No. 
Config.* Task 

Flight 

Control 

System 

ID 

Altitude 

(ft) 

Airspeed 

(KIAS) 

Mach  

No. 
HQR 

J_01 
Cruise-

20-0 

Hook-

Up 
SAS-On 14,000 262 0.51 4 

J_03 
Cruise-

20-0 

Hook-

Up 

SAS-

Off 
20,000 307 0.67 8 

J_04 
Cruise-

20-0 

Hook-

Up 

SAS-

Off 
20,000 200 0.44 5 

J_05 
Cruise-

20-0 

Hook-

Up 

BUFC

M-High 
19,000 200 0.42 10 

J_06 
Cruise-

20-0 

Hook-

Up 

BUFC

M-High 
19,000 200 0.42 10 

J_07 
Cruise-

35-0  

Hook-

Up 
SAS-On 17,000 256 0.53 3 

J-08 
Cruise-

35-0 

Hook-

Up 

SAS-

Off 
17,000 252 0.52 4 

J_09 
Cruise 

35-0 

Trackin

g 

BUFC

M-High 
16,000 256 0.52 10 

* Configuration Cruise-XX-YY denotes landing gear retracted, wing sweep at XX deg, and flaps 

at YY deg 
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6.3.3 Longitudinal Flight Control System Characteristics of the F-14 

For the F-14A, longitudinal control is provided by symmetric application of the horizontal 

stabilizers. Pushrods and bellcranks transmit the cockpit control stick motion to tandem stabilizer 

actuators. The nonlinear stick position-to-stabilizer gearing for the nominal cruise configuration 

is shown in Figure 6.3. The gearing is uniformly adjusted upward for various flap configurations. 

This relationship will represent the “ideal” control system characteristic from which dynamic 

distortion will be identified in the analysis conducted below. 
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Figure 6.3: F-14 longitudinal control system stabilizer gearing. 

6.3.4 Time History Comparisons 

Longitudinal stick position and average stabilizer position for the cruise, 20 degree wing sweep 

configurations identified in Table 6.1 are shown in Figure 6.4 for the SAS-On, SAS-Off, and 

BUFCM-High cases. All runs were high gain hook-up tasks. Thus, there is a noticeable increase 

in the stick command and corresponding stabilizer output as the probe approaches the drogue.  

For the SAS-On case of Figure 6.4(a) and the second SAS-Off case, Figure 6.4(c), the task was 

demanding but successful for this precision, high gain task as reflected in the assigned Level 2 

pilot ratings listed in Table 6.1. Although only a qualitative assessment can be made from a review 

of the time histories, these cases appear essentially linear and the observed lags between the input 

and output positions are small. For the BUFCM-High cases of Figure 6.4(d) and Figure 6.4(e), 

the responses are very different. First, the input and output magnitudes are much higher and the 

“triangle-like” output response associated with rate limiting is evident. Furthermore, the observed 

lag between the output and input time series is much larger than that observed in the essentially 
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linear cases. Both cases resulted in severe PIO that forced the pilot to abandon the task to regain 

control of the aircraft. The SAS-Off case of Figure 6.4(b) displays increased input and output 

amplitudes perhaps due to reduced system damping, but no significant rate limiting.   
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(a) SAS-On high gain hook-up (Run J_01) 
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(b) SAS-Off high gain hook-up (Run J_03) 
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(a) SAS-Off high gain hook-up (Run 

J_04) 
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(d) BUFCM-High high gain hook-up (Run 

J_05) 
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(e) BUFCM-High high gain hook-up (Run J_06) 

Figure 6.4: Cruise-20-0 longitudinal stick position and average stabilizer position time history 

comparisons for five aerial refueling hook-up cases. 

Longitudinal stick position and average stabilizer position for the cruise, 35 degree wing sweep 

configurations identified in Table 6.1 are shown in Figure 6.5 for the SAS-On, SAS-Off, and 
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BUFCM-High cases. Unlike the 20 degree wing sweep cases, however, the pilot tasks are not 

equivalent.  For the SAS-On and SAS-Off cases, the high gain hook-up task was again used, 

while a drogue tracking task was used for the BUFCM-High task. Both are representative of high 

gain, precision tracking tasks even though the drogue tracking is a much longer task, roughly 60 

seconds compared to the 12-14 second hook-ups.  

In the 35 degree wing sweep cruise configuration, both the SAS-On and SAS-Off high gain, 

hook-ups were essentially routine. As reflected in the Cooper-Harper Handling Qualities Ratings 

(HQR) pilot ratings of HQR 3 and HQR 4, respectively, the pilot was able to attain desired 

performance, although the SAS-Off case required somewhat higher workload. The time responses 

are quite similar to those discussed above for the corresponding 20 degree wing sweep cases in 

terms of magnitudes and apparent linearity, that is there is no “triangle-like” average stabilizer 

responses observed for the SAS-On and SAS-Off cases. If the dynamic distortion concept has 

merit, one would not expect to see much evidence of distortion in these cases. 

The drogue tracking run is of particular interest, because as identified in [7] it features intermittent 

pilot-induced oscillations. That is, there is an initial PIO that occurs between 5 and 22 seconds, 

followed by a quiescent period up to 42 seconds or so, when a second PIO of smaller amplitude 

occurs. In the two PIO regions, Figure 6.5(d) and Figure 6.5(e), the rate limiting associated with 

the BUFCM-HIGH configuration is clearly visible in the triangle wave-like output evident in the 

stabilizer response. Because of the sustained time on the rate limit, one would expect to see 

significant evidence of dynamic distortion in this run.  

6.3.5 Evidence of Dynamic Distortion 

The series of runs introduced in the previous section provide a wide range of exposure to the 

effects of rate limiting – from essentially linear to highly saturated response characteristics. To 

search for evidence of dynamic distortion, the actual average stabilizer position versus 

longitudinal control stick position as measured in flight is compared with the “ideal” response 

defined in Figure 6.3. The ideal curve from Figure 6.3 is a steady state response, so any dynamic 

response will distort from this ideal. The degree of the distortion can, however, provide insight 

into the predictability of response for the pilot wherein a highly distorted response will be 

indictive of a less predictable controlled element. Figure 6.6 provides a comparison of the actual 

and ideal longitudinal control system characteristics for the cruise, 20 degree wing sweep cases.  

The SAS-On comparison plot is shown in Figure 6.6(a).  Although there is a small, essentially 

constant offset from the ideal curve, for this case there is no evidence of distortion. This is not 

the case for the SAS-Off cases shown in Figure 6.6(b).  First, the J_04 run almost mirrors the 

SAS-On case in that there is a small offset from the ideal curve, but no significant distortion. The 

result is quite different for the J_03 run. This was the SAS-Off case discussed previously that 

appeared to suffer from reduced damping at the higher speed. Here, the degraded system (rated 

HQR 8 by the evaluation pilot) clearly displays some distortion from the ideal response. It is the 

two BUFCM-High cases shown in Figure 6.6(c), however, that display significant distortion. 
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(a) SAS-On high gain hook-up (Run J_07) 
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(b) SAS-Off high gain hook-up (Run J_08) 
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(c) BUFCM-High tracking (Run J_09)             
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(d) BUFCM-High tracking (PIO1) 
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(e) BUFCM-High tracking (PIO2) 

Figure 6.5: Cruise-35-0 longitudinal stick position and average stabilizer position time history 

comparisons for two aerial refueling hook-up cases and three drogue tracking cases. 
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(a) SAS-On (Run J_01) 
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(b) SAS-Off (Runs J_03 and J_04) 
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(c) BUFCM-High (Runs J_05 and J_06) 

Figure 6.6: Comparison of actual and ideal longitudinal control system characteristics for 

Cruise-20-0 cases (SAS-On, SAS-Off, and BUFCM-High). 

Figure 6.7 provides a comparison of the actual and ideal longitudinal control system 

characteristics for the cruise, 35 degree wing sweep cases. The SAS-On comparison shown in 

Figure 6.7(a) provides a result similar to that seen for the 20 degree wing sweep SAS-On case. 

Here, the SAS-Off case, Figure 6.7(b), displays little difference from the SAS-On Case. 

Following the trend established with the previously discussed BUFCM-High cases, the drogue 

tracking example shows in Figure 6.7(c) the significant distortion associated with rate limiting. 

In the examples shown herein, it was expected that the dynamic responses associated with high 

gain maneuvering would “distort” from the ideal responses that were represented by the steady 

state flight control system gearing. While the distortions were represented well visually in these 

example cases, an improved measure of dynamic distortion was needed to support the 

development of a successful mitigation method, as any dynamic element in the flight control 

system response such as a command path filter will result in distortions when compared to the 

steady state response. Such a measure was identified and is the focus of Chapter 7. 
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(a) SAS-On (Run J_07) 
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(b) SAS-Off (Run J_08) 
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(c) BUFCM-High (Run J_09) 

Figure 6.7. Comparison of actual and ideal longitudinal control system characteristics for 

Cruise-35-0 Cases (SAS-On, SAS-Off, and BUFCM-High). 

6.4 Conclusions 

The analysis of the F-14 flight test data provided the following findings and observations. 

Although the concept of dynamic distortion was initially somewhat ill-defined, it was nonetheless 

shown to be an effective means of identifying key flight control system nonlinearities such as rate 

limiting. When dynamic distortion was defined in terms of a simplified ideal linear system 

represented by the steady state system characteristics, rate limiting distortions were identified 

particularly well; however, the concept as defined in these terms was not a “catch all” for all of 

the items that can lead to unfavorable pilot-vehicle interactions such as PIO, for example, poor 

aircraft dynamics, inappropriate control stick sensitivity, etc. Furthermore, command path filters 

that are commonplace in modern systems, also result in a dynamic distortion when compared to 

the steady state gearing. The results of this analysis thus demonstrated that an “idealized system” 

response that can provide a more robust measure of dynamic distortion was still needed.   
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7. An Idealized Manual Control System Paradigm 

  A hydraulic servo actuator which includes a predominantly open center type valve is 

characterized by considerable position error when operating under load.  

 BuAer Report AE-61-4, Volume IV, The Hydraulic System, May 1953 
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7.0 AN IDEALIZED MANUAL CONTROL SYSTEM PARADIGM 

Building on the material from Chapter 6, an idealized manual control system concept is defined 

in this chapter to quantify the concept of dynamic distortion and introduce the Smart-Cue and 

Smart-Gain concepts to mitigate Category II pilot-induced oscillations (PIO). The material 

presented is largely based on that found in [1]. 

7.1 Nonlinear System Description 

To give some perspective to the approach of this work to define an ideal manual control system, 

first return to the “ancient” history of fully-powered surface actuation systems. As noted 

previously, the main stream began in the 1940’s at Northrop Aircraft, Inc. when requirements for 

an irreversible, power-enhancing, surface actuation system became apparent from flight tests on 

early Northrop flying wings. The power-enhancement requirement stemmed from the very size 

and speed of such aircraft as the Northrop XB-35 and YB-49 bombers. In principle, this could 

have been accommodated in other ways, such as power-boost, servo-tabs, etc. However, the need 

for the irreversible feature was central because the hinge moment gradients reversed at high 

angles of attack, thereby presenting the pilot with very difficult if not impossible handling and 

control problems. A fully-powered (in contrast to power-boosted) surface actuator assures the 

complete separation of the pilot from the forces associated with the control surface.  

The development of successful fully-powered systems was probably the most important and long-

lasting accomplishment in primary manual control systems in the two decades from about 1942 

to 1962 when almost all high-performance aircraft were so equipped. Although fully-powered 

systems are now ubiquitous, their perfection was a major achievement that required many 

exceptional engineering and technical breakthroughs. Major problems in mechanical and 

hydraulic system design, actuator system stability, and flying qualities, many at the margins of 

the then state-of-the- art, had to be surmounted. Ultimately the systems became technologically 

mature and operationally effective and have since served several generations of high performance 

aircraft. Still, fully-powered manual hydro-mechanical primary control systems are not perfect, 

but an understanding of the nature of both their favorable and unfavorable features suggests 

concepts that can lead to more ideal systems in today’s fly-by-wire technology. 

7.2 A Potential Ideal System Paradigm 

Figure 7.1 shows an idealized version of a single channel of a fully-powered system typical of 

the end of the initial era in these developments [2]. These are exemplified on such aircraft as the 

Northrop F-89D interceptor that served operationally for over two decades starting about 1954. 

In this system, the pilot’s inceptor (stick, control column, or pedals), restrained by an artificial 

feel system, is mechanically connected to a hydraulic servo valve via a combination of push-pull 

rods, cables, etc. The valve housing is integral with a hydraulic cylinder. A pilot command input, 

p = xi, moves the valve from its neutral position and creates an actuator system error (xe = xi – 

xs) that ports hydraulic fluid to the cylinder. The valve-cylinder flow pathway(s) are arranged so 

that the cylinder housing, xs, moves to reduce the valve displacement from neutral, thereby 

driving the actuator system error to zero. In the integral valve-cylinder configuration shown, the 

lags within the closed-loop actuator system are absolute minimums as the position feedback is 
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inherent in the physical arrangement. The ultimately evolved successful versions are high 

bandwidth actuators that add only a small lag and very light valve friction forces to the hydro-

mechanical control chain. As a consequence, the evolved systems have minimum to no impact 

on the dynamics of the overall pilot-vehicle closed- system in even the most extreme conditions 

of pilot control.   

 

Figure 7.1: Idealized longitudinal control system [2]. 

Such systems exhibit: 

• Sufficiently high maximum surface rates; 

• Minimum effective actuation system lags inserted into the manual control system (by 

virtue of high-bandwidth actuation system dynamics); and 

• High degree of effective linearity between the pilot command and the control surface 

deflection. 

For those aircraft where all these conditions were satisfied there appear to be no unfavorable 

pilot-vehicle interactions, for example, PIO present in the flight record. It is for this reason that 

the actuation system illustrated in Figure 7.1 embodies potentially ideal paradigms useful for the 

current work. There were, of course, many PIO events leading to the above assertion. These 

encounters and the technical advances leading to their subsequent correction were steps along the 

way to the technologically mature actuation systems that provide the essential features listed. 

Unfavorable pilot-vehicle system interactions such as PIO appeared to become more common as 

high-performance aircraft advanced into the fly-by-wire era [3,4]. Whether this apparent increase 
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was actual, or just an artifact of closer attention, or more extensive sensitivity to what are always 

unusual events is not at issue here – suffice to say that essentially every new high-performance 

aircraft equipped with a fly-by-wire flight control system has exhibited PIO at one time or 

another. These were, typically, linked to specific causes, most often associated with actuator rate 

limiting or excessive pilot-vehicle system lags. The contributing features have, in the main, been 

corrected for each specific aircraft after the appearance of the unfavorable events.   

In the process of dealing with the PIO specifics of many different aircraft, some specialists with 

a historical bent looked back to earlier days when, for some reason or other, the aircraft systems 

seemed to have been essentially PIO-free. Thus, the justification for the return to the past in 

proposing the Figure 7.1 system is to rediscover some potentially “ideal” properties. Just what 

these might be stems from looking at the differences between it and the more advanced fly-by-

wire systems that have not been initially PIO-free. 

7.3 Differences between Modern and Classic Manual Control Systems 

The most profound difference between the manual control channels of modern fly-by-wire 

systems and that depicted in Figure 7.1 is the replacement of all the mechanical features up to 

and including the servo valve with electro-hydraulic and or electro-mechanical components. This 

replacement has many beneficial effects. Major differences between fly-by-wire and the idealized 

control system include: 

• Elimination of parasitic nonlinear features due to mechanical elements such as frictions, 

hysteresis, backlash, etc.; 

• Consequent elimination of the mechanical contrivances deliberately introduced to 

counter the unfavorable parasitic nonlinearities (e.g., preloads to provide stick-centering 

in the presence of distributed cable system friction or to modify backlash to a hysteresis 

effect);  

• Possible use of an essentially non-movable manipulator for mechanical sticks or 

columns (as on the General Dynamics, now Lockheed Martin, F-16 [5]); and  

• Possible use of moving manipulators with prescribed back-drive characteristics (as with 

the Boeing 777 [3]). 

Another somewhat more subtle difference occurs for circumstances where the pilot’s command 

inputs are large and very rapid, as typically is present in a so-called Category II PIO where rate-

limiting is a central feature in the PIO [3,6]. In the Figure 7.1 “old” system, rate limiting coincides 

with valve bottoming and a consequent direct physical cue to the pilot that the controls are against 

a solid, albeit moving, stop. In these conditions the control surface is essentially directly 

connected with the pilot while the valve is bottomed and the pilot command and surface travels 

are intrinsically locked together. Thus, the surface position can never lag the pilot command by 

more than the surface travel equivalent of the maximum valve travel from neutral. In modern fly-

by-wire systems, the pilot is not mechanically connected to the actuation system, so such direct 

cues and intrinsic restraints are not present. It is these differences that offered some key insights 

and opportunities that have been explored further in this work. 
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7.4 Time Lag and Position Lag 

In large-amplitude rate-limited oscillations with the “ideal system” of Figure 7.1, the surface and 

pilot’s positional commands, as noted above, are intrinsically linked between the fixed constraints 

provided by the stops defining the maximum valve displacements from neutral. The pilot’s input 

essentially drives the valve back and forth from one stop to the other. In the course of such 

oscillations, the surface motion is going at maximum velocity (rate limit) after each input reversal. 

Consequently, the command input and the surface position are both essentially triangular 

waveforms, as idealized in the Figure 7.2 time traces. In this situation, the two displacements are 

separated by a time delay equal approximately to the maximum valve displacement from neutral 

divided by the actuator rate limit. In aircraft manual control system parlance this quantity is called 

the Time Lag, Tlag. This is a nonlinear system characteristic that is in no way to be confused with 

the more conventional effective time delay that defines the linear system properties of the 

hydraulic actuator closed loop system.  
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Figure 7.2: Input/output comparisons for a valve bottoming actuator. 

The commanded and actual surface positions under these conditions are also tightly constrained. 

This is measured by the Position Lag. When expressed in terms of the surface position this is 

denoted as δlag and is measured in degrees. This is the amount of surface travel that corresponds 

to the maximum valve displacement from neutral and represents the maximum position increment 

that the surface may lag the pilot input command. The Time Lag and Position Lag are directly 

related via the maximum surface rate, that is, the rate limit. Thus, the Time Lag, Tlag, is the 

Position Lag, δlag, divided by the surface rate limit, Vmax: 

             
max

Lag

LagT
V


=                   (7.1) 

It is important to note that the position lag is measured in position units and that pilot force inputs 

are not necessarily relevant. No matter how hard the pilot pulls or pushes, he or she can only 
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bottom the valve, which is a hard constraint. In fact, one reason that over-driven valves and other 

schemes ultimately replaced the hard limits implicit in the Figure 7.1 system was the occasional 

valve damage that over-active pilots exerted on the early systems. 

When fully-powered systems were in their early phases of development, a great deal of analytical 

and experimental effort was spent to determine desirable values for the three key parameters: time 

and position lags and maximum surface rates. These quantities are among the central design and 

dynamic features of fully-powered actuators. Pilot control factors, including PIO tendencies, were 

major considerations. Remarkably, pilot preferences, especially fighter pilots and helicopter 

pilots, typically support far higher surface rates than are theoretically needed even in quite drastic 

maneuvers. Pilots tended to dislike the valve-bottoming cue and, to avoid it, demanded faster 

surface rates than an equivalent automatic system could effectively use. This is often the bane of 

surface actuator designers who are concerned with weight, volume, and power demands. On the 

other hand, there are several instances where a too-conservative “solution” that settled for lower 

surface rates resulted in a quite dramatic rate-limited PIO, for example, the North American X-

15 first flight PIO [7]. Consequently, as a result of a great deal of experimentation on a large 

number of aircraft, some examples of desirable rates and lags have gradually emerged. For 

example, desirable surface rates for fighter aircraft are, from stop to stop: 1 second – elevator; ½ 

second – aileron; 1 second – rudder [8].  

7.5 The Smart-Cue and Smart-Gain Concepts 

7.5.1 The Smart-Cue 

The basic idea in applying the ideal system concept is to restore a force feedback cue akin to the 

ideal valve-bottoming characteristics in a fly-by-wire system configuration. This is the heart of 

the Smart-Cue concept. Note that Smart-Cue can be applied to non- fly-by-wire manual control 

systems as well; however, the implementation may be more hardware intensive. As shown in 

Figure 7.3, the commanded surface position and actual surface position are used to define a 

Position Error via an ideal linear system that can be as simple as a unity gain. Comparisons of the 

Position Error with idealized manual control system characteristics, that is, Position Lag, will 

therefore reflect differences, due to distortions in the actual system. Cueing and corrective haptic 

forces, the Smart-Cue, are then presented to the pilot as a “proprioceptive display.” Nominally 

the mechanization of this feature will be based on an inceptor with active back-drive capability. 

In principle, the back-drive mechanism is an adjustable spring gradient artificial feel system force 

producer that constitutes a proprioceptive display. 

Consider, as the prime example, rate limiting in the control surface actuator. This is the most 

pervasive and awkward to handle manual control system distortion. As a source of Category II 

PIO, it is also probably the most commonly encountered controls-related pilot-vehicle system 

safety issue. In an ideal emulation, the spring gradient would be that appropriate to the particular 

control surface within the range of pilot-vehicle system linear operations. Then, when the pilot 

control input signal calls for surface rates that exceed the velocity limit, the force feedback will 

be increased and in the utmost implementation can simulate a valve-bottoming virtual stop. For 

the extreme case that emulates valve-bottoming, this has the following effects: 
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• The pilot is cued to the presence of dynamic distortion due to rate limiting; 

• The pilot control input and the surface output are essentially locked together as long as 

the distortion persists; 

• The control surface position lags the pilot command by the Position Lag (δlag); and 

• The time delay between the pilot and the surface is constrained to be no more than the 

Time Lag (Tlag) as long as the distortion persists. 
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Figure 7.3: Implementation of the Smart-Cue system. 

As a practical matter in the absence of an actual physical stop, it is difficult to mechanize exactly 

the essentially infinite spring gradient character of the virtual stop corresponding to valve 

bottoming. However, an extreme and sudden change in the effective gradient is entirely feasible. 

For example, increases in effective stick force gradient with adjustable force producers are 

commonplace.   

Although the fundamental concept has remained fixed, many options remain regarding how the 

concept is mechanized and integrated within a modern flight control system that include the 

following: 

• Design of the Alerting Function: This includes selecting Position Lag and related values 

and determining how to turn the force feedback on and off. This is the heart of the 
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mechanization issue that can mean the difference between a highly effective cue and a 

nuisance or worse. 

• Design of the Constraining Function: This includes selecting the level of force feedback 

from gentle resistance to hard stops that emulate the valve-bottoming effect. Since the 

degree of force feedback will be a function of the amount of identified dynamic 

distortion as measured by the Position Error, variable force feedback gradients are 

possible as well. 

The fundamental design concept – providing a force feedback cue to the pilot based on a measure 

of dynamic distortion, the Smart-Cue, – has thus been established.     

Piloted simulation was used to evolve the Smart-Cue mechanizations that were eventually 

evaluated in flight. A number of feedback force options were considered individually and in 

various combinations. Options included a force that produced an effective spring gradient change, 

a coulomb friction force, and damping forces based on control stick velocity and the rate of 

change of position error. The gradient force was found to be effective for pitch axis evaluations, 

but high frequency oscillations associated with the limb-manipulator mode [9], a modified stick-

arm neuromuscular mode, regularly occurred in the roll axis. No such oscillations accompanied 

the friction force in either axis. The damping forces did not yield useful results and were thus 

eliminated from the mix. Best results in the simulator were obtained in both axes for runs 

involving combined gradient and friction forces, see also [10]. 

7.5.2 The Smart-Gain 

A second design concept that is also based on a measure of dynamic distortion, the Smart-Gain, 

evolved from the checkout flight process [11]. In short, the Calspan Learjet II In-Flight Simulator 

was used to conduct both the checkout flights and formal evaluations. In the checkout flight 

process, several Smart-Cue mechanizations were found to work well for the cruise evaluations. 

Results of the precision offset landing task were less certain. First, the evaluation pilot appreciated 

that the Smart-Cue gave an apparent “trough” in which it was safe to move the stick in the 

presence of control surface rate limiting. The impact of the trough was more pronounced when 

the cueing force was increased as a function of Position Error. A cueing force level could not be 

found, however, that allowed the pilot to comfortably make roll axis corrections without 

“fighting” the Smart-Cue forces. Still some improvements with the cueing were observed. These 

results led to a post flight debrief discussion of possible command path gain adjustments as an 

alternative to the high feedback forces.  

Piloted simulation was used to rapidly prototype such a concept, the Smart-Gain. Past work 

including the PIO suppression filter [12] used on the space shuttle employs command path gain 

reduction techniques. Such techniques estimate the frequency of the pilot’s input, and then 

attenuate the input as a function of this frequency. This technique does not, however, take the 

response of the control system into consideration, so the pilot input is attenuated whether or not 

it is needed. With the Smart-Gain, the pilot input is attenuated as a function of the Position Error, 

the measure of dynamic distortion, as shown in Figure 7.4. A Position Lag metric is used to turn 

the Smart-Gain “on” and “off.” The Position Lag may be set independently to the values used for 

the Smart-Cue. 
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Figure 7.4: Implementation of the Smart-Gain system. 

The Smart-Gain was found to be a critical innovation. As described in [11] and Chapter 8, 

repeated successful landings were accomplished during the formal evaluation process with best 

results coming from a Smart-Cue/Smart-Gain combination. 

7.6 Exploring Position Lag and Position Error with the F-14 Flight Test 

Database 

7.6.1 Database 

The F-14 database introduced in Chapter 6 is reintroduced in Table 7.1. The run numbers and 

configurations identified in the table correspond to those identified in the data package provided 

by the U.S. Naval Air Warfare Center Aircraft Division (NAWCAD). The altitude, airspeed, and 

Mach numbers provided here were taken directly from the data files. In Table 7.1, the aerial 

refueling cruise configuration runs used herein are identified by wing sweep and flap positions, 

flight condition, that is, altitude, speed in knots indicated airspeed, and Mach number as recorded 

at the start of a run, and flight control system mode, that is, stability augmentation system on 

(SAS-On), stability augmentation system off (SAS-Off), or back-up flight control module in high 

rate mode (BUFCM-High), that is 10 deg/s. 

7.6.2 Surveying the Data 

The dynamic distortion concept including the ideal linear system parameters was investigated 

using the F-14 flight test database that featured evaluation runs with and without severe actuator 

rate limiting. Using the “idealized system” concept defined above, the F-14 flight test database is 

used here to assess Position Lag as a dynamic distortion metric.  For each run a position error 

was computed (trim positions were estimated) and compared with a representative Position Lag 

of 2 degrees. The resulting plots are shown in Figure 7.5 and Figure 7.6 for the Cruise-20-0 and 
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Cruise-35-0 cases, respectively. The position errors for the SAS-On and SAS-Off runs that 

exhibited little distortion and no PIO tendencies are plotted with solid lines, while dashed lines 

are used for the poor handling SAS-Off case and the BUFCM-High cases that all exhibited PIO. 

Note that the solid lines remain below the selected Position Lag boundary, while the dashed lines 

do not. These data suggest that a Position Lag less than 2 is consistent with the absence of PIO. 

Such values are also consistent with the early ad hoc tests conducted decades ago during the 

development of practical fully-powered actuation systems wherein the design guides then 

established called for Position Lags in the range of 1 to 2 of surface deflection [13].  

 

Table 7.1: Run log of aerial refueling cases. 

Run 

No. 
Config.* Task 

Flight 

Control 

System 

ID 

Altitude 

(ft) 

Airspeed 

(KIAS) 

Mach  

No. 
HQR 

J_01 
Cruise-

20-0 

Hook-

Up 
SAS-On 14,000 262 0.51 4 

J_03 
Cruise-

20-0 

Hook-

Up 
SAS-Off 20,000 307 0.67 8 

J_04 
Cruise-

20-0 

Hook-

Up 
SAS-Off 20,000 200 0.44 5 

J_05 
Cruise-

20-0 

Hook-

Up 

BUFCM

-High 
19,000 200 0.42 10 

J_06 
Cruise-

20-0 

Hook-

Up 

BUFCM

-High 
19,000 200 0.42 10 

J_07 
Cruise-

35-0  

Hook-

Up 
SAS-On 17,000 256 0.53 3 

J-08 
Cruise-

35-0 

Hook-

Up 
SAS-Off 17,000 252 0.52 4 

J_09 
Cruise 

35-0 

Trackin

g 

BUFCM

-High 
16,000 256 0.52 10 

* Configuration Cruise-XX-YY denotes landing gear retracted, wing sweep at XX deg, and flaps 

at YY deg 
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(a) SAS-On high gain hook-up (Run J_01) 
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(b) SAS-Off high gain hook-up (Run J_03) 
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(c) SAS-Off high gain hook-up                  

(Run J_04)        
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(d) BUFCM-High high gain hook-up       

(Run J_05) 
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(e) BUFCM-High high gain hook-up (Run J_06) 

Figure 7.5: Exploration of position lag using the F-14 Cruise-20-0 cases. 
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(a) SAS-On high gain hook-up (Run J_07) 
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(b) SAS-Off high gain hook-up (Run J_08) 
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(c) BUFCM-High drogue tracking (Run J_09) 

Figure 7.6: Exploration of position lag using the F-14 Cruise-35-0 cases. 

7.7 Conclusions 

This chapter described the development of an innovative means to alert, constrain and thereby 

alleviate loss of control associated with unfavorable pilot-vehicle systems interactions including 

pilot-induced oscillations that are often present in high gain, closed-loop operations. It has often 

been tacitly assumed that the adoption of fly-by-wire systems has eliminated the primary manual 

control link as an important player in loss of control situations. “Ideal” pilot to surface 
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relationships were used to measure the impact of control system effects, such as control surface 

rate limiting, that distort the actual control system response. The Position Error measure of this 

“dynamic distortion” was used to develop; 1) a command path gain adjustment mechanism, a 

Smart-Gain, and 2) active alerting and constraining proprioceptive and tactile feedback cues to 

the cockpit controller, a Smart-Cue, when predetermined dynamic distortion boundaries, the 

Position Lag metric, are exceeded. The Smart-Gain and Smart-Cue concepts were developed and 

refined via piloted simulation before ultimately being evaluated and refined via flight test as 

described in Chapter 8. 
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8. Approach and Landing Flight Evaluation of Smart-Cue and Smart-Gain 

Concepts 

 I have not felt a cliff where I thought there is PIO there. Everything felt very controllable 

without oscillations. 

  NASA Test Pilot, Smart-Cue/Smart-Gain Flight Test Evaluations, January 2007 
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8.0 APPROACH AND LANDING FLIGHT EVALUATION OF SMART-

CUE AND SMART-GAIN CONCEPTS 

Under sponsorship from the U.S. National Aeronautics and Space Administration (NASA), flight 

test evaluations of the Smart-Cue and Smart-Gain were conducted by Systems Technology, Inc. 

using the Calspan Corporation Learjet In-Flight Simulator. The material in this chapter is largely 

from [1] and describes the approach and landing evaluations. Further descriptions of flight test 

results are found in companion references [2,3]. 

8.1 Introduction 

At present the aircraft flying qualities community has sufficient understanding of pilot-vehicle 

systems in general to make the case that some effective vehicle dynamic characteristics can be 

considered to be either ideal or good enough. Departures from these nominally ideal properties 

can then be defined as “distortions” that may underlie pilot-vehicle system problems. A common 

example is control surface actuator rate limiting, where deviation from desirable values has been 

shown to lead to pilot-induced oscillations (PIO) in some circumstances. Another example is mis-

rigging of control system elements, such as mechanical maladjustments leading to control system 

backlash or excessive hysteresis. The common theme is that the actual manual flight control 

system is in some way deviating from an ideal system. The pilot is expecting one type of response, 

but the actual system is behaving differently because of the distortion. Within this general context 

Ralph A’Harrah while at NASA Headquarters proposed the “Loss of Control Inhibition System” 

(LOCIS) wherein distortions are detected and appropriate cues are then introduced to the pilot by 

way of compensation (U.S. Patents #7,285,932 and #7,285,933). It was recognized that this was 

still a general concept that had yet to be made concrete or specific. It served as a motivation for 

the work reported in Part II of this thesis to attempt to quantify such conceptual terms as 

“distortions” and “idealized systems” as innovative and unifying principles underlying the 

development of corrective measures in the form of controller cues.  

To advance this generalized theme, concrete examples were needed. In this work, the critical 

distortion examined involved control surface actuator rate limiting as a factor in Category II PIO 

[4]. The research evolved and successfully demonstrated conceivable mitigation means – herein 

referred to as the Smart-Cue and Smart-Gain that were defined in Chapter 7. Because rate limiting 

has been a contributing if not causal factor in the severe PIO loss of control events involving 

modern fly-by-wire (FBW) aircraft, this distortion remained the focus for the flight test program 

described herein. This chapter presents the approach and landing results from a flight test 

evaluation of the Smart-Cue and Smart-Gain concepts. 

8.2 Learjet In-Flight Simulator Description 

8.2.1 Capabilities Overview 

The Calspan Corporation variable stability Learjets are modified Learjet Model 25 aircraft. The 

Lear II shown in Figure 8.1 was used in this program. The Learjets provide three degrees-of-

freedom (3-DOF) in-flight simulation capabilities for advanced stability, control, and flying 
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qualities demonstrations and research [5]. They are also used to test/demonstrate advanced flight 

control systems concepts. The aircraft are used in these capacities to support flight test training 

of test pilots and flight test engineers around the world, as well as support new aircraft 

development programs. 

 

Figure 8.1: Variable stability Learjet 25 (Calspan photo). 

The right seats of the Learjets have been extensively modified to serve as the Evaluation Pilot 

(EP) crew station. The normal Learjet wheel/column has been removed. It is replaced with one 

of three experimental controllers; 1) centerstick, 2) sidestick, and 3) wheel/column. Each of these 

two axis control inceptors has programmable variable feel capability, allowing simulation and 

evaluation of a wide range of characteristics. The Learjet’s aircraft rudder pedals have also been 

replaced with variable feel capability. Electrohydraulic servo actuators drive the aircraft’s 

primary control surfaces in response to pilot inputs and the signals from the Variable Stability 

System (VSS). The Safety Pilot (SP), whose controllers remain mechanically connected to the 

Learjet control surfaces, via cables, occupies the left seat. Figure 8.2 shows the modified aircraft 

configuration with the incorporated VSS components. 

8.2.2 Variable Stability System Description 

This section reflects the Learjet systems circa 2006-2007. As described in [5], in-flight simulation 

is performed using control laws hosted in the VSS computers. These computers include the 

original hybrid digital/analog units and a fully digital unit. Each VSS computer system is 

comprised of two independent subsystems. The first, the variable feel system, provides the EP 

with tactile force cues from the pitch/roll controller and rudder pedals, that is, gradients, 

displacements, and nonlinearities such as breakout and friction. The second hosts the control 

laws, which augment the Learjet dynamics to represent those of the vehicle to be simulated.   
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Figure 8.2: Learjet configuration layout and cockpit in ground simulation mode with 

programmable head-down display. 

The all-digital unit consists of several Digital Signal Processors (DSPs) installed in a personal 

computer. The DSPs compute and control the feel system, input/output management, and 

augmentation control law algorithms. The host computer allows simulation control, passing data 

to and from the DSPs, data recording, and real-time plotting. The DSPs can be programmed 

directly in C or symbolically using MATLAB™ Simulink. This makes the VSS a useful tool for 

rapid prototyping and allows quick turnaround of desired system changes. The architecture of the 

analog sensor conditioning electronics and of the VSS computing equipment allows easy 

interface with sensors, augmentation control laws, feel systems, and cockpit displays, including 

the programmable head-down display shown in Figure 8.2. 

The Learjets are equipped with onboard systems for recording test data. Data acquisition is 

controlled by the host computer interface at the test engineer console or by the SP via a hand-held 

keypad. Up to 512 channels of digital data may be recorded directly from the DSP computers and 

stored on removable flash memory. Selected parameters may be directed to the test engineer’s 

computer displays for real-time monitoring. Audio and video information (from cameras, 

displays, and crew voices) is also recorded onboard using a DVD recorder. The aircraft also has 

provisions for telemetry transmission of data, audio, and video signals. 

8.3 Method of Test 

8.3.1 Experimental Design 

The Calspan Learjet In-Flight Simulator was used to evaluate the Smart-Cue/Smart-Gain PIO 

mitigation system using both cruise flight and approach and landing evaluation tasks. The 

working area for the checkout and evaluation flights was along the southern shore of Lake Ontario 

with all approach and landing evaluations made at Niagara Falls airport. The crew for the 

checkout and evaluation flights consisted of a Calspan safety pilot, an evaluation pilot, a Calspan 

flight test engineer, and the STI flight test conductor. The evaluation pilots were exposed to the 

Smart-Cue and Smart-Gain mechanizations using the Learjet in a ground simulation mode prior 
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to formal flight test evaluations. This gave the pilots some sense of how the cues and gain 

reduction would engage in flight. Cruise evaluations flights were conducted first for all evaluation 

pilots. 

The baseline configuration was designed to be PIO free, while the rate limited configurations 

were designed to be susceptible to PIO. While configured via the VSS, the baseline configuration 

was similar to the Learjet sans the VSS with its yaw damper engaged. Smart-Gain only and 

combined Smart-Cue and Smart-Gain cases were then introduced with the rate limited 

configurations to assess the effectiveness of the system in mitigating PIO. The configurations 

were “blind” to the evaluation test pilots, that is, the pilot did not know what configuration was 

being assessed run-to run. Upon touchdown, the safety pilot would take control and return the 

aircraft via a “touch and go” to the desired landing approach starting point wherein the evaluation 

pilot would again be given control of the aircraft. While the safety pilot was in control, the 

evaluation pilot would provide ratings and comments for the selected configuration. Given 

available flight test time, repeat runs of selected configurations were made at the discretion of the 

STI flight test conductor.  

8.3.2 Lateral Axis Feel System 

The lateral axis feel system dynamics for the stick are modeled as a second order system with 

nonlinearities. All parameters such as breakout, force gradients, and friction levels are fully 

configurable and variable in flight. The evaluation pilot applies a force on the stick which is 

measured and sent into the dynamic stick model to obtain the model stick position from the force. 

This position is then put through an inverse dynamic model of the physical stick and servo 

dynamics to obtain a command for the feel system servo that drives it to the position of the model. 

Key feel system elements are shown in the Figure 8.3 block diagram. These include the dynamic 

characteristics of the control loader and the control system gearing. A summary of the selected 

baseline feel system characteristics used in this flight test program is provided in Table 8.1. As 

described previously, these characteristics can be easily varied from this baseline. The steady 

state stick force characteristics are shown in the right-side panel of Table 8.1 and the Bode 

frequency response is shown in Figure 8.4. The steady state characteristics were generated from 

the evaluation pilot station of Learjet 2 while operating in ground simulation mode. The frequency 

responses, on the other hand, were identified from frequency sweep data generated in flight. The 

lines on the Bode plot represent a transfer function fit using the Table 8.1 parameters with gain 

adjustments made to match the processed sweep data, solid line for magnitude and dashed line 

for phase. The resulting transfer function is shown in shorthand notation, where 
2 2( )[ 2 ] ( )[ , ]a s b s s a b   + + + = . 

8.3.3 Approach and Landing Aircraft Configuration 

The evaluation task for the approach and landing flight condition was the precision offset landing. 

Because of the limited number of available flight hours, Smart-Cue/Smart-Gain evaluations 

focused on the lateral axis. The longitudinal configuration was representative of a standard 

Learjet 25. The nominal approach speed was 140 knots with gear down and flaps set to 20 



121 

 

degrees. The approach speed was reduced at the discretion of the safety pilot as the fuel load 

decreased.  

 

Figure 8.3: Feel system elements. 

Table 8.1: Lateral feel system characteristics. 

Parameter Value 

 

Spring 

Gradient 

(lb/in) 

5.65 

Damping 

(lbs/in) 
0.395 

Natural 

Frequency 

(rad/s) 

20 

Damping 

Ratio 
0.7 

Inertia 

(lbs2/in) 
0.0141 

Breakout (lbs) 0.25 

Travel (in) 3.1 

Control 

System 

Gearing 

(deg/in) 

-12.3 

 

Feel

System

s

Stick

Force

Stick

Position

sF Control

System

Gearing

c

Surface

Command
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Figure 8.4: Lateral feel system Bode plot as identified from frequency sweep data. 

The baseline roll approach and landing configuration had characteristics similar to a nominal 

Learjet 25 with yaw damper engaged. The configuration is susceptible to PIO in the presence of 

significant rate limiting. A frequency response for the baseline roll configuration obtained from 

a checkout flight pilot generated frequency sweep is shown in Figure 8.5. Once again, the lines 

on the plot represent a transfer function fit using the known model dynamics where only the 

effective gain and delay were adjusted (solid line for magnitude and dashed line for phase). The 

resulting roll rate to lateral stick force transfer function in shorthand notation is as follows: 

              
( ) 

( ) ( )  
0.125

4.082 6 0 0.335,1.103

5.49 3 0.249,1.25 1.324 0.7,20 0.7,44

s
ep

e
Fas e

−=
− −

 (8.1) 

 

Figure 8.5: Bode frequency response of the baseline roll axis approach and landing 

configuration. 
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8.4 Flight Test Description 

8.4.1 Test Procedures 

The flight test evaluations were conducted as a formal handling qualities evaluation. To this end 

the following procedures were followed: 

• Evaluation pilots were familiarized with the evaluation tasks using “good” aircraft 

configurations, that is, the baseline configuration described above, with no distortion 

inducing nonlinearities present. 

• An appropriate level of familiarity was met when the pilot could routinely achieve 

desired performance with the selected evaluation task when presented the “good” 

configuration.  

• Degraded configurations, the rate limit only configurations, were then presented to the 

pilot to evaluate before any force feedback Smart-Cues and command path Smart-Gains 

were introduced. 

• For the approach and landing evaluations, the Smart-Gain was introduced first in 

isolation and then in combination with the Smart-Cues. Two Smart-Gain configurations 

were used in the flight test campaign: G1featured a more aggressive adaptive gain, while 

G2 = G1/1.5. 

• Two types of Smart-Cues were introduced – a “friction-like” force cue and a “combined 

friction and spring gradient” force cue. Two friction cases, F1 and F3, and two combined 

cases, C1 and C2, were evaluated in flight. For the two friction cases, F3 had a more 

aggressive gradient than F1, where the gradient for F3 = 1.67*F1. For the combined 

friction plus gradient cases, both had the same gradient force, but C2 featured a less 

aggressive friction force, C2(friction) = C1(friction)/1.5. The pilot evaluated each force 

cue individually. The make up of these force feedback configurations is discussed in 

detail in Chapter 10. 

• When conducting a formal evaluation, the pilot was asked to perform the selected 

evaluation task as many times as necessary (within reason) before providing pilot 

comments and ratings. 

• Cooper-Harper handling qualities ratings [6], Figure 8.6, and PIO tendency ratings [7,8], 

Figure 8.7, were collected. Evaluation pilots were encouraged to talk through the rating 

scale decision trees as a means of extracting additional commentary. 

• A detailed run log was taken and video with an over the evaluation pilot’s shoulder view 

was recorded including audio commentary. 

The purpose of the Smart-Cue and Smart-Gain is to provide protection from the flying qualities 

cliffs associated with dynamic distortion. The cue thus serves two functions: “alerting” and 

“constraining.” The former annunciates the presence of a potential handling qualities cliff, while 
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the latter suppresses inputs that will lead to an encounter with that cliff. The purpose of the 

evaluation task used here was to simulate the types of closed-loop control scenarios that have 

produced such cliffs in operational and flight test aircraft. While task performance was important, 

the real evaluation was to determine if the Smart-Cue and Smart-Gain could serve as a protection 

from these cliffs. To this end, some sacrifice in task performance was anticipated when the cues 

were encountered.  

 

Figure 8.6: Cooper-Harper Handling Qualities Pilot Rating Scale. 
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Figure 8.7: Pilot-Induced Oscillation (PIO) Tendency pilot rating scale. 

8.4.2 Precision Offset Landing Task Description 

All approach and landing evaluations were made at Niagara Falls International airport. The crew 

for the checkout and evaluation flights consisted of a Calspan SP, an EP, a Calspan flight test 

engineer, and the STI flight test conductor (the author of this thesis). The evaluation task was the 

precision offset landing task described below. 

Task Objectives 

• Evaluate ability to precisely control horizontal and vertical flightpath and airspeed. 

• Evaluate ability to precisely control sink rate and attitude in the flare. 

• Evaluate tendency for nose bobble or PIO. 

• Evaluate control sensitivity and harmony in landing. 



126 

 

Task Description 

The offset landing task consists of a visual approach during which the EP aligns the aircraft 

approximately 300 feet off the runway centerline (see Figure 8.8). At 150 to 200 feet above the 

ground, the EP corrects back to the centerline and attempts to touchdown within the desired 

parameters. The decision to correct is made by the SP. Offsets to the left or right can be used 

interchangeably; however, the direction of offset may often be dictated by the desire to turn away 

from civilian aircraft waiting in the hold short area. Typically, offsets were made to the right in 

this flight test program to take advantage of the drainage ditch visual cue located approximately 

250-300 ft to the right of runway 28R (see Figure 8.8). Each landing was treated as a “must land” 

situation to ensure a high pilot gain. Desired and adequate performance requirements for the task 

are listed in Table 8.2. 

During a typical landing pattern evaluation, the SP configures the aircraft for landing, selecting 

the proper flight control experiment, and engaging the VSS while on downwind. The EP begins 

the evaluation on base turn and lines up on final for the offset landing. The EP initiates the offset 

correction on his or her own or based on radar altitude calls from the SP. A precise flared landing 

is attempted using the instrument landing markers as the desired touchdown point. These markers 

are located 1,000 feet from the threshold.  Upon touchdown, the SP takes control of the airplane 

and performs the takeoff and turn to downwind, while the EP provides comments and handling 

qualities ratings for that configuration. The head down display used for the task is shown in Figure 

8.2. Example offset landing approach photos are shown in Figure 8.9. 

Table 8.2: Task performance requirements. 

Desired Performance Adequate Performance 

• Approach airspeed 

maintained within ± 5 kts. 

• Touchdown within 5 feet 

of centerline                                                                                                                                

(main wheels on 

centerline). 

• Touchdown within ± 250 

feet of aimpoint. 

• Sink rate – smooth 

touchdown. 

• No PIO. 

 

• Approach airspeed 

maintained within -5 

kts/+10 kts. 

• Touchdown within 25 feet 

of centerline. 

• Touchdown within ± 500 

feet of aimpoint. 

• No PIO. 
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Figure 8.8: Offset approach to Niagara Falls International airport and airport layout with key 

task visual cues (drainage ditch and Runway 28) identified. 

   

Figure 8.9: Example offset landing approaches. 

8.5 Flight Test Results 

8.5.1 Overview of the Test Program 

Seven test pilots participated in this program. Pilots 1 and 2 served as safety pilots and did not 

conduct formal evaluations. All evaluation pilots were graduates of either the U.S. Air Force or 

U.S. Navy test pilot schools. Approach and landing flights were conducted with three of the five 

evaluation pilots. Pilots 3 and 4 did not conduct approach and landing evaluations due to poor 

weather conditions. Pilot 5 flew his approaches in nearly ideal conditions – calm air and good 

visibility. Under these conditions, the roll axis software rate limit needed to be reduced from 30 

to 25 deg/sec, so that the handling qualities cliff could be properly exposed. Pilots 6 and 7, on the 

other hand, conducted their approach and landing evaluations in the presence of moderate 
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turbulence and crosswinds. No changes to the experimental procedures were required for these 

flights. The pilots and crews for the approach and landing evaluations are shown in Figure 8.10. 

 

(a) Pilot 5 and Crew 

 

(b) Pilot 6 and Crew 

 

(c) Pilot 7 and Crew 

Figure 8.10: Pilots and flight test crews for the approach and landing evaluations. 

In the following discussion, three example runs were selected for each pilot to compare against 

the baseline: 1) the rate limited configuration, 2) the rate limited configuration with Smart-Gain, 

and 3) the rate limited configuration with Smart-Gain and Smart-Cue. Throughout the remainder 

of this section the following symbols are used: RL – rate limit, G – Smart-Gain, F – friction 

Smart-Cue, and C – combined gradient plus friction Smart-Cue. The number associated with the 

RL symbol is the magnitude of the rate limit in deg/s, while the number associated with the Smart-

Gain and Smart-Cue symbol refers to particular configurations. 

8.5.2 Pilot Ratings and Comments 

For the roll axis approach and landing evaluations, the impact of the Smart-Gain was the dominant 

effect. The addition of the Smart-Cue, however, was an important and necessary performance 

benefit for two of the three pilots. For these pilots, the flights took place on a day with significant 

cross winds and turbulent air that added work load to the precision offset landing task. In these 

cases, the same gain reduction and feedback cue produced the best results for both pilots. The 

other pilot flew on a calm air day, which allowed him to use smoother pilot inputs and a lower 

gain technique. In this environment, the Smart-Gain alone did much of the work and only small 

Smart-Cue forces that may have been imperceptible to the pilot were ever present. 

Cooper-Harper pilot handling qualities ratings (HQR) and pilot-induced oscillation tendency 

ratings (PIOR) were collected to compliment specific commentary in the qualitative assessment 

of the various configurations presented to the pilots. Summary PIOR versus HQR plots for each 

pilot are given in Figure 8.11. For Pilots 6 and 7, the baseline configuration that featured no rate 

limiting, BL, received Level 1 ratings with no PIO tendencies. Pilot 5 also noted no PIO 

tendencies with the baseline, but only achieved adequate performance. He noted that this was a 

reflection of his performance in the task more so than the actual handling qualities of the 

configuration. As mentioned earlier, a slightly lower rate limit was required for the evaluations 

of Pilot 5 due to the calm air day combined with a lower gain piloting technique.  
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(a) Pilot 5 
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(b) Pilot 6 
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Task Performance Compromised

 
(c) Pilot 7 

Figure 8.11: Pilot ratings for the precision offset landing task. 
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Nonetheless, all three pilots gave the rate limited configuration Level 3 pilot ratings (i.e., HQR  

7) with observed PIO tendencies (i.e., PIOR  4). For Pilot 5, the G1 Smart-Gain made the 

greatest impact on his ratings to the extent that desired performance was attained. A more modest 

improvement was observed for Pilots 6 and 7. The G2 Smart-Gain configuration, defined by a 

less aggressive command path gain reduction compared to the G1 configuration, did not produce 

improved results. The presence of the Smart-Cues was not a factor in the qualitative evaluations 

of Pilot 5. For Pilots 6 and 7, both of which conducted their evaluations in moderate turbulence 

and crosswinds, the strongly preferred configuration was G1/C2. This Smart-Cue/Smart-Gain 

combination gave consistent performance (HQR 4/PIOR 2) over repeated runs for both pilots. 

Thus, the combined Smart-Cue/Smart-Gain combination led to the best overall results. A 

summary of pilot comments for the example run evaluations is provided in Table 8.3. The text 

colors were selected to match the assigned pilot ratings, that is, blue text for PIO tendency ratings 

of 1 or 2, black text for PIO tendency ratings of 3, and red text for PIO tendency ratings of 4 or 

higher. 

 

Table 8.3: Pilot ratings and comments for selected precision offset landing evaluations. 

Pilot Configuration HQR/PIOR Pilot Comments 

5 RL25 8+/4 I was fully devoted to trying to keep the wings level. 

5 RL25 G1 4/2 
I felt more connected. There was better 

predictability. 

5 RL25 G1/C1 4/2 Doesn’t look terribly different to me. 

6 RL30 10/5 It wasn’t divergent until I got in the loop. 

6 RL30 G1 5/3 

There are undesirable motions going on… but I am 

staying on task. I can meet performance, but with 

considerable compensation. 

6 RL30 G1/C2 4/2 
That wasn’t a problem. That was easy. Performance 

was good. 

7 RL30 7/4 
No, I don’t like this. As soon as I made the input I 

realized I wasn’t getting what I wanted.  

7 RL30 G1 6/3 

More controllable, but still hard to make precise 

inputs. It was not nice right at the end. Probably 

wouldn’t have seen it without the wind. 

7 RL30 G1/C2 4/2 

I have not felt a cliff where I thought there is a PIO 

there. Everything felt very controllable without 

oscillations. 
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8.5.3 Time Histories 

Time history plots for the precision offset landing example runs from Table 8.3 are presented 

here. Plots for Pilots 5 are shown in Figure 8.12 through Figure 8.15, plots for Pilot 6 are shown 

in Figure 8.16 through Figure 8.19, and plots for Pilot 7 are shown in Figure 8.20 through Figure 

8.22. Included in each example are time histories of the pilot’s lateral stick input and the aircraft 

roll angle output. Also included are time histories of the force feedback Smart-Cue and the 

command path Smart-Gain. These signals are null for the rate limited only configuration and are 

therefore not included. 

For Pilot 5 there is not a significant difference in the resulting aircraft roll angles associated with 

the large corrections back to the runway centerline with peak angles in the neighborhood of 20. 

The differences occur in the final, tightly controlled corrections to the runway centerline. Here, 

the rate limited configuration leads to a PIO, shown in Figure 8.13, that resulted in the safety pilot 

taking control after the third oscillation. Note also the increasing amplitude of the oscillatory pilot 

stick force inputs. No such oscillations are seen in the Smart-Gain alone and Smart-Cue/Smart-

Gain configurations. The Smart-Gain is active whenever the command path gain is not equal to 

one. Although not necessarily consciously perceived by the Pilot 5, the presence of the Smart-

Cue combined force reduced the amount of Smart-Gain activity when compared to the Smart-

Gain alone example.  

Both Pilots 6 and 7 employed a more aggressive technique due to natural tendencies and the 

presence of moderate turbulence and crosswinds. For Pilot 6 the initial correction to the runway 

centerline resulted in a bank angle of nearly 50, compared to the 20 bank angle seen by Pilot 5 

in his rate limit only run. Furthermore, a divergent PIO resulted from the final corrections and the 

safety pilot again took control as shown in Figure 8.17. With the Smart-Gain and Smart-Cue 

active, the resulting bank angle was less than 30 and no PIO was observed in the final 

corrections. The more aggressive technique of Pilot 6 resulted in a significantly more active 

Smart-Gain reduction, see Figure 8.18, however, the Smart-Gain activity is reduced when used 

with the combined force Smart-Cue as seen in Figure 8.19.  

For Pilot 7 a distinct PIO tendency was observed in the initial correction to the centerline as well 

as in final corrections. His sensitivity to an impending flying qualities cliff, however, allowed 

him to avoid sustained oscillations, although the safety pilot did feel compelled to take control at 

touchdown. The pilot’s high level of aggressiveness is further seen in the activity of the Smart-

Gain and in the magnitude of the Smart-Cue force associated with the initial correction. Once 

again, the activity of the Smart-Gain is reduced in the presence of the Smart-Cue. 
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(a) Stick Force 

 

(b) Roll Angle (deg) 

Figure 8.12: Time histories for the Pilot 5 precision offset landing task, rate limited 

configuration RL25, pilot ratings – HQR 8+/PIOR 4. 

 

Figure 8.13: Precision offset landing PIO, Pilot 5, rate limited configuration RL25, PIOR 4. 
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(a) Stick Force 

 

(b) Roll Angle (deg) 

 

(c) Smart-Cue (lbs) 

 

(d) Smart-Gain 

Figure 8.14: Time histories for the Pilot 5 precision offset landing task, rate limited 

configuration RL25 with Smart-Gain (G1), pilot ratings – HQR 4/PIOR 2. 
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(a) Stick Force 

 

(b) Roll Angle (deg) 

 

(c) Smart-Cue (lbs) 

 

(d) Smart-Gain 

Figure 8.15: Time histories for the Pilot 5 precision offset landing task, rate limited 

configuration RL25 with Smart-Cue/Smart-Gain (G1/C1), pilot ratings – HQR 4/PIOR 2. 
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(a) Stick Force 

 

(b) Roll Angle (deg) 

Figure 8.16: Time histories for the Pilot 6 precision offset landing task, rate limited 

configuration RL30, pilot ratings – HQR 10/PIOR 5. 

 

Figure 8.17: Precision offset landing PIO, Pilot 6, rate limited configuration RL30, PIOR 5. 
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(a) Stick Force 

 

(b) Roll Angle (deg) 

 

(c) Smart-Cue (lbs) 

 

(d) Smart-Gain 

Figure 8.18: Time histories for the Pilot 6 precision offset landing task, rate limited 

configuration RL30 with Smart-Gain (G1), pilot ratings – HQR 5/PIOR 3. 
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(a) Stick Force 

 

(b) Roll Angle (deg) 

 

(c) Smart-Cue (lbs) 

 

(d) Smart-Gain 

Figure 8.19: Time histories for the Pilot 6 precision offset landing task, rate limited 

configuration RL30 with Smart-Cue/Smart-Gain (G1/C2), pilot ratings – HQR 4/PIOR 2. 

 

(a) Stick Force 

 

(b) Roll Angle (deg) 

Figure 8.20: Time histories for the Pilot 7 precision offset landing task, rate limited 

configuration RL30, pilot ratings – HQR 7/PIOR 4. 
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(a) Stick Force 

 

(b) Roll Angle (deg) 

 

(c) Smart-Cue (lbs) 

 

(d) Smart-Gain 

Figure 8.21: Time histories for the Pilot 7 precision offset landing task, rate limited 

configuration RL30 with Smart-Gain (G1), pilot ratings – HQR 6/PIOR 3. 
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(a) Stick Force 

 

(b) Roll Angle (deg) 

 

(c) Smart-Cue (lbs) 

 

(d) Smart-Gain 

Figure 8.22: Time histories for the Pilot 7 precision offset landing task, rate limited 

configuration RL30 with Smart-Cue/Smart-Gain (G1/C2), pilot ratings – HQR 4/PIOR 2. 
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8.5.4 Position Error Scalograms 

The wavelet scalogram [9] not only identifies the peaks in signal power, but also when in time 

the peaks occurred. It is this characteristic that makes wavelets a powerful tool for detecting 

changes in time varying systems and it is this capability that is exploited for identifying from the 

flight test data system performance differences with the Smart-Cue and Smart-Gain active. In 

Appendix A, a description of wavelet-based scalograms as a means to assess time-varying 

systems is provided. Position Error, as described in Chapter 7, is the measure of dynamic 

distortion. Thus, if the methods are effective, there should be a significant reduction in Position 

Error with the Smart-Gain and/or Smart-Cue active. Scalograms offer a unique way to quantify 

this reduction.  

Two-dimensional Position Error scalograms and corresponding Position Error time histories for 

the three precision offset landing example runs are shown in Figure 8.23, Figure 8.24, and Figure 

8.25 for Pilots 5, 6, and 7, respectively. Scalograms, as described in Appendix A, are essentially 

time-varying power spectra density plots that not only show at what frequencies the peak power 

is occurring, but also at what point in time the peaks are occurring. In the two-dimensional 

scalogram plots, approximately 30 seconds of data, selected to capture the heart of the offset 

landing, are included in the plots shown here with the last time slice of the selected 30 seconds 

displayed as a series of red dots. Then, as time moves back to the earliest interval displayed on 

the plot, the solid “lines of persistence” change from a dark to light. Note that the same plot scales 

are used for the plots so both intra- and inter-pilot variations can be easily studied. The “absolute” 

power units for the scalogram of Position Error are deg2/(rad/s). Occasionally, a high frequency 

oscillation can be seen in the Position Error signal, around 55 seconds in Figure 8.24(b), that 

results from numerical computations within the Learjet VSS. This behavior, when it occurred, 

was not noticed by the pilots in the resulting Smart-Gain or Smart-Cue. 

Because the Position Error is tied closely to the control activity of the pilot, the Position Error 

power occurs predominantly in the frequency range associated with pilot control (i.e., 0.1 to 20 

rad/sec). For the Pilot 5 example cases, the peak power occurs during the PIO associated with the 

final correction of the rate limited example, see Figure 8.23(a). In this case the peak power closely 

correlates with the observed PIO frequency of 3.4 rad/sec. With the Smart-Gain and Smart-Cue 

active, the peak power is reduced by approximately a factor of 6. As noted previously, the Smart-

Gain alone does much of the work for Pilot 5, although some further improvements are seen with 

the Smart-Cue active as well.  

Comparing inter pilot results, the largest peak in Position Error power was seen in the Pilot 6 rate 

limited example case of Figure 8.24(a). This peak is associated with the divergent PIO that 

developed during the final corrections that was discussed earlier. For this pilot the addition of the 

Smart-Gain produces a reduction in Position Error power by a factor of 4.5, however, the Smart-

Gain plus Smart-Cue results in a reduction by a factor of nearly 14. Although not as dramatic, 

similar trends are seen in the Pilot 7 results of Figure 8.25. For both Pilots 6 and 7 the combination 

of Smart-Gain and Smart-Cue was required to achieve the best results. 
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(a) RL25 – HQR 8+/PIOR 4 

  

(b) RL25, Smart-Gain (G1) – HQR 4/PIOR 2 

  

(c) RL25, Smart-Cue/Smart-Gain (G1/C1) – HQR 4/PIOR 2 

Figure 8.23: Lateral Position Error variations for the precision offset landing task, Pilot 5. 
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(a) RL30 – HQR 10/PIOR 5 

  

(b) RL30, Smart-Gain (G1) – HQR 5/PIOR 3 

  

(c) RL30, Smart-Cue/Smart-Gain (G1/C2) – HQR 4/PIOR 2 

Figure 8.24: Lateral Position Error variations for the precision offset landing task, Pilot 6. 
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(a) RL30 – HQR 7/PIOR 4 

  

(b) RL30, Smart-Gain (G1) – HQR 6/PIOR 3 

  

(c) RL30, Smart-Cue/Smart-Gain (G1/C2) – HQR 4/PIOR 2 

Figure 8.25: Lateral Position Error variations for the precision offset landing task, Pilot 7. 
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8.6 Conclusions 

In this Chapter, the Smart-Cue/Smart-Gain concept was evaluated by three test pilots using the 

Calspan Learjet In-Flight Simulator. The pilots evaluated four configuration variations with a 

precision offset landing task. The baseline configuration was found to be PIO resistant by all three 

pilots, while the rate limited only configuration was found to have PIO tendencies that in one case 

were divergent. Two Smart-Gain cases and two Smart-Cue/Smart-Gain cases were evaluated with 

the rate limited configuration. For the roll axis approach and landing evaluations, the impact of 

the Smart-Gain was the dominant effect. In the checkout flights it was difficult to achieve 

adequate landing performance with the rate limited configuration using the Smart-Cue alone. 

Addition of the Smart-Cue, however, was an important performance benefit for two of the three 

pilots, that is, Pilot 6 and Pilot 7. For these pilots, the evaluation flights took place on a day with 

significant cross winds and turbulent air that resulted in added work load for the precision offset 

landing task. The same Smart-Gain and combined force Smart-Cue produced the best results for 

both pilots. This combination consistently gave desired performance with no pilot-induced 

oscillation tendencies over repeated evaluations, which was significant considering that the wind 

conditions varied from run to run. The third pilot, Pilot 5, flew on a calm air day, which allowed 

him to use smoother pilot inputs associated with his lower gain technique. In this environment, 

the Smart-Gain alone did much of the work and only small Smart-Cue forces that may have been 

imperceptible to the pilot were ever present. When used together, the Smart-Gain and Smart-Cue 

were found to enhance flight safety in the approach and landing task by significantly reducing 

pilot-vehicle system loss of control incidents that routinely occurred with the rate limited alone 

configuration. 
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9. Flight Test Evaluation of the Smart Adaptive Flight Effective Cue 

(SAFE-Cue) 

 It’s pretty good, very similar to the baseline throughout. I kept my tracking accuracy. I 

think it was pretty good throughout. 

 Calspan Test Pilot, April 2013 
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9.0 FLIGHT TEST EVALUATION OF THE SMART ADAPTIVE 

FLIGHT EFFECTIVE CUE (SAFE-CUE) 

Following the successful flight test evaluations of the Smart-Cue/Smart-Gain, as described in 

Chapter 8, approach to the mitigation of pilot-induced oscillations (PIO) in the presence of control 

surface actuator rate limiting, a more general approach was explored that focused on the overall 

system response. The work presented in this chapter was conducted under sponsorship of the 

National Aeronautics and Space Administration and resulted in the Smart Adaptive Flight 

Effective Cue (SAFE-Cue). The material in this chapter is largely taken from [1] and reports on 

the flight test evaluations of the SAFE-Cue system as an adaptive controller attempts to address 

simulated flight control system failures that include reduced control surface effectiveness and 

reduced control surface actuator rate limits. As will be shown in this chapter, these types of 

failures resulted in unfavorable pilot-vehicle interactions including PIO. 

9.1 Introduction 

9.1.1 Overview 

NASA identified loss of control as a key ongoing safety issue for commercial aviation [2]. To 

this end, the Vehicle Systems Safety Technology (VSST) Project of NASA’s Aviation Safety 

Program, as described on the NASA web page [3], identifies risks and provides knowledge to 

avoid, detect, mitigate, and recover from hazardous flight conditions, and to maintain vehicle 

airworthiness and health. Work in these areas has been presented to the aerospace community at 

large in a series of invited paper sessions at the American Institute of Aeronautics and 

Astronautics (AIAA) co-located Guidance, Navigation, and Control, Atmospheric Flight 

Mechanics, and Modeling and Simulation Technologies conferences and at the AIAA Science 

and Technology Forum and Exposition (SciTech). It is beyond the scope of this chapter to 

summarize the entirety of the loss of control related work presented in these forums, which 

includes many new concepts for pilot training, aircraft modeling, flight deck displays, and loss of 

control prediction and mitigation.  

As part of the NASA VSST Project, a class of loss of control events associated with the pilot’s 

attempt to tightly control the aircraft, often in response to some triggering event in the 

environment for example, turbulence or severe crosswinds, or changing aircraft dynamic 

response, for example, flight control system failures or unexpected transitions, was addressed in 

work reported herein that was conducted for NASA Armstrong Flight Research Center. While 

these incidents do not typically generate the same attention associated with upset loss of control 

events, a recent review conducted by the FAA found that pilot-vehicle system loss of control in 

the form of pilot-induced oscillations (PIO) continues to be a persistent problem in transport 

category aircraft often resulting in significant hull damage, injuries, and, more rarely, fatalities 

[4]. The result of the program is the Smart Adaptive Flight Effective Cue or SAFE-Cue system 

that is the focus of this chapter. 
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9.1.2 The Promise of Adaptive Control 

Work in the area of learning neural networks for adaptive flight control was conducted by NASA 

as part the Integrated Resilient Aircraft Control and precursor programs [5,6,7,8,9]. Initially, an 

indirect adaptive control system was constructed and tested onboard a NASA F-15 research 

aircraft. This system consisted of a multilayer perception pre-trained neural network, online 

stability and control derivative identification, a dynamic cell structure online learning neural 

network, and a model-following control system based on the stochastic optimal feedforward and 

feedback technique [5]. This approach is “indirect” in that the plant model itself was updated in 

near real time with updated stability derivatives. Generally, indirect adaptation approaches 

include parameter update laws that are driven by model estimation errors whereas direct 

adaptation approaches are driven by controller tracking errors. In a piloted simulation, this 

adaptive online learning approach showed improvement in flying qualities as compared to a non-

learning system.  

The second generation of the above system consists of a direct adaptive learning neural network 

[7]. This system does not require any parameter identification and does not require knowledge of 

the nature or extent of the system change, that is, failure, or any uncertainty. The general control 

scheme of the so-called Gen 2 controller was based on an adaptive neural controller that cancels 

errors associated with the dynamic inversion of the model. Simulation results [7] showed neural 

network augmentation of the controller improves performance with aerodynamic and control 

surface failures in terms of tracking error and cross-coupling reduction. 

In the mid-90’s, Barron Associates led control design work for a series of Variable Stability In-

Flight Simulator Test Aircraft (VISTA) F-16 flight tests that provided one of the first piloted 

validations of adaptive control where an adaptive controller was compensating for unforeseen 

control effector impairments as well as for changes in vehicle stability characteristics. Flight 

testing culminated in a smooth landing in a crosswind with a disabled, floating horizontal tail 

surface and destabilizing airframe effects consistent with what would be experienced with a 

missing control surface [10]. Barron Associates built on this success in the Retrofit 

Reconfigurable Control System program that demonstrated the ability of an adaptive system to 

recover the nominal handling qualities of an aircraft after an in-flight failure or damage. In piloted 

simulations, Boeing and Navy flight crews provided handling qualities rating (HQR) assessments 

for in-flight refueling, target tracking, and general maneuvering. The pilots stated that the nominal 

F/A-18 is an HQR 1 to 2 aircraft. Under aerodynamic surface failures, the production flight 

control system without the retrofit system performed poorly, receiving HQRs of 5 to 7. With the 

retrofit system in place, the ratings increased by 1/2 to 1 HQR point. A series of four successful 

flight tests were completed in 2006 at Patuxent River NAS [11]. 

Liu, Tang, and Tao from the University of Virginia and Joshi from NASA Langley [12] developed 

a method for adaptive failure compensation using asymptotic state tracking. The work focused 

on control failures, that is, rudder or aileron failure. If several control surfaces fail, this adaptive 

failure compensation scheme was shown to continue tracking a desired trajectory with a 

simulation model of a transport aircraft. This scheme works without knowledge of the failure or 

when it occurs. Simulation with a traditional fixed controller showed that control is not possible, 

thus some adaptive scheme was required. The addition of engine differential control inputs made 
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it possible for the model to continue to track the desired trajectory when failures of ailerons and 

rudders were present. Without the added engine control inputs, the desired tracking was not 

achievable. 

Calise, Lee, and Sharma from the Georgia Institute of Technology [13] developed a 

reconfigurable flight control law for tailless aircraft using neural-networks. The advantage of this 

approach is the elimination of the need for parameter identification during the recovery from 

failures phase. The need for an accurate aerodynamic database for flight control design is 

significantly reduced as well. This overall approach was viewed as a direct path to reducing the 

cost associated with development of new aircraft. This technique was tested in a piloted 

simulation and also via flight test on the experimental X-36 aircraft. 

The L1 adaptive control architecture pioneered by Dr. Naira Hovakimyan of the University of 

Illinois Urbana-Champaign is an extension of Lyapunov model reference adaptive control 

(MRAC) that decouples adaptation from robustness. This decoupling allows for fast adaptation 

while maintaining a robust system. The architecture was flown on the NASA Airborne Subscale 

Transport Aircraft Research (AirSTAR) system [14] and the Calspan Learjet In-Flight Simulator 

[15]. 

9.1.3 Unfavorable Pilot-Vehicle Interactions 

While improvements in performance and stability in the face of failures and damage has been 

demonstrated with a variety of adaptive control approaches, unfavorable interactions of the 

human pilot with an adaptive system that can lead to loss of control have also been seen in flight 

test. One such example from a flight test program with the NASA NF-15B [9] is shown in Figure 

9.1. Here, a roll axis PIO developed during a formation flying task with a simulated failed 

stabilator. Two test pilots participated in the flight test evaluations. It was noted in the reference 

that the PIO tendency was prevalent for one test pilot, but not to the other. This can often occur 

when unusual responses or nonlinearities are present. It was found that the pitch axis neural 

network was contributing to an unusual roll axis response. 

 

Figure 9.1: Example Roll PIO with adaptive control system active [9]. 

Depending on the nature of the failure or damage, the adaptive systems can be highly nonlinear. 

It is well understood that pilots perform best when the flight control system and resulting aircraft 
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responses are linear and predictable. Quoting earlier observations made by Graham and McRuer 

[16, page 1096], Given a nonlinear system with features designed to give responses to some 

particular inputs or disturbances that are superior to those of a linear system, one can, with near 

certainty, find a foul input or disturbance that causes a very unfortunate response. Thus, the 

adaptive system can improve upon the system response in the face of failures or damage; 

however, a human pilot can also with near certainty find a way to couple with the system in an 

unfavorable manner.  

To reduce or eliminate these unfavorable interactions, the pilot must be provided with effective 

cues that: 1) indicate to the pilot that the dynamic system he or she is flying has changed, and 2) 

guide the pilot towards appropriate inputs. While some solutions may use a visual display warning 

or aural cues, these are often ignored or missed by the pilot, especially in a stressful environment. 

Another solution is to combine adaptive force feedback cues via the cockpit control inceptor with 

associated adaptive command path gain adjustments to alert the pilot of the control system 

adaptation and to guide the pilot towards a more predictable response. 

9.2 The SAFE-Cue System 

SAFE-Cue is a software system that is designed to be integrated with an existing flight control 

system. To use the system as intended, an active inceptor and tailored mechanizations of the 

software are required. The general composition of the SAFE-Cue mechanization structure is the 

same for both the pitch axis and the roll axis. Here, “mechanization” simply refers to the functions 

defining each component of the SAFE-Cue system. These component parts are briefly described 

in this section. The details of the component functions for the pitch and roll axis mechanizations 

are shown in later sections. 

9.2.1 Concept Description 

The SAFE-Cue system provides force feedback to the pilot via an active control inceptor with 

corresponding command path gain adjustments based on a measured system error between the 

adaptive controller response and a nominal system response [17]. The SAFE-Cue alerts the pilot 

that the adaptive control system is active, provides guidance via force feedback cues, and 

attenuates commands, thereby ensuring pilot-vehicle system stability and performance in the 

presence of damage or failures. While the focus herein is on an adaptive controller, the SAFE-

Cue concept is completely general and can be applied to any fly-by-wire flight control system 

implementation to mitigate loss of control.  

The adaptive controller is described in more detail in a companion paper related to this work [18]. 

In short, the system, as illustrated via the block diagrams of Figure 9.2, defines the magnitude of 

the adaptive command path gain and the intensity of the force feedback cue as a function of a 

pitch rate (as shown) or roll rate system error. Both systems can operate simultaneously. 

Thresholds on the system error are set so that there is no SAFE-Cue activity below these values. 

Above the threshold, the adaptive gain and force cue activate. The thresholds for the gain and 

force cue engage independently. The resulting force cue is a combination of a gradient-based 

force that approximates an effective feel system spring gradient change and a viscous friction-

like force that is a function of the velocity of the inceptor motion as described further in Chapter 
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10 and [19]. There is only one nominal system model, so when the gain and force are both 

engaged, the input to the nominal system for the inceptor force feedback loop is 
'
c  . 

 

(a) Adaptive command path gain  

 

(b) Active force feedback cue 

Figure 9.2: SAFE-Cue system block diagrams. 
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9.2.2 The SAFE-Cue Force 

The SAFE-Cue Force mechanization combines a coulomb friction force, effectively acting as a 

viscous friction force, and a gradient force, or restraining force, which are comprised of three 

distinct structures or functions that are combined to form the total force cue sent through the 

inceptor and to the pilot. Further details regarding the creation of the combined force is provided 

in Chapter 10. These include structures for the magnitude of the friction force, a gain dictating 

the sign of the friction force, and the gradient force. The magnitude of the friction force and the 

gradient force are directly dependent on the system error, qerr or perr, and are activated when the 

system error exceeds a prescribed threshold, which is not necessarily the same for the two 

components. The gain determining the sign of the friction force is a function of the cockpit 

inceptor velocity. 

The original functions for the mechanization [17,19] have a linear relationship between the input 

and output for each structure. To add more versatility to the structures, the functions are 

generalized to a simple nonlinear equation in which the special case forms a linear function. 

Furthermore, several gains are added to the original equation for the total force cue to allow for 

quick manipulation of the magnitudes of the forces without manipulating the individual structures 

at a lower level.  

This and the various other parameters that define the individual structures can be changed 

independently to create force cues that feel distinctly different to the pilot. This allows the 

engineer to create forces that are either friction force dominant, gradient dominant, or a balance 

of the two, whether they are complementary or antagonistic to each other. It was found in earlier 

studies [19, 20] that a balanced blending of the two mitigated the shortcomings and bolstered the 

benefits of each. 

9.2.3 The SAFE-Cue Gain 

The SAFE-Cue command path adaptive gain mechanization is comprised of one distinct structure 

or function that calculates the gain applied to the stick position input by the pilot [19]. The 

magnitude of the command path gain is directly dependent on the system error and is activated 

when the system error exceeds a prescribed threshold. The command path gain is then reduced 

until it reaches a prescribed minimum value. As for the structures defining the components of the 

SAFE-Cue force, the structure for the command path gain was also generalized to add versatility 

by including the option of a nonlinear function, and the parameters defining the structure can be 

manipulated to change the characteristics of the resulting system “feel.” 

9.3 Method of Test 

9.3.1 Indirect-Adaptive Controller 

The adaptive controller used throughout the development and testing of the SAFE-Cue 

mechanizations was the Receding Horizon Optimal/Modified Sequential Least Squares 

(RHO/MSLS) algorithm [18] that was developed by Barron Associates, Inc. and is comprised of 
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a time-varying model of the current system dynamics using online parameter identification. It is 

robust to adverse conditions, low excitation, or correlated inputs. The identified model of the 

current system dynamics is used by the online control design module to predict future system 

states. Based upon this knowledge, the control design module computes a set of effector 

commands that will achieve stable responses that approach the desired responses as near as 

possible. This controller was selected as a representative adaptive system because of its past flight 

test successes [10,11]. Integration of other adaptive approaches with SAFE-Cue would require 

separate verification. 

9.3.2 Test Aircraft Description 

The flight test sorties were conducted in the Calspan Corporation Learjet 3 variable stability in-

flight simulator shown in Figure 9.3. Details of the Calspan Learjet aircraft were provided in 

Chapter 8. 

 

Figure 9.3: Calspan Learjet 3 in-flight simulator (photo courtesy of Calspan Corporation). 

9.3.3 Checkout Flights 

Three checkout flights were scheduled to evaluate the integration of the adaptive controller and 

the SAFE-Cue system into the variable stability system (VSS) in the Learjet In-Flight Simulator. 

The flights were conducted on March 14, March 15, and April 10, 2013, see Figure 9.4.  

9.3.3.1 Baseline Configurations 

In preparation for the formal flight test evaluations, three checkout sorties were conducted. The 

first flight assessed the baseline adaptive controller and associated failure scenarios, while the 

second and third flights focused on tuning of the SAFE-Cue mechanization parameters. 

Frequency sweeps were conducted to verify the dynamic characteristics of the baseline (BL) 

aircraft. The resulting pitch and roll axis frequency responses are shown in Figure 9.5(a) and 

Figure 9.6(a), respectively. Lines indicate transfer function fits (solid for magnitude and dashed 

for phase) to the resulting fast Fourier transform frequency response data (circles for magnitude 

and squares for phase). Only high coherence data points are shown, that is, coherence values of 

0.66 or higher, where perfect linear correlation yields a coherence of 1.  
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Figure 9.4: Calspan Learjet 3 readied for checkout flights (left), evaluation pilot (right). 

The frequency responses shown here were used to compute Airplane Bandwidth criteria 

parameters that were then compared against the latest handling qualities and PIO boundaries [21]. 

In Figure 9.5(b) the resulting pitch attitude criteria parameters are plotted against the up-and-

away tracking requirements that were developed for tactical aircraft [22]. In the figure, the red 

lines represent the boundaries for Level 1, 2, and 3 handling qualities. The thicker blue lines, on 

the other hand, represent the PIO boundaries. The no PIO region is bounded in phase delay by 

the light blue line at 0.09 s and bandwidth frequencies above 1 rad/s. For bandwidth frequencies 

below 1 rad/s and phase delays below 0.09 s, moderate PIO is possible if the frequency domain 

pitch rate overshoot parameter, G(q), is greater than 12 dB. As defined in [21,22], this parameter 

represents the frequency domain droop between the phugoid and short period mode as measured 

on a Bode plot. In the region between the phase delay values of 0.09 s and 0.14 s, moderate PIO 

is possible if the associated flight path bandwidth frequency is below 0.75 r/s. Note that this 

parameter is computed separately as defined in [22] and is not shown here. Finally, severe PIO is 

possible for phase delay parameters above 0.14 s as defined by the dark blue boundary. When 

using these boundaries, parameters are computed with the feel system excluded. Pitch attitude 

bobble are undesirable motions, not out of phase oscillations, that can occur when the pitch rate 

overshoot parameter is greater than 9 dB. Using these tracking task boundaries designed primarily 

for tactical aircraft because of limited availability of data for transport category aircraft, the 

baseline configuration is predicted to have a Level 2 handling qualities, but with no PIO 

susceptibility. In flight, the pilots found the pitch response to be desirable, a Level 1 transport 

category airplane, for the tracking task used herein.  

For the roll axis bandwidth frequency and phase delay requirements, the red lines again define 

the handling qualities levels, while the thicker blue lines define the PIO tendency boundaries. 

Unfortunately, there are even fewer transport category supporting data for roll. Nonetheless, the 

baseline aircraft model was predicted to have borderline Level 1/Level 2 handling qualities, as 

shown in Figure 9.6(b), with no PIO susceptibility given that the control sensitivity was not too 

high. This prediction was verified in flight with the pilots, in general, finding the baseline roll 

response to be Level 1 as shown later in this chapter.  
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Figure 9.5: Pitch axis baseline aircraft configurations. 
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(a) Roll rate to longitudinal stick position Bode plot 
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Figure 9.6: Roll axis baseline aircraft configurations. 
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9.3.3.2 Failure Conditions 

The goal in the checkout flight process was to create a pitch axis configuration that exercised the 

adaptive controller and was rated as a Level 2/Level 3 handling qualities aircraft. The failure used 

through the checkout flight was an elevator effectiveness reduction to 75% and a rate limit of 15 

deg/sec. The failure selected for use in the remaining checkout flights and formal flight tests 

featured a reduction in elevator effectiveness from 100% effective to 75% effective and a 

reduction in control surface rate limit from 60 deg/sec to 15 deg/sec. 

As part of the checkout flights, the pilot was also exposed to several roll axis failure scenarios. 

As with the pitch axis, the goal was to create a configuration that exercised the adaptive controller 

and was rated as a Level 2/Level 3 handling qualities aircraft. The failure first explored was an 

elevator effectiveness reduction to 75% and a rate limit of 30 deg/sec. This rate limit was found 

to be too low, aircraft controllability was found to be in question, so a value of 40 deg/sec was 

assessed and selected instead. The failure selected for use in the remaining checkout flights and 

formal flight tests featured a reduction in elevator effectiveness from 100% effective to 75% 

effective and a reduction in control surface rate limit from 100 deg/sec to 40 deg/sec. 

9.3.4 SAFE-Cue Mechanizations 

From the remaining checkout flights, two SAFE-Cue gain configurations and two force 

configurations for both longitudinal and lateral-directional axes were selected for the formal 

evaluation flights. The selected longitudinal configuration parameters are illustrated in Figure 9.7 

and lateral-directional configurations in Figure 9.8. Note that these are used to create the SAFE-

Cue mechanizations and do not reflect the baseline feel system characteristics. For both the pitch 

and roll axes, the Learjet center stick had a feel system natural frequency of 20 rad/s and a 

damping ratio of 0.7. The baseline pitch axis feel system gradient was 7.0 lbs/in, while the roll 

axis feel system gradient was 5.65 lbs/in.  

The friction force consists of a gain that is a function of the stick velocity and a force that is a 

function of the system error. For the longitudinal axis cases, the G2 gain modified case and F2 

force modified case were identified during the evaluation flights. Originally, both longitudinal 

friction force gains were the same as a function of stick velocity. The modification of F2 brought 

in the friction force gain more aggressively and resulted in an improved result for the last test 

pilot. There was no change in the F2 force as a function of the system error, only the gain. The 

gradient force component was the same for all longitudinal configurations. No such modifications 

were made in the lateral-directional axis following the checkout flights. For the lateral-directional 

axis, the friction force gain was the same for both configurations.   

The primary differences between all configurations were in how rapidly the force or gain was 

applied as a function of the pitch rate (qerr) or roll rate (perr) system error defined earlier in Figure 

9.2. For the longitudinal gain configurations, the minimum gain reduction allowed also varied 

between a value of 0.5 (50% instantaneous gain reduction) and 0.25 (75% instantaneous gain 

reduction). Note that a gain term, not shown here, was also applied to the resulting combined 

friction plus gradient force to produce the resulting SAFE-Cue force that was presented to the 

pilot.  
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Figure 9.7: Longitudinal axis mechanizations. 
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Figure 9.8: Roll axis mechanizations. 

9.3.5 Evaluation Flights 

All flight test sorties originated from the Calspan facility at the Niagara Falls International Airport 

in Niagara Falls, NY. Evaluations maneuvers were conducted in the MISTY Military Operations 

Area (MOA) special use airspace along the southern shore of Lake Ontario at an altitude of 15,000 

ft and an airspeed of 250 KIAS (see Figure 9.9). The duration of each sortie was just under 2 

hours with approximately 1.5 hours of evaluation time. While ratings and comments were taken 

in both flights, the first flight was considered a familiarization flight as described in an earlier 

section. In this sortie, the pilots were given verbal descriptions of the various configurations as 

they were introduced. The second flight featured “blind” evaluations, that is, the pilot had no 

knowledge of the various configurations as they were introduced. Three test pilots served as 

evaluators herein referred to as Pilot A, Pilot B, and Pilot C. Sorties for Pilot A were flown on 

Saturday, April 13. His second flight was cut short due to an aircraft mechanical issue. Flights 

for Pilot B were flown on April 17, while Pilot C completed his flights on April 18. 
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Figure 9.9: MISTY Military Operations Area (MOA). 

 

(a) Pilot A 

 

(b) Pilot B 

 

(c) Pilot C 

Figure 9.10: Evaluation pilots in the Learjet. 

9.3.6 Evaluation Tasks 

9.3.6.1 Pitch and Roll Sum-of-Sines Tracking 

Tracking a computer-generated command signal produces a highly repeatable, precise task from 

which measures of pilot performance and handling qualities can be obtained. Figure 9.11 shows 

time histories for the pitch and roll attitude command signals. The task time for both command 

sets is 78 seconds consisting of the following: 10 seconds of warm-up (non-scored time); 63 

seconds of scoring time; and 1.25 seconds of cool-down (non-scored time). The cool-down time 

was 5 seconds in the flight test. The form of the sum-of-sines command is as shown in the 

following equation with parameters defined in Table 9.1: 

    ( )
1

sin
n

c i i i

i

X A t 
=

= +                  (9.1) 
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Table 9.1: Sum-of-sines command signal parameters. 

Sine-

wave 

No. 

Pitch Attitude Roll Attitude 

Ai (deg) No. 

Cycles 
i (r/s) Ai (deg) No. 

Cycles 
i (r/s) 

1 -1 2 0.19947 -8 3 0.2992 

2 1 5 0.49867 -8 4 0.39893 

3 1 9 0.8976 8 7 0.69813 

4 0.5 14 1.39626 4 18 1.79519 

5 -0.2 24 2.39359 -1.6 30 2.99199 

6 0.2 42 4.18879 -1.6 40 3.98932 

7 -0.08 90 8.97597 0.64 70 6.98131 
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Figure 9.11: Pitch and roll attitude Sum-of-Sines (SoS) command signals. 

9.3.6.2 Task Description 

The pitch and roll attitude sum-of-sines tracking tasks are defined by the following objectives, 

description, and performance requirements. The desired and adequate performance requirements 
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for the roll axis differ from the pitch axis because of the significantly larger maximum command 

amplitudes in the roll axis, that is, ± 4 in pitch versus ± 24 in roll. 

Task Objectives: 

• Evaluate handling qualities in a tight, closed-loop tracking task. 

• Evaluate feel system and control sensitivity characteristics. 

• Identify bobble or PIO tendencies. 

Description: 

Aggressively track the displayed pitch or roll tracking signal, the orange command bar on the 

Learjet head down display shown in Figure 9.12, and attempt to keep errors within the specified 

tolerances. For pitch evaluations, the green reticle on Learjet head down display had a radius of 

2, which gave the pilots a direct reference to perceive adequate performance, while desired 

performance was estimated. For roll evaluations, the “hats” at the end of the orange command 

bar produced a 7 angle with the center “dot” of the command bar. Thus, the pilots could use the 

green bar, which displayed the actual roll attitude, to estimate performance. Desired performance 

was represented by roll attitudes that remained just below the tip of the command bar “hats,” 

while adequate performance was estimated by roll attitudes that remained just above the 

command bar “hats.” The pilot thus attempted to minimize the attitude error represented by the 

difference between the command bar and actual aircraft attitude. 

Pitch Desired Performance: 

• 1 in pitch 50% of the time. 

• 5 kts deviation in airspeed. 

Pitch Adequate Performance: 

• 2 in pitch 50% of the time. 

• 10 kts deviation in airspeed. 

Roll Desired Performance: 

• 5 in roll 50% of the time. 

• 5 kts deviation in airspeed. 

Roll Adequate Performance: 

• 10 in roll 50% of the time. 

• 10 kts deviation in airspeed. 

 

(a) Learjet head-down pitch tracking display 

 

(b) Learjet head-down roll tracking display 

Figure 9.12: Attitude tracking task displays. 
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9.3.7 Procedures 

The first flight for each pilot was a familiarization flight in which the pilot was methodically led 

through the baseline configuration, the failure scenario, and the SAFE-Cue mechanizations for 

each axis. The flight test engineer explained what the pilot could expect before each run including 

how the SAFE-Cue system would affect the pilot. The pilot was asked to give a handling qualities 

rating (HQR) and a pilot-induced oscillation rating (PIOR) after each run and could request a 

repeat of the case if needed. The second flight of the evaluation was a ‘blind’ test. The baseline 

configuration, failure only case, and SAFE-Cue mechanizations were randomly ordered for each 

axis. The pilot was asked to fly and rate each without knowledge of the aircraft configuration or 

the SAFE-Cue mechanization. As before the pilot could request to redo a case if needed. 

9.4 Flight Test Results 

9.4.1 Pilot B Assessments 

When conducting the flight evaluations with Pilot B, it was clear that he had an adverse 

physiological response with typical motion sickness symptoms to the pitch tracking tasks, which 

then impacted the roll tracking tasks that followed. This is illustrated herein via a direct 

comparison with Pilot C. When examining the pilot stick force inputs and the resulting bank angle 

responses of Figure 9.13 and Figure 9.14, differences between the two cases are clearly seen. 

Beginning with Pilot C, continuous control inputs of varying frequencies are seen with peak 

amplitudes between ±5 lbs. The resulting roll angle response reflects the tracked sum-of-sines 

input. For Pilot B, on the other hand, the time series reveal a much different pilot command, a 

“bang-bang” command that fixates on a single frequency and grows in intensity as the run 

progresses with peak magnitudes of ±10 lbs. The resulting bank angle response reflects the sum-

of-sines command but with significant oscillations that persist throughout the run. The magnitude 

of these oscillations varies from ±5 to ±10. With this piloting technique, all configurations 

tended to look the same to the pilot, and this was reflected by mostly similar pilot ratings. 

Therefore, the quantitative results for Pilot B should be interpreted with caution.  

9.4.2 Task Performance 

Each evaluation run started with the baseline configuration in pitch or roll. The failures were 

introduced approximately 20 seconds after the start of the tracking tasks (10 seconds into the 

scoring time). On the plots included herein, the solid red vertical lines indicate the task scoring 

time and the red dashed line indicates the failure insertion time. The solid line indicates the 

achieved pitch attitude/bank angle, while the dashed line indicates the SOS pitch attitude/bank 

angle command. 

Task performance figures are shown in Figure 9.15 for four Pilot C example configurations in 

pitch: linear failure (LF, 75% control surface effectiveness), nonlinear failure (NLF, 75% control 

surface effectiveness + control surface rate limit of 15 deg/sec), Gain 2 (G2), and Gain 2 Force 1 

(G2F1). Note that with the linear failure case, the RHO/MSLS adaptive controller restores aircraft 

performance such that it is not differentiable to the pilots when compared to the baseline [18]. 
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There is a drastic difference between the pilot’s performance with the linear failure and the 

nonlinear failure, Figure 9.15(a) and Figure 9.15(b), respectively. With the nonlinear failure 

present, the pilot was unable to complete the task as the aircraft oscillations grew too large and 

tripped the safety system returning control of the aircraft to the safety pilot. This is reflected in 

the quantified performance values, that is, RMS error, percent desired, percent adequate, and 

overall performance) listed in these two subfigures. The two cases with SAFE-Cue system 

engaged, as seen in Figure 9.15(c) and (d), show nearly complete mitigation of the unfavorable 

characteristics of the nonlinear failure. The pilot is able to stay in the loop, perform the task, and 

approach and/or match baseline performance levels. 

 

 

Figure 9.13: Lateral stick force and roll angle time series for a baseline configuration run of 

Pilot B. 
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Figure 9.14: Lateral stick force and bank angle time series for the baseline configuration run of 

Pilot C. 
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(a) Linear Failure (LF) 

 

(b) Nonlinear Failure (NLF) 

 

(c) Gain 2 (G2) 

 

(d) Gain 2-Force 1 (G2F1) 

Figure 9.15: Pitch sum-of-sines tracking performance examples for Pilot C. 

Task performance figures are shown in Figure 9.16 for four Pilot C example configurations in 

roll: baseline (BL), nonlinear failure (NLF, 75% control surface effectiveness + control surface 

rate limit of 40 deg/sec), G2, and G2F2. As was seen in pitch, there is a drastic difference between 

the pilot’s performance with the baseline and the nonlinear failure such that the pilot is unable to 

complete the task in the presence of the nonlinear failure. The two cases with SAFE-Cue system 

engaged, as seen in Figure 9.16(c) and (d), again show a marked improvement in performance. 

There are some qualitative differences between these cases and the baseline case in that the 

SAFE-Cue cases do not have the same level of tight control, but the quantitative values listed in 

the figures show that the pilot is able to approach performance levels achieved with the baseline 

configuration. 
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(a) Baseline (BL) 

 

(b) Nonlinear Failure (NLF) 

 

(c) Gain 2 (G2) 

 

(d) Gain 2-Force 2 (G2F2) 

Figure 9.16: Roll sum-of-sines tracking performance examples for Pilot C. 

9.4.3 System Error 

The system error signals for the four example Pilot C configurations in pitch (linear failure, 

nonlinear failure, G2, and G2F1) are shown in Figure 9.17 and Figure 9.18. For the SAFE-Cue 

cases, the solid horizontal lines in the time series plots indicate the threshold at which the system 

is engaged. Below each system error time history is its associated scalogram. The scalograms as 

defined in Appendix A show the wavelet-based time-varying power spectral density of the system 

error signal for each configuration. The scalogram as plotted is a function of frequency, time, and 

absolute power. The absolute power is computed as [units2/(Hz)] but is displayed as a 

[units2/(rad/s)]. A nominal or well performing configuration is one that shows little to no peaking 

in the resulting system error scalogram.  
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The system error for the linear failure case in Figure 9.17(a) is very small, barely deviating from 

0 deg/s. This is expected given that baseline performance is recoverable by the adaptive controller 

if adequate control authority remains to do so as in the case of the reduced effectiveness failure, 

the linear failure. In the case of reduced effectiveness and rate limit, the nonlinear failure, the 

physically available control authority is inadequate for baseline performance to be fully restored, 

resulting in unfavorable pilot-vehicle coupling. This is seen in the system error in Figure 9.17b 

in which the signal oscillates between roughly ±10 deg/s. Differences in the two failure cases are 

reflected in the scalograms in Figure 9.17(a) and Figure 9.17(b). The peaks in the Figure 9.17(a) 

scalogram are almost imperceptible, whereas the peaks in the Figure 9.17(b) scalogram are very 

obvious and correspond to the oscillatory regions of the associated time history. The system error 

signals in Figure 9.18(a) and Figure 9.18(b) for the two SAFE-Cue configurations show a 

significant reduction as compared to the nonlinear failure configuration. The system error stays 

within about ±1.5 deg/s for both cases. This reduction is reflected in their scalograms, which show 

very small amplitude peaks that are almost imperceptible at this scale. 

The system error signals for the four example Pilot C roll configurations (baseline, nonlinear 

failure, G2, and G2F2) are shown in Figure 9.19. Here, the system error for the baseline in Figure 

9.19a is very small, almost non-existent. The measure for the nonlinear failure, on the other hand, 

is very large as seen in Figure 9.19b in which it oscillates between ±40 deg/s. The scalograms for 

these cases reflect this drastic difference in signal activity. The peaks in the Figure 9.19(a) 

baseline case scalogram are effectively nonexistent, whereas the peaks in the Figure 9.19(b) 

scalogram approach a value of 3 (deg/s)2/(rad/s). The system error signal for the two SAFE-Cue 

configurations in Figure 9.20(a) and Figure 9.20 (b) again show significant reductions in error 

and associated scalograms power as compared to the nonlinear failure configuration, remaining 

within about ±4.0 deg/s for both, 10% of the system error observed with the nonlinear failure 

only case. The scalograms for these two configurations are not distinguishable from the baseline 

given the scale set by the nonlinear failure configuration. 

9.4.4 Crossover Frequency 

Figure 9.21 shows example pitch and roll pilot-vehicle system frequency response comparisons 

for selected configurations. These plots give an indication of how the pilot was able to compensate 

with the SAFE-Cue system active and in the presence of the nonlinear failure compared to the 

linear failure or baseline system cases. Note that for the pitch SAFE-Cue example, the achieved 

crossover frequency [23], indicated by the open circle, nearly replicates that of the linear failure 

case, which as discussed previously, approximates the baseline response. Note also the -20 

dB/decade slope or “k/s-like” or “integrator-like” magnitude response in both examples around 

the frequency region of crossover – the expected crossover model [23] result for a compensatory 

task. For the roll examples, this behavior is again observed; however, the crossover frequency is 

lower for the SAFE-Cue case. This result corresponds well with pilot opinion that desired 

performance was achievable with this SAFE-Cue configuration, but with added pilot 

compensation. 
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(a) Linear Failure (LF) 

 

 

(b) Nonlinear Failure (NLF) 

Figure 9.17: Pitch rate system error for Pilot C linear and nonlinear failure example cases. 
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(a) Gain 2 (G2) 

 

 

(b) Gain 2-Force 1 (G2F1) 

Figure 9.18: Pitch rate system error for Pilot C SAFE-Cue example cases. 
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(a) Baseline (BL) 

 

 

(b) Nonlinear Failure (NLF) 

Figure 9.19: Roll rate system error for Pilot C baseline and nonlinear failure example cases. 
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(a) Gain 2 (G2) 

 

 

(b) Gain 2-Force 2 (G2F2) 

Figure 9.20: Roll rate system error for Pilot C SAFE-Cue example cases. 
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(a) Pitch Linear Failure (LF) 

 

(b) Pitch Gain 2-Force 1 (G2F1) 

 

(c) Roll Baseline (BL) 

 

(d) Roll Gain 2-Force 2 (G2F2) 

Figure 9.21: Example pilot-vehicle system describing functions for Pilot C. 

9.5 Pilot Opinion Results 

9.5.1 Pilot Ratings 

Pilot ratings for the “blind” evaluation second sorties are shown in Figure 9.22(a) for pitch and 

Figure 9.22(b) for roll. The plots show PIO Tendency Ratings versus Cooper-Harper Handling 

Qualities Ratings. In this format, the best configurations migrate to the lower left, while the worst 

configurations migrate to the upper right. In some cases, repeat runs of selected configurations 

were made. Typically, these repeats were for the baseline or nonlinear failure cases and were 

intended to recalibrate the pilots with configurations known, to the test conductors, to have either 
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an expected level of handling qualities, that is, good for the baseline and poor for the nonlinear 

failure configurations. 

For the most part in pitch (left hand side plots), the upper right is dominated by the nonlinear 

failure cases as expected. The lower left not only features baseline cases, but also several SAFE-

Cue configurations. There were also several cases, including SAFE-Cue configurations that fell 

in the mid-range rating area, but for the most part these were still an improvement over the 

nonlinear failure cases where control was lost. The results show that for each pilot there was at 

least one SAFE-Cue configuration that brought about significantly improved results. Note that 

because of a “golden arm” technique, Pilot A never saw a configuration where the Safety Pilot 

took control even though clear PIO tendencies were exposed. Here “golden arm” refers to the 

pilot’s ability to sense and avoid the impending flying qualities cliff by effectively shaping his 

inputs to avoid the deleterious effects of the control surface rate limiting. Thus, the highest 

handling qualities ratings assigned were a 5 and 6 for the two nonlinear failure only cases. 

For the roll evaluations (right hand side plots), the focus should be placed on the results of Pilot 

C. Pilot A did not make any roll evaluations due to mechanical issues with the Learjet, and Pilot 

B had areas of concern with the roll task as described previously. Pilot C found that several SAFE-

Cue configurations completely suppressed the oscillation tendencies of the nonlinear failure cases 

that without SAFE-Cue consistently resulted in loss of control. This was seen as an improvement 

in PIO suppression even over the baseline. In terms of handling qualities, the slower, heavier 

response of the SAFE-Cue configurations resulted in increased pilot compensation when 

compared to the baseline, but desired performance could often still be achieved.  

9.5.2 Debrief Questionnaire 

The pilot debrief questionnaires used in the flight test evaluations are shown in Figure 9.23 

through Figure 9.26. The questionnaire results for the three pilots are shown in Figure 9.27. Note 

that the questionnaire results reflect the assessments of the pilots to both the familiarization flight 

and the blind evaluation flight. Furthermore, Pilot B felt that several cases were not tested and 

therefore left those responses unfilled. All three pilots favorably rated the baseline aircraft 

configuration with the adaptive controller. All three pilots also favorably rated the SAFE-Cue 

gain only cases; however, the results were stronger for the combined SAFE-Cue gain and force 

feedback cases. Results were more mixed when the pilots were asked to consider the addition of 

a cockpit display. Pilot A strongly agreed and preferred an auditory tone, while Pilot B disagreed, 

and Pilot C was neutral. 
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(b) Pilot B 
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(c) Pilot C 

Pitch Evaluations Roll Evaluations 

Figure 9.22: Pilot opinion ratings from the “blind” evaluation flights. 

  



178 

 

 

Strongly 

Disagree 
Disagree 

Neither 

Agree  

Nor 

Disagree 

Agree 
Strongly 

Agree 

Provided representative 

transport aircraft response or 

better for the Pitch SoS task 

with no PIO tendencies; 

     

Provided representative 

transport aircraft response or 

better for the Roll SoS task with 

no PIO tendencies; 

     

Provided representative 

transport aircraft response or 

better for the Bank Angle 

Capture & Hold task with no 

PIO tendencies; 

     

For the pitch task, the actions of 

the adaptive controller were 

non-intrusive in the absence of 

reduced rate and/or position 

limits. 

     

For the roll tasks, the actions of 

the adaptive controller were 

non-intrusive in the absence of 

reduced rate and/or position 

limits. 

     

Figure 9.23: Questionnaire for baseline controller with single aisle transport aircraft model. 
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Strongly 

Disagree 
Disagree 

Neither 

Agree  

Nor 

Disagree 

Agree 
Strongly 

Agree 

In the presence of a failure, the 

SAFE-Cue gain aided my ability 

to complete the Pitch SoS task 

when compared to the “failure-

only” case; 

     

In the presence of a failure, the 

SAFE-Cue gain aided my ability 

to complete the Roll SoS task 

when compared to the “failure-

only” case; 

     

In the presence of a failure, the 

SAFE-Cue gain aided my ability 

to complete the Bank Angle 

Capture & Hold task when 

compared to the “failure-only” 

case; 

     

The benefits of the SAFE-Cue 

gain were clearly demonstrated 

when compared to the “failure-

only” case. 

     

Figure 9.24: SAFE-Cue questionnaire for command path gain only cases. 
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Strongly 

Disagree 
Disagree 

Neither 

Agree  

Nor 

Disagree 

Agree 
Strongly 

Agree 

In the presence of a failure, the 

SAFE-Cue gain and feedback 

force aided my ability to 

complete the Pitch SoS task 

when compared to the “failure-

only” case; 

     

In the presence of a failure, the 

SAFE-Cue gain and feedback 

force aided my ability to 

complete the Roll SoS task when 

compared to the “failure-only” 

case; 

     

In the presence of a failure, the 

SAFE-Cue gain and feedback 

force aided my ability to 

complete the Bank Angle 

Capture & Hold task when 

compared to the “failure-only” 

case; 

     

The benefits of the SAFE-Cue 

gain and feedback force were 

clearly demonstrated when 

compared to the “failure-only” 

case. 

     

Figure 9.25: Questionnaire for SAFE-Cue gain and force feedbcak cases. 

 

 

Strongly 

Disagree 
Disagree 

Neither 

Agree  

Nor 

Disagree 

Agree 
Strongly 

Agree 

A cockpit display that identified 

when the SAFE-Cue was active 

would be a helpful addition to 

the system. 

     

Figure 9.26: Questionnaire regarding addition of a SAFE-Cue cockpit display. 
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Nor Disagree

 

(d) Addition of a SAFE-Cue Cockpit Display 

Figure 9.27: Pilot debrief questionnaire results. 
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9.6 Conclusions 

The purpose of the flight test program described herein was to validate the Smart Adaptive Flight 

Effective Cue system or SAFE-Cue as a means to mitigate pilot-vehicle system loss of control 

including pilot-induced oscillations in the presence of damage/failures. The selected adaptive 

controller and SAFE-Cue system integrated well with the Calspan Learjet In-Flight Simulator 

model following system, allowing for real-time operations and on-the-fly parameter adjustments. 

In the presence of only the reduced control surface effectiveness, the linear failure, the adaptive 

controller compensated well and effectively restored near baseline configuration performance. 

For the reduced control surface effectiveness plus rate limiting, the nonlinear failure, Pilots B and 

C routinely reached a Learjet safety trip indicating loss of control, while Pilot A demonstrated a 

“golden arm” technique that preserved control, but nevertheless clearly exposed configuration 

deficiencies including increased pilot-induced oscillation tendencies.  

From the task performance, system error scalograms, and crossover frequency metrics and pilot 

ratings and questionnaire results, there is a clear mitigating effect of the SAFE-Cue technology 

from which several conclusions can be drawn. In general, the pilots preferred and responded best 

to the linear or nearly linear SAFE-Cue mechanizations that resulted in a more predictable aircraft 

response. In the presence of the nonlinear failure, several gain only and gain plus force feedback 

SAFE-Cue configurations resulted in performance that approached that of the baseline healthy 

aircraft for each pilot. Finally, there were individual differences noted between pilots regarding 

SAFE-Cue configuration preference. A larger pilot sample size is needed to explore these 

preferences and eventually assign bounds or ranges to the mechanization parameters. 

As the SAFE-Cue technology advances, there will likely be differences in system mechanization 

requirements between aircraft types as well. Thus, the ranges that define “good” force cue and 

gain reduction intensities could eventually be established for diverse aircraft types. Finally, while 

the flight test results described in this paper were achieved in the presence of a representative 

adaptive controller, the SAFE-Cue technology is completely general in approach and with 

verification it can be applicable to any fly-by-wire aircraft. Active inceptor technology is required 

to fully utilize the system with force feedback cueing. 
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10. Build-Up of the Active Inceptor Cueing Force 

 A little bit of force for big (inceptor) moves. Seemed to help. Not worrying about 

compensating.  

 NASA Armstrong Test Pilot, April 2013 
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10.0 BUILD-UP OF AN ACTIVE INCEPTOR CUEING FORCE 

Loss of control has been identified as the leading cause of jet transport accidents. High profile 

accidents have illustrated the need to address pilot response to upsets and unusual attitudes. 

Another issue no less important is that associated with pilot-vehicle system loss of control. This 

refers to those incidents that result from the pilot’s active manual control of the aircraft and most 

commonly occur in the form of so called pilot-induced oscillations. Regardless of the implied 

“fault” of the pilot, these events result from issues with the airframe and flight control system and 

not the pilot [1]. Examples described in this chapter include events with modern fly-by-wire 

transports in commercial operation and flight test events associated with the evaluation of new 

adaptive control schemes under various failure conditions. While not always the root cause, flight 

control system nonlinearities such as control surface rate and position limits are key components 

in these events. To mitigate loss of control events of this type, force feedback via an active control 

inceptor and corresponding command path gain adjustments have been investigated using piloted 

simulation and flight test evaluations. This chapter describes the development of effective pilot 

cueing techniques that make up the Smart-Cue/Smart-Gain system from Chapters 7 and 8 that 

addresses control surface actuator rate limiting and the Smart Adaptive Flight Effective Cue or 

SAFE-Cue from Chapter 9 that addresses more general flight control system nonlinear behavior, 

particularly that behavior associated with adaptive controllers. This chapter is largely taken from 

the material in [2]. 

10.1 Introduction 

A study conducted by The Boeing Company of world-wide commercial jet transport accidents 

has found the most common events to be associated with loss of control [3]. Many of the events 

that result in loss of aircraft and fatalities result from the inability of the pilots to recover from 

upsets and unusual attitudes. Another class of loss of control events is associated with the pilot’s 

attempt to tightly control the aircraft, often in response to some triggering event in the 

environment, for example, turbulence or severe crosswinds, or aircraft, for example, flight control 

system failures or unexpected transitions. While these incidents do not typically generate the 

same attention associated with upset loss of control events, a recent review conducted by the FAA 

found that pilot-vehicle system loss of control in the form of PIO continues to be a persistent 

problem in transport category aircraft often resulting in significant hull damage, injuries, and 

more rarely fatalities [4]. A summary of recent documented events for all aircraft types as well 

as a complete description of the interacting components of PIO can be found in [1] and [5]. 

To help mitigate these types of loss of control, research described in this thesis has focused on 

the use of active inceptor cueing together with adaptive command path gain adjustments to alert 

the pilot of the impending trouble and to constrain the resulting control actions of the pilot so that 

loss of control can be avoided. The first concept that was developed and evaluated via piloted 

simulation and flight test was the Smart-Cue/Smart-Gain system [6,7], Chapters 7 and 8.,This 

system was designed to address loss of control scenarios associated with control surface actuator 

rate limiting, a primary contributor to all of the documented severe PIOs that have occurred with 

modern fly-by-wire aircraft [8] and the focus of this thesis. Building on the Smart-Cue/Smart-

Gain lessons, a concept, the Smart Adaptive Flight Effective Cue or SAFE-Cue, was developed 
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to mitigate pilot-vehicle system loss of control in the presence of an active adaptive control 

system as described in Chapter 9.  

The basic Smart-Cue idea is to restore in a fly-by-wire system configuration a force feedback cue 

akin to an actuator “valve-bottoming” characteristic [6]. Note that Smart-Cue can be applied to 

non-FBW manual control systems as well; however, the implementation may be more hardware 

intensive. Cueing and corrective forces, the Smart-Cue, are presented to the pilot as a 

“proprioceptive display.” Following checkout flight tests where the Smart-Cue alone had limited 

success, piloted simulation was used to rapidly prototype the Smart-Gain concept. Past work 

includes the PIO Suppression Filter used on the space shuttle that employs command path gain 

reduction techniques [9]. Such techniques estimate the frequency of the pilot’s input and then 

attenuate the input as a function of this frequency. The approach does not, however, take the 

response of the control system into consideration, so the pilot input is attenuated whether or not 

it is needed. With the Smart-Gain, the pilot input is attenuated as a function of the same measured 

Position Error used to define the Smart-Cue. The feasibility of the Smart-Cue/Smart-Gain 

approach using an active control inceptor implemented in a variable stability aircraft was 

successfully demonstrated in a flight test program conducted with five evaluation test pilots [7] 

as described in Chapter 8.  

The Smart-Cue/Smart-Gain approach served as the launching point for the SAFE-Cue 

development. The SAFE-Cue innovative cueing system provides force feedback to the pilot via 

an active control inceptor with corresponding command path gain adjustments based on a 

measured System Error between the adaptive controller response and a nominal system response. 

The SAFE-Cue alerts the pilot that the adaptive control system is active, provides guidance via 

force feedback cues, and attenuates commands, thus ensuring pilot-vehicle system stability and 

performance in the presence of damage or failures. While the focus in this work featured an 

adaptive controller, the SAFE-Cue concept is completely general and can be applied to any flight 

control system implementation to mitigate loss of control. The system was successfully evaluated 

in flight as described in Chapter 9 and in [10].  

This chapter will describe the process in which the combined coulomb friction plus gradient force 

is created for the Smart-Cue and SAFE-Cue as well as added details regarding the need for an 

adaptive command path gain, the Smart-Gain and SAFE-Cue gain. 

10.2 Quantifying the Handling Qualities Cliff 

10.2.1 Defining the Handling Qualities Cliff 

When approaching instability, linear system performance degrades in a manner that is predictable 

to a pilot. As nonlinearities are introduced, however, gradual degradations can be replaced by 

sudden changes in aircraft behavior resulting in the so called “handling qualities cliff.” With few 

warning signs provided by the aircraft as the pilot approaches such a cliff, loss of control can 

easily occur. An example divergent PIO is shown in Figure 10.1. This is the Pilot 6 loss of control 

event from Chapter 8. Repeated here, the pilot is attempting a precision offset landing with an 

aileron maximum rate of ±30 deg/s. The rate limit nonlinearity results in a diverging PIO as the 

pilot attempts the final centerline capture. Fortunately, the likelihood of finding a handling 

qualities cliff in transport category aircraft outside of flight test is rare. Of course, this also means 
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that pilots are typically not prepared to respond when such an encounter occurs. To provide an 

effective alerting and, if necessary, constraining mechanism, one must first be able to identify an 

impending cliff. In the case of control surface rate limiting, for example, it is not good enough to 

simply identify when the rate limiter is active. Because of the nature of rate limiting [8], an aircraft 

can routinely operate at or near a rate limit without threat of loss of control. Thus, to alert the 

pilot of an active rate limit would diminish the effectiveness of the alert due to the number of 

false alarms. 

For Smart-Cue/Smart-Gain and SAFE-Cue, the concept of dynamic distortions from Chapter 6 

and [6] is used to define potential flying qualities cliffs. The common theme in both concepts is 

that the actual flight control system is in some way deviating from an ideal system. The pilot is 

expecting one type of response, but the actual system is behaving differently because of the 

distortion in the dynamic system response. The concept of dynamic distortion served as a 

motivation for the Smart-Cue/Smart-Gain development. The attempt to quantify such conceptual 

terms as “distortions” and “idealized systems” served as innovative and unifying principles 

underlying the development of corrective measures in the form of inceptor force feedback cues 

and later command path gain adjustments. 

 

Figure 10.1: Example flight test divergent PIO. 

10.2.2 The Smart-Cue/Smart-Gain Position Error 

To determine the magnitude of the cueing force or the extent of the command path gain 

attenuation, a commanded surface position (c) and actual surface position () are used to define 

a Position Error (error) via an ideal linear system (ideal) as shown in Figure 10.2. Here, the 

Position Error is the difference between the ideal linear system response and the actual manual 

flight control system response, error = ideal - . The Position Error thus reflects differences due 
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to distortions in the actual system. The magnitude of this difference increases as the pilot-vehicle 

system approaches a handling qualities cliff.  

 

 

Figure 10.2: Smart-Cue/Smart-Gain control surface Position Error measure. 

Two flight test examples of Position Error measurements are shown in Figure 10.3. Both 

examples are lateral axis cases as the pilot attempted a precision offset landing with an aileron 

maximum rate of ±30 deg/s [7]. The Position Error displayed in the Figure 10.3(a) plot was 

generated from a rate limited only run, shown in Figure 10.1. This run is characterized by a large 

error near 47 seconds that is associated with the initial correction to the runway centerline and 

Position Errors that are increasing in amplitude beginning at 57 seconds that are associated with 

the final centerline capture. Note that, because of the resulting PIO, the safety pilot took control 

of the aircraft as indicated after the third diverging oscillation (see Figure 10.1). In Figure 10.3(b) 

the Position Error measured from a Smart-Cue/Smart-Gain run is shown. In this case the 

maximum aileron rate was again ±30 deg/s, but the magnitude of the measured Position Error is 

greatly reduced when compared to the rate limit only case. Furthermore, the pilot was able to 

complete the task with no tendency for PIO. There is a noted numerical oscillation in the Position 

Error around 38 seconds, but this artifact had no impact on the task performance.  
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(a) Rate limit only case 

 

(b) Rate limit plus Smart-Cue/Smart-Gain 

Figure 10.3: Position Error measures for two precision offset landing flight test example runs. 
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10.2.3 The SAFE-Cue System Error 

Like the Position Error for Smart-Cue/Smart-Gain, the System Error computation is a key 

function of the SAFE-Cue mechanization. In general, to compute the error a comparison is made 

between a model-based nominal system response and the adaptive control system response. The 

difference between the selected signals is the System Error. Initially, the use of both the elevator 

surface position and the pitch rate output signal were explored analytically and in the simulator. 

As described above the elevator surface position was a useful measure for the Smart-Cue/Smart-

Gain implementations where the concern was control surface rate limiting, an isolated flight 

control system element. This measure was not, however, appropriate with an active adaptive 

controller. The adaptive controller is attempting to compensate for an elevator surface failure, so 

any error computation between the adaptive and nominal systems based on this parameter will 

result in SAFE-Cue actions that attempt to suppress the actions of the adaptive controller. In 

contrast, a System Error measure based on the pitch rate output as illustrated in the Figure 10.4 

block diagram allows for a direct comparison between the response of the adaptive and nominal 

systems. That is, the adaptive controller is attempting to restore the response of the nominal 

system in the presence of a failure or damage. As the responses of these two systems diverge, the 

error will build, thus providing the measure needed from which to activate the SAFE-Cue 

feedback force and command path gain reduction.  

 

 

Figure 10.4: SAFE-Cue pitch rate System Error measure. 

Two System Error examples from the flight test evaluations of the SAFE-Cue concept are shown 

in Figure 10.5. Both examples are from a scenario in which there is a 25% reduction in elevator 

effectiveness and corresponding reductions in the elevator rate and position limits. In both cases 

the pilot was performing the pitch axis sum-of-sines tracking task from Chapter 9. For the failure 

only case of Figure 10.5(a), large System Error oscillations develop soon after the failure is 

introduced and persist for the remainder of the run. In sharp contrast is the elevator failure with 
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SAFE-Cue active case of Figure 10.5(b). While the System Error does increase after the failure 

is introduced, the magnitude remains bounded with peak values below ±2 deg/s.  

 

(a) Elevator failure only case 

 

(b) Elevator failure plus SAFE-Cue 

Figure 10.5: System Error measures for two piloted simulation example runs. 

10.3 Building a Better Cue 

The inceptor force cues were first designed and evaluated via piloted simulation in a fixed-base 

simulator that featured a McFadden hydraulic control loader and inceptor that was representative 

of a F/A-18A/B center stick. Engineering evaluations were first used to develop candidate 

configurations that were then evaluated more formally be test pilots to down-select configurations 

for flight test. The checkout flights described in Chapters 8 and 9 were used to refine the candidate 

cues with a test pilot evaluator before proceeding to the formal evaluations. Note that the checkout 

flight test pilots did not serve as Smart-Cue/Smart-Gain or SAFE-Cue evaluators in the formal 

flight test campaigns. 

Although the fundamental force feedback concept has remained essentially fixed once verified in 

flight test, many options are available regarding how the Smart-Cue or SAFE-Cue is mechanized 

and integrated within a modern flight control system. As the force feedback cue builds, it first 

provides an alerting function of an impending handling qualities cliff. Then as the force increases, 

it provides a constraining function, so that inputs that may lead the pilot-vehicle system over the 

cliff will be avoided. For the Smart-Cue, as mentioned above, piloted simulation was used to 

develop the mechanizations that were eventually evaluated in flight. Several feedback force 

options were considered individually and in various combinations. Options included a force that 

produced an effective spring gradient change, a coulomb friction force, and damping forces based 

on control stick velocity and the rate of change of the Position Error. For the initial SAFE-Cue 

mechanizations, lessons learned from the Smart-Cue simulator and flight test evaluations were 

used to more rapidly define effective design options. 
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10.3.1 The Smart-Cue Gradient Force Feedback Cue 

In a typical fly-by-wire system, the inceptor dynamics can be represented most simply by a second 

order system characterized by a spring gradient, damping, and inertia. Thus, when introducing a 

force feedback cue, a fundamental force type to consider is one that changes the effective spring 

gradient. The options for such a cue are shown in Figure 10.6 through Figure 10.9 wherein each 

case is shown as if it was one feedback element of a larger block diagram. The four options 

include a limiting case “hard stop,” Figure 10.6, a linear gradient, Figure 10.7, a dual gradient, 

Figure 10.8, and a parabolic gradient, Figure 10.9. The parabolic gradient may also be 

approximated by a series of three or more linear gradients. For all options the gradient force is 

zero whenever the Position Error input (
fPE ) is below a defined threshold. Here, the “f” 

subscript indicates that this is the Position Error associated with the force feedback. This threshold 

may be zero in the limiting case, that is, the feedback forces are always active, or may expand as 

needed for a given application to create a dead zone wherein no feedback forces are generated 

until the error exceeds the defined value. Once outside this dead zone, the magnitude of the 

feedback force increases with increasing Position Error according to the defined function. 

Following engineering evaluations, two commercial test pilots participated in the initial simulator 

evaluations of the gradient force feedback cue. Pitch axis evaluations were made with a sum-of-

sines tracking task, while roll axis evaluations were made with a bank angle capture and hold 

task. For the pitch axis, the evaluations focused on variations in the linear gradient option of 

Figure 10.7. The hard stop option was not strongly considered as there was a desire to define 

mechanizations that would guide the pilot to successful task completion with reasonable 

performance. The hard stop may prevent loss of control, but at the expense of task performance 

or it may require the pilot to ultimately abandon the task. Both pilots found the gradient cue to be 

helpful in preventing loss of control, although the preferred force levels differed somewhat 

between the two pilots. While the cue was reasonably effective in the pitch axis, it was clear that 

other options were needed to improve the results. 

Although only limited roll axis evaluation runs were conducted, much was learned. First, the 

cueing was not particularly effective in this initial mechanization because a first order filter placed 

on the Smart-Cue signal resulted in a significant lag in the perceived cueing force. Also, there 

was a significant “wobble” noted as any significant lateral stick movement was attempted. Later 

investigations found that the magnitude of the wobble increases as stick damping decreases. The 

wobble appeared to result from the inability of the limb dynamics of the pilot in the lateral axis 

to counter a strong gradient only force. The oscillations or wobble had been noted prior to the 

exposure of the commercial pilots by engineer evaluators, but the increased lateral stick damping 

used at that time masked the phenomenon. When the lateral stick damping was reduced, the 

oscillations became more prominent. The oscillations are clearly evident in Figure 10.10(a), a 

lateral stick position time series plot that was taken from a bank angle capture and hold evaluation 

task run. The approximate frequency of the oscillation is 16.6 rad/s (2.65 Hz). The gradient cue 

produced similar stick “wobbles” in the checkout flights, see Figure 10.10(b), which were found 

to be very objectionable by the pilot. With this occurrence and the success of other force feedback 

options, the gradient force was no longer considered as a solitary cueing mechanism. 
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fPESmart CueF −

fPE

Smart CueF −

PL+PL−

 

Figure 10.6: Gradient feedback force cue options – Hard Stop. 

 

fPESmart CueF −

fPE

Smart CueF −

PL+PL−

 

Figure 10.7: Gradient feedback force cue options – Linear Gradient. 
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fPESmart CueF −

fPE

Smart CueF −

PL+PL−

 

Figure 10.8: Gradient feedback force cue options – Dual Gradient. 

 

fPESmart CueF −

fPE

Smart CueF −

PL+PL−

 

Figure 10.9: Gradient feedback force cue options – Parabolic Gradient. 
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(a) Simulator example 
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(b) Flight verification 

Figure 10.10: Lateral stick oscillations resulting from gradient force feedback cueing. 

10.3.2 Other Smart-Cue Options 

Initial piloted simulation results indicated that the gradient force can provide an effective cue to 

the pilot, at least in the pitch axis. The feel of the cue, however, was not always “smooth,” and in 

the roll axis, a roll ratchet condition was often observed. To enhance the performance of the force 

feedback cue, a damping component was considered. Two damping force options were defined. 

In the first option, the damping force was computed as a function of the Position Error and stick 

velocity. In this case the damping force is zero whenever the Position Error is less than or equal 

to the defined threshold. The stick velocity signal is then passed through a second order 

Butterworth filter before the damping force is computed. In the second option, the damping force 

was computed as a function of the rate of change of Position Error. Once again, the damping force 

is zero whenever the Position Error is less than or equal to the defined threshold. To provide a 

smooth onset, the damping force is increased from zero to its full value using a gain. Similar to 

the first damping force option, the Position Error rate signal is passed through a second order 

Butterworth filter before the damping force is computed. Evaluation of the damping force options 

via piloted simulation revealed no significant added benefit when used alone or in combination 

with the gradient force. 

Following the simulator evaluations by commercial test pilots, the desire for an improved 

constraining force mechanism led to the definition of a coulomb friction-like Smart-Cue force. 

The benefit of this type of force cue is that no reactive force is generated when the stick is not in 

motion. Once implemented, this new cue appeared to work well in an engineering simulation 

checkout. The friction force is a function of the sign of the stick velocity and is activated when 

the computed Position Error exceeds the defined threshold. This cue worked well in many cases 

and it eliminated the observed roll ratchet phenomenon, however, a better solution soon came to 

light. 
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10.3.3 The Combined Force Feedback Cue 

By exploring options in a piloted simulator, it was found that a combination of the gradient and 

friction force together produced a much-improved force cue. When combined, the two types of 

forces seemed to “take the edge off” of the shortcomings found with the individual forces. Similar 

to the friction force alone, the combined force did not result in the roll ratchet observed with the 

gradient force alone. The benefits of this new combined force were confirmed in formal piloted 

simulation evaluations with two guest test pilots from the United States Air Force Test Pilot 

School. Flight test evaluations of the Smart-Cue and Smart-Gain systems found that in terms of 

both pilot opinion and task performance the combined force provided the most beneficial inceptor 

cue, especially when used with the Smart-Gain [7,11].  

Given the success of the combined friction and gradient force Smart-Cue, such a combination of 

force feedback cues became a natural starting point for the initial SAFE-Cue developments. 

Figure 10.11 and Figure 10.12 show SAFE-Cue System Error, friction and gradient feedback 

forces, and total feedback force time histories for two example runs from the SAFE-Cue flight 

test evaluations [10]. Each figure shows a 30-second segment of the overall runs. The combined 

SAFE-Cue force case with a less aggressive SAFE-Cue gain of Figure 10.11 received an HQR 

5/PIOR 4, while the improved combined SAFE-Cue force plus gain case of Figure 10.12 received 

an HQR 2/PIOR 1. Note that no feedback forces are generated as long as the System Error remains 

below the System Error threshold values. 

When comparing the two evaluation runs, the impact of the SAFE-Cue gain can clearly be seen 

in the magnitude and duration of the forces. The presence of a more effective time-varying gain 

adjustment greatly reduces the feedback forces required. One might surmise then that the 

feedback forces may not be needed at all. It is important to point out, however, that the best ratings 

were achieved for those failure cases when the SAFE-Cue gain and forces were both active. 

Another interesting feature of the two forces is that the gradient force builds more slowly but has 

a longer decay. The friction force on the other hand, peaks and decays rapidly. Because the 

friction force is a function of the stick velocity and not position, it is also more likely to rapidly 

change direction. As a result, the gradient and friction forces are frequently opposite in sign.  

The total force results from a combination of the gradient and friction forces as shown in the 

bottom panels of Figure 10.11 and Figure 10.12. Here, the impact of a more aggressive adaptive 

SAFE-cue gain, that is, one that responds more rapidly and allows for a larger gain reduction, is 

to reduce the amplitude of the cueing force and the percentage of task time where a cueing force 

was required. The Combined SAFE-Cue force was clearly preferred by the pilots compared to 

either force given in isolation. Still, there is considerable design space to identify more optimum 

mechanizations. 
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(a) System Error 

 
(b) SAFE-Cue component forces 

 
(c) SAFE-Cue total force 

Figure 10.11: Example SAFE-Cue forces for combined force case with less aggressive SAFE-

Cue gain. 
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(a) System Error 

 
(b) SAFE-Cue component forces 

 
(c) SAFE-Cue total force 

Figure 10.12: Example SAFE-Cue forces for combined force case with more aggressive SAFE-

Cue gain. 
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10.4 The Adaptive Command Path Gain 

10.4.1 The Need for a Smart-Gain 

A second design concept that is also based on a measure of dynamic distortion, the Smart-Gain, 

evolved from the Smart-Cue checkout flight process. The Calspan Learjet In-Flight Simulator 

was used to conduct both the checkout flights and formal evaluation flights for the Smart-Cue 

program. During the checkout flight sorties, several Smart-Cue mechanizations were found to 

work well for the cruise evaluations in both the pitch and roll axes. Results from the precision 

offset landing task, however, were far less certain. First, the evaluation pilot appreciated that the 

Smart-Cue gave an apparent “trough” in which it was safe to move the stick in the presence of 

significant control surface rate limiting. The size of the trough was more pronounced when the 

force cueing increased as a function of Position Error. Despite numerous attempts, a force cueing 

level could not be found that allowed the pilot to comfortably make the required roll axis 

corrections associated with the offset landing without “fighting” the Smart-Cue forces. These 

results led to a post flight debrief discussion of possible command path gain adjustments as an 

alternative to the high feedback forces that would still take advantage of the positive alerting 

mechanism observed in the checkout evaluations. 

Piloted simulation was used to rapidly prototype such a concept, the Smart-Gain, that is a gain 

that varies in intensity with the level of dynamic distortion. Techniques like the PIOS filter used 

on the Shuttle do not, however, take the response of the flight control system or vehicle into 

consideration, so the pilot input is attenuated whether or not this attenuation is needed. With the 

Smart-Gain, the pilot input is attenuated as a function of the Position Error, the measure of 

dynamic distortion. A threshold is again used to turn the Smart-Gain on and off. The threshold 

may be set independently to the values used for the Smart-Cue. 

The Smart-Gain was found to be a critical innovation. Repeated successful landings were 

accomplished during the formal evaluation process with best results coming from a Smart-

Cue/Smart-Gain combination [7].  

10.4.2 The SAFE-Cue Gain 

For the SAFE-Cue implementation, the adaptive command path gain reduction filter is also a 

function of the pitch rate System Error. When the System Error exceeds the threshold value, 

which can be different from that used for the SAFE-Cue force, the command path gain is reduced 

linearly as a function of increasing System Error to a prescribed minimum value. Initially, a 

minimum value of 0.25 for the resulting gain was used. Thus, the pilot would not observe an 

instantaneous gain reduction greater than 75%. Instead, the slope of the reduction can be varied 

to increase or decrease the rapidity of the gain reduction. The gain reduction is adaptive in that it 

is only active when the System Error threshold is exceeded, and then the magnitude of the 

reduction is a function of the instantaneous size of the error. 

Two SAFE-Cue gain examples from flight test are shown in Figure 10.13. In the first case, Figure 

10.13(a), no feedback forces are present, only the command path gain adjustments. Here, the pilot 

did find significant performance improvements compared to the failure only case with HQR 
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3/PIOR 1 pilot ratings. When the feedback force cues were added in the Figure 10.13(a) example, 

further improvements in performance were observed by the pilot, HQR 2/PIOR 1, and more 

limited SAFE-Cue gain activity was required, see Figure 10.13(b). The pilot found this case to 

be similar in performance with that of the baseline. 

 

(a) SAFE-Cue gain only case 

 

(b) SAFE-Cue combined force and gain case 

Figure 10.13: SAFE-Cue command path gain activity from two example flight test runs. 
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10.5 Conclusions 

Pilot force cueing via an active control inceptor can be used in combination with adaptive 

command path gain reductions to mitigate pilot-vehicle system loss of control. Two such concepts 

have been developed for this role, the Smart-Cue/Smart-Gain that was developed to alleviate the 

impact of control surface actuator rate limiting and the SAFE-Cue that was developed to improve 

pilot-vehicle performance in the presence of an adaptive flight controller and failures or damage.  

For Smart-Cue/Smart-Gain the Position Error was used to provide a quantitative measure of 

dynamic distortion, while for SAFE-Cue the pitch rate System Error measure was found to be an 

effective means of distinguishing performance of the adaptive system with failure/damage and a 

nominal (healthy) system. Piloted simulation and flight test results have shown these measures to 

be an appropriate indicator of impending flying qualities cliffs that are associated with flight 

control system nonlinear behavior. For both concepts the feedback force that resulted in the best 

performance and most favorable pilot opinion resulted from a combination of an effective 

gradient and coulomb friction force. A combination of Smart-Cue feedback force and Smart-Gain 

command path gain adjustments was found to best mitigate the impact of control surface actuator 

rate limiting. Similarly, the SAFE-Cue combined force and gain were most effective at 

suppressing pilot-vehicle system oscillations for the given failure/damage scenarios, allowing the 

pilots to focus on the task at hand rather than simply maintaining control. 

The SAFE-Cue approach has wider applicability beyond that of adaptive control. Given an active 

inceptor, the output System Error can be used as the catalyst for the SAFE-Cue force feedback or 

adaptive gain reduction whenever the flight control system, that is, conventional, fly-by-wire, 

adaptive, etc., significantly deviates from the nominal system behavior as a protection against 

loss of pilot-vehicle system control. 
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11. Exposing Unique Pilot Behaviors from Flight Test Data Leads to a New PIO 

Detection Method 

 From the start of manned flights, pilots have recognized that no handling task can be 

accomplished perfectly. “Good enough” has always instinctively been characterized as a certain 
maximum amount of error; the boundary between success and failure. 

 William R. Gray III, Chief Test Pilot, USAF Test Pilot School, from “A Generalized 

Handling Qualities Flight Test Technique Utilizing Boundary Avoidance Tracking,” AIAA-

2008-1648 
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11.0 EXPOSING UNIQUE PILOT BEHAVIORS FROM FLIGHT 

TEST DATA LEADS TO A NEW PIO DETECTION METHOD 

The flight test program described in Chapter 9 was undertaken to evaluate the Smart Adaptive 

Flight Effective Cue (SAFE-Cue) pilot-vehicle system loss of control mitigation concept. Three 

experienced test pilots participated in the flight test evaluations that were conducted using the 

Calspan Learjet In-Flight Simulator. While the focus of the program was to assess the SAFE-Cue 

system performance in the presence of failure/damage scenarios, the pilots were also exposed to 

the baseline aircraft configuration several times during their evaluations. The baseline 

configuration was designed to have Level 1 handling qualities for the sum-of-sines tracking and 

bank angle capture and hold tasks that were evaluated as part of the “blind” configurations 

presented to each pilot. Because of a mechanical issue, only two of the three pilots conducted the 

roll axis evaluations. From analysis of the test data it was clearly evident that the pilots employed 

disparate control strategies, with one using an unexpected “bang-bang” technique that resulted in 

a sustained pilot-induced oscillation (PIO). Based on the resulting pilot comments and ratings, 

the “bang-bang” pilot did not recognize that he was in a sustained PIO. In contrast, the other pilot 

was able to achieve desired performance with no tendency for PIO. Using a variety of analysis 

approaches, the two baseline configuration runs were explored in detail to assess the observed 

differences. Analysis results revealed that both pilots provided lead compensation, however, there 

were significant differences in pilot input power and effective time delay. Over the course of one 

baseline configuration evaluation run, the “bang-bang” pilot fixated his input power at a single 

frequency with a significantly higher gain and an additional 100 msec of effective delay. A new 

time-varying PIO metric introduced herein clearly illustrates the observed differences in pilot 

behavior. The material in this chapter was largely taken from [1]. 

11.1 Introduction 

Pilot behavior models have long been used to describe how the human operator interacts 

with flight vehicles. It is beyond the scope of this paper to review the many important works 

in this area from McRuer and Jex [2], Hess [3], and, more recently, a series of works from 

TU Delft [4,5], among others. This paper instead refers to three fundamental modes of 

dynamic behavior that comprise the range of human pilot control possibilities as part of a 

pilot-vehicle system [6]. These modes correspond to the three-pathway structure shown in 

Figure 11.1. The pathways are internal organizations of the pilot’s perceptions. They 

underlie and correspond to the following pilot control behavior patterns: 

• Compensatory (Closed-loop): pilot control governs outputs conditioned by 

pilot-vehicle system errors; 

• Pursuit (Combined Open- and Closed-loop): pilot control is dependent on 

pilot-vehicle system errors plus known or induced input commands and/or 

system outputs; and 

• Precognitive (Open-loop): highly-skilled and practiced pilot programmed 

control outputs to command the aircraft to a new state. 
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In both compensatory and pursuit operations the pilot is highly interactive with the aircraft 

on a continuous basis, whereas in precognitive operations the pilot’s actions are essentially 

discrete and independent of the aircraft’s response during the time period of the pilot’s 

programmed command. Precognitive behaviors constitute the vast majority of pilot 

activities in nominal aircraft maneuvers where the pilot’s outputs are a stored repertory that 

are released in a timely and appropriate fashion. These open-loop sequences may be short, 

as with a pseudo bang-bang control, or long, as in generating a synchronous sine wave. The 

aircraft simply responds without further pilot intervention. Of course, if the ultimate 

response is not as desired, the pilot may insert another control sequence. In compensatory 

and pursuit processes the pilot is part of a feedback control process, with all of the 

advantages, for example, continuous reduction of errors and disadvantages, for example, 

possible instabilities associated with this kind of control. 
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Figure 11.1: Three modes of perceptually centered model of pilot behavior. 

A block diagram for the compensatory control scenario is shown in Figure 11.2. Here, the 

pilot controls the system output, m, in response to the displayed error, e. This is the scenario 

of interest for this paper as the pilots were asked to track a displayed error on a head-down 

display. When the system input, i, is a known forcing function such as a sum-of-sines, then 

each element of the pilot-vehicle system can be identified from the flight test data. For these 

cases, the pilot describing functions can be determined and the type of pilot compensation 

employed can therefore be identified.  
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Figure 11.2: Compensatory control scenario. 
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When attempting to minimize error in a compensatory control scenario, the pilot-vehicle system 

behavior is well predicted by the crossover model [6]. That is, at frequencies near the crossover 

frequency (the zero dB magnitude crossing of the m/e transfer function) the open loop pilot-

vehicle system frequency response will look like an integrator plus an effective time delay: 

        
j

p c

K
Y Y e

j

 



−=                (11.1) 

where Yp is the pilot describing function, Yc is the controlled element, that is, the vehicle, K is a 

gain, and  is an effective time delay. The bottom line is that the pilot adds compensation, 

typically lead compensation at a minimum, to achieve this result. Often, in high gain closed-loop 

control scenarios such as sum-of-sines tracking, the resulting pilot-vehicle system will have small 

phase margins, on the order of 10-20 degrees, as shown in Figure 11.3. Such cases are often seen 

in simulators where the pilot feels more at ease to increase his or her gain beyond the levels that 

would be seen in a flight test environment where the “seat of the pants” cues often temper pilot 

aggressiveness [7]. If something causes this phase margin to go away, for example, excessive 

effective time delay or flight control system nonlinearities such as control surface rate limiting 

[8], a PIO can result. 

 

Figure 11.3: Compensatory control pilot-vehicle system frequency response. 

During a flight test program that was evaluating the SAFE-Cue pilot-vehicle system loss of 

control mitigation scheme [9], one of the three evaluation pilots displayed a unique “bang-bang” 

control strategy while performing a roll axis tracking task. This behavior was observed for all 

aircraft configurations presented to the pilot. For those on board the aircraft, it was clear that this 

pilot had an adverse physiological response to the pitch tracking tasks evaluations, which then 

impacted the roll tracking tasks that followed. In this chapter, the observed behavior of this pilot 

is analyzed and compared to assess the impact of this unique control strategy on task performance, 

compensation, and resulting pilot opinion ratings. As part of the analysis, a new time-varying PIO 

metric is introduced that clearly illustrates the differences in the observed pilot behaviors.   
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11.2 Comparing Two Pilots 

In this section, the baseline configuration runs of Pilot B and Pilot C from the SAFE-Cue 

evaluations in Chapter 9 are examined in the time and frequency domains. While Pilot B exhibited 

the “bang-bang” approach throughout his roll evaluations, the focus herein is on the baseline 

configuration that was designed to have Level 1 handling qualities with no PIO tendencies.  

11.2.1 Time Series 

Referring back to the compensatory system block diagram of Figure 11.2, the key time series 

signals are the sum-of-sines command input, i, shown in Figure 9.11 from Chapter 9, the pilot 

stick force command, c, and the vehicle bank angle response, m, shown below in Figure 11.4 and 

Figure 11.5 for the two pilots. The error signal, e, is generated by taking the difference between 

the commanded roll angle and the actual roll angle, e = i – m.  

When examining the pilot stick force inputs and the resulting bank angle responses, differences 

between the two cases are clearly seen. Beginning with Pilot C, Figure 11.5, continuous control 

inputs of varying frequencies are seen with peak amplitudes between ±5 lbs. The resulting roll 

angle response reflects the tracked sum-of-sines input. For Pilot B, on the other hand, the time 

series reveal a much different pilot command, a “bang-bang” command that fixates on a single 

frequency and grows in intensity as the run progresses with peak magnitudes of ±10 lbs, see 

Figure 11.4. The resulting bank angle response reflects the sum-of-sines command but with 

significant oscillations that persist throughout the run. The magnitude of these oscillations varies 

from ±5 to ±10 degrees as the overall vehicle response follows the command. 

In Figure 11.6, the time series from Figure 11.4 and Figure 11.5 are plotted as input/output pairs 

to better expose any 180 out-of-phase characteristics that are a key signature of PIO [10]. Again, 

beginning with Pilot C, there is no evidence of out-of-phase characteristics in his run. The same 

is not true for Pilot B. Here, Pilot B’s command is 180 out-of-phase with the attitude response 

of the aircraft for essentially the entire run. The oscillations are not divergent, but they are of a 

significant amplitude. An intriguing note is that Pilot B did not recognize the PIO that his inputs 

were sustaining. In almost all cases, PIO reflects some vulnerability of the aircraft. In this case, 

the aircraft configuration was PIO resistant based on the applied criteria highlighted in Chapter 

9, piloted simulation evaluations, checkout flight verification, and formal flight test evaluations 

[9]. It therefore appears from the time series analysis that this PIO may have resulted primarily 

from pilot technique. 
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 Figure 11.4: Lateral stick force and bank angle time series for the SAFE-Cue baseline 

configuration Pilot B run. 
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Figure 11.5: Lateral stick force and bank angle time series for the SAFE-Cue baseline 

configuration Pilot C run. 
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(a) Pilot B – sustained out-of-phase behavior 

 

(b) Pilot C – nominal compensatory behavior 

Figure 11.6: Evidence of pilot-induced oscillations. 

11.2.2 Task Performance 

Figure 11.7 provides an illustration of task performance via a direct comparison of achieved bank 

angle response versus commanded bank angle for each pilot. Differences between the two pilots 

are clearly evident in the figures. The more aggressive input reversal-reversal or bang-bang style 

of Pilot B results in an achieved bank angle response that consistently oscillates about the 

command signal. In stark contrast, the Pilot C achieved bank angle response more or less 

smoothly follows the commanded bank angle with no oscillation tendencies. The Pilot C 

approach results in a lower RMS error than Pilot B and a Level 1 Cooper-Harper Handling 

Qualities Rating [11] with no observed PIO tendencies. He did see some undesirable motions, 

but nothing that impacted task performance. Pilot B, on the other hand, rated the configuration 

much more harshly, a borderline Level 2/Level 3. Furthermore, his PIO Tendency Rating [12,13] 

of 2 indicates that he was not only unaware that he was in a sustained PIO, but also that the 

oscillations were a primary source of his degraded performance. This result is somewhat unusual 
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for test pilots, but far less so for operational pilots, both military and commercial, because these 

pilots are, in general, not exposed to the concept of PIO as part of their training. Why did this 

happen? As mentioned in the introduction, Pilot B seemed to display a negative physiological 

response to the repeated sum-of-sines tracking beginning with the pitch axis runs that were 

conducted first in each sortie. Given such a negative reaction, it is not unreasonable to assume 

that the physical discomfort could impact actual and perceived performance, and the resulting 

opinion ratings. As summarized in [9], Pilot B assigned 7 of 16 pitch and roll configurations, 

nearly half, a HQR 6, a trend not seen in the other pilots.   

 

(a) Pilot B, RMS Error = 7.665, HQR 6/PIOR 2 

 

(b) Pilot C, RMS Error = 6.75, HQR 3/PIOR 2 

Figure 11.7: Bank angle versus bank angle command. 



217 

 

11.2.3 Input Power Spectral Densities and Scalograms 

Frequency domain analyses were conducted to further explore differences between Pilot B and 

C. First, fast Fourier transform (FFT) methods focusing only on the discrete sum-of-sines 

frequencies were used to obtain the stick force power spectral density plots for each pilot. The 

results are shown in Figure 11.8 where the sum-of-sines frequency points are shown as the filled 

circles and the raw FFT is shown as a thin line. Note that, as expected, there is essentially no 

power at frequencies other than the seven sum-of-sines frequencies. In the computation used 

herein, the FFT provided averaged input power over the task scoring time.  

For Pilot B, the peak power at the 3.9 rad/s frequency is more than double the power at any of the 

other frequencies indicating that he had fixated his inputs at this frequency. In contrast, Pilot C 

has an essentially flat input power across the seven frequencies. His peak power at the 1.8 rad/s 

falls near the roll mode inverse time constant as is typical for a roll axis task. The peak power of 

Pilot B, on the other hand, is well above not only the Dutch roll mode (2.4 rad/s), but also the roll 

mode (0.82 rad/s). Given these differences, it is interesting to note that the power at the three 

lowest frequencies is essentially the same for both pilots. This is also true for the highest 

frequency. Thus, the primary differences between the two pilots with respect to their input power 

occurs at only three frequencies, but these differences are significant. For Pilot C, his power drops 

off above the 1.8 rad/s frequency, while Pilot B’s power increases above this frequency to a peak 

power that is approximately 2.5 times higher than Pilot C’s peak power. 

For more than a decade, wavelet-based system identification tools have been used to explore the 

time-varying nature of pilot-vehicle systems [10,14,15]. As defined in Appendix A, scalograms 

provide a time-varying look at the power of a given signal. In Figure 11.9, lateral stick force 

scalograms are shown for both pilots. Each figure shows power versus frequency and time. 

Essentially, each power versus time “slice” represents a power spectral density plot at that time. 

Starting with Pilot C’s scalogram, it is seen that the pilot behavior was consistent over the length 

of the run with the dominant power peak at 1.8 rad/s frequency. The behavior of Pilot B, on the 

other hand, varies over the length of the run. Over the first 20 seconds or so, the pilot is more or 

less focused at 1.8 rad/s frequency with nearly equivalent power at the next two high frequencies. 

Over the next 10 seconds, he gradually transitions to the 3.9 rad/s frequency and once there, his 

power increases significantly over the next 20 seconds peaking at a power that is approximately 

10 times higher than Pilot C’s peak power before dropping off again to end the run. It will be 

shown in the subsequent analysis that it is this behavior that drives the PIO in Pilot B’s run. 

11.2.4 Pilot-Vehicle System Responses 

As described in the introduction, the known sum-of-sines input allows for describing functions 

to be identified for the complete pilot-vehicle system using FFT-based methods. Results are 

shown in Figure 11.10 for the pilot, Yp, the open-loop system, YpYc, and the closed-loop system. 

In comparing pilot describing functions, Figure 11.10(a), it is seen that both pilots are adding lead 

compensation. For Pilot B, however, the lead compensation begins at a lower frequency and is 

more aggressive in terms of gain than that of Pilot C. For Pilot B, the resulting phase lead is 

observed between 2 and 4 rad/s. The cost of Pilot B’s more aggressive compensation is 

significantly more phase lag at higher frequencies.  
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(a) Pilot B 

 

(b) Pilot C 

Figure 11.8: Lateral stick force power spectral density plots. 

 

10
-1

10
0

10
1

0

100

200

300

400

500

600

(l
b

s
)2

/(
ra

d
/s

)

Frequency (rad/s)

10
-1

10
0

10
1

0

100

200

300

400

500

600

(l
b

s
)2

/(
ra

d
/s

)

Frequency (rad/s)



219 

 

 

(a) Pilot B 

 

(b) Pilot C 

Figure 11.9: Lateral stick force scalograms. 

The open-loop describing functions are shown in Figure 11.10(b). Note that Pilot C has made 

good the crossover model [2,6] with a “k/s-like” magnitude response from the lowest frequency 

through the crossover frequency just below 2 rad/s. Pilot B, on the other hand, has a magnitude 

response slope that shallows compared to Pilot C due to the more aggressive lead compensation. 

Furthermore, the combined pilot-vehicle response of Pilot B has a more significant phase roll-

off. Combined with his higher crossover frequency, this will result in a more oscillatory closed-

loop response and in this case a PIO. This is further illustrated by the significant closed-loop 

system peak magnification for Pilot B in Figure 11.10(c). No such peak is present for Pilot C. 

These describing functions thus illustrate that the more aggressive lead compensation and 

crossover frequency and the corresponding increased phase lag at higher frequencies resulted in 

the sustained PIO for Pilot B, while Pilot C saw no PIO tendencies.  
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Pilot B Pilot C 

  

(a) Pilot describing functions (Yp) 

  

(b) Pilot-vehicle open-loop describing functions (YpYc) 

  

(c) Pilot-vehicle closed-loop describing functions [YpYc/(1+ YpYc)] 

Figure 11.10: Pilot-vehicle system describing functions. 
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Though not shown in Figure 11.10, the pilot-vehicle system describing function analysis can also 

identify the controlled element, Yc = m/c (from Figure 11.2), where m is the roll rate and c is the 

lateral stick force. The resulting phase responses of the controlled element for the two baseline 

configuration runs are shown in Figure 11.11. If the controlled element response were fully linear, 

the two phase responses would overlay. This is not, however, the case as the Pilot B cases displays 

more phase lag then is seen for the Pilot C run. The added phase lag results from intermittent 

aileron control surface rate limiting in the Pilot B case. The baseline configuration had a 100 

deg/s maximum aileron rate, which was more than adequate for the evaluation tasks used herein 

– unless the pilot inputs feature large amplitude commands at higher frequencies as was the case 

with Pilot B. As discussed previously, Pilot B had sustained and significant input power at 3.9 

rad/s that resulted in the approximately 15 degrees of added phase lag shown in the figure at this 

frequency. 

 

Figure 11.11: Controlled Element Phase Lag Comparison. 

Using a gain, first order leads, and effective time delay terms, transfer function fits were made to 

the Yp describing functions shown in Figure 11.10(a). The resulting frequency responses are 

shown in Figure 11.12 where the solid lines show the resulting magnitude response and dashed 

lines show the resulting phase response fits to the magnitude (circles) and phase (squares) data 

from Figure 11.10(a). For Pilot B, an emphasis was made to match the magnitude and phase at 

3.9 rad/s where so much of his input power was concentrated. The resulting fits reveal higher 

gain, more aggressive lead compensation, and 100 msec more effective delay for Pilot B when 

compared to Pilot C. The more aggressive technique combined with the added delay resulted in 

the sustained PIO for Pilot B, where Pilot C found his compensation to be consistent with a Level 

1 airplane. The reader is reminded here that despite the sustained oscillations, Pilot B did not 

recognize that he was in a PIO. He did, however, recognize the “extensive compensation” he was 

employing as reflected in his handling qualities rating of 6 (borderline Level 2/3). It is somewhat 
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unusual to see a double lead term in the pilot model, however, similar best “fits” to experimental 

data have been noted and explored in the literature [16]. 

 

( )( ) 0.550.045 1.5 4 s

pY s s e−= + +  

(a) Pilot B 

 

( )( ) 0.450.02 3 5 s

pY s s e−= + +  

(b) Pilot C 

Figure 11.12: Transfer function fits to pilot, Yp, describing functions. 

11.3 A Scalogram-based PIO Detection Metric 

Previous work [10] has shown that scalograms, as defined in Appendix A, could be used to 

graphically expose potential PIO susceptibility. Furthermore, the Power Frequency [15] metric 

was defined to provide a means to better correlate observed pilot input activity with handling 
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qualities ratings. Still it seemed possible to find a direct measure of PIO susceptibility using 

scalogram-derived data that has not yet been identified. The real-time oscillation verifier 

(ROVER) developed by Mitchell, et al. [17] uses estimated frequency, phase, and input/output 

magnitudes as key PIO flags. More recently, Jones, et al. have proposed a new PIO metric [18] 

known as the Phase Aggression Criterion that computes a “phase distortion” in the time domain 

between input and output signals. These methods feature parameters or analogs that can be 

identified from appropriately selected scalograms.  

Building upon this past work, a new scalagram-based PIO metric was conceived that features a 

time-varying measure of peak input power at a given time versus weighted phase lag. The input 

signal is c(t) and the controlled element is Yc(), respectively, stick force and roll rate to stick 

force in this example. The scalogram P(,t) is the input power versus both frequency and time. 

The peak input power versus time is, 

       Pmax(t) = P(max(t),t)                  (11.2) 

where max(t) is the frequency at which the maximum power occurs, and the phase lag versus 

time is, 

                 max(t) = phase(Yc(max(t)))     (11.3) 

A weighted version of both frequency and phase takes into account the spread across frequency 

of the power and presents a better visual comparison using peak input power versus weighted 

phase lag. The weighting functions are: 
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Results for the two example cases used in this chapter are shown in Figure 11.13. To generate the 

proposed metric plot on the right, the intermediate computations shown on the left were 

generated. First, the peak input power is computed directly from the scalograms of the lateral 

stick force time series. Next, a weighted frequency is computed based on pilot input power. For 

Pilot C, the weighted frequency remains at approximately 2 rad/s for the entire run. For Pilot B, 

on the other hand, the weighted frequency increases from 2 rad/s to just under 4 rad/s over the 

first half of the run and then remains at this level for the remainder of the run. This weighted 

frequency is then used to compute a weighted phase lag from the aircraft controlled element roll 

rate phase responses shown in Figure 11.11. It is possible to compute phase directly from 

scalograms [19], but noise sensitivity is an issue as frequency increases. Thus, the FFT-based 

phase results offer an averaged or smoothed phase computation.  
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Figure 11.13: The Inceptor Peak Power – Phase PIO metric. 

The weighted phase lag is derived from a rate, not an attitude frequency response, so PIO 

susceptibility is defined in the neighborhood of -90 degrees of phase lag. If the pilot was operating 

only as a pure gain, the phase lag associated with the PIO would be exactly -90 degrees. Because 

of additional pilot compensation, this ideal case is rarely the observed case. Reviewing the Pilot 

C fitted transfer function from Figure 11.12, there is little added phase lag or lead from the pilot 

at the 2 rad/s. For Pilot B, on the other hand, approximately 20 degrees of added phase lag results 

when the pilot is operating at the nearly 4 rad/s frequency. Combined with the phase lag from the 

controlled element, a PIO results. This result is clearly differentiated in the peak power versus 

weighted phase lag plot. The Pilot C case does not build up in amplitude and there is significant 

margin from the critical phase lag range near -90 degrees. For the Pilot B case, on the other hand, 

the input power grows significantly over the course of the run and from approximately the 38 

second point of the run, the locus of points enters the critical phase lag region and remains in this 

region for the remainder of the run. 

11.4 Conclusions 

As part of a flight test evaluation of the Smart Adaptive Flight Effective Cue or SAFE-Cue 

system, disparate pilot behaviors were observed when evaluating the baseline aircraft 
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configuration in the roll axis. From the analysis of the flight test data, the following conclusions 

are made.  

The time response data revealed a “bang-bang” pilot control behavior for Pilot B that was in stark 

contrast to that observed in the Pilot C input response. Furthermore, the time response data 

revealed the presence of a pilot-induced oscillation in the Pilot B run that is sustained throughout 

the run. Analysis of the power spectral density plots computed from the lateral stick force time 

series of the two pilots revealed an input power for Pilot C that drops off above 1.8 rad/s 

frequency, while Pilot B’s power increases above this frequency to a peak power that is 

approximately 2.5 times higher than Pilot C’s peak power. In these cases, the power was averaged 

over the scoring time for the tracking task. Using time-varying scalograms, Pilot C’s peak input 

power was found to remain at a frequency of approximately 2 rad/s for the entire run. The 

frequency of Pilot B’s input power, on the other hand, varied over the length of the run. Beginning 

at approximately 20 seconds, Pilot B gradually transitions from a peak power at around 2 rad/s to 

a peak power around 4 rad/s and once there, the power increases significantly over the next 20 

seconds peaking at a value that is approximately 10 times higher than Pilot C’s peak power. 

Pilot-vehicle system describing functions illustrated that the more aggressive lead compensation 

and crossover frequency and the corresponding increased phase lag at higher frequencies resulted 

in the sustained pilot-induced oscillation for Pilot B, while Pilot C saw no such tendencies. Using 

a gain, first order leads, and effective time delay terms, transfer function fits were made to the 

pilot describing functions. The resulting fits revealed higher gain, more aggressive lead 

compensation, and 100 msec more effective delay for Pilot B when compared to Pilot C. Despite 

the sustained oscillations, Pilot B did not recognize that he was in a PIO. He did, however, 

recognize the “extensive compensation” he was employing as reflected in his handling qualities 

rating of 6. 

Building upon past work, a new scalagram-based PIO metric was conceived that features a time-

varying measure of peak input power at a given time versus weighted phase lag. Results showed 

that the Pilot C case did not build up in amplitude and there was significant margin from the 

critical phase lag range near -90 degrees. For the Pilot B case, the input power grew significantly 

over the course of the run and from approximately the 38 second point of the run, the locus of 

points entered the critical phase lag region and remained in this region for the remainder of the 

run. Though a much more thorough review of available data is required to elevate this analysis 

method to that of a candidate PIO criterion, the results presented in this chapter show promise. 

Finally, the diverse analysis methods employed in this chapter revealed many facets of pilot 

behavior that can produce diverse results when conducting the same evaluation task with the same 

aircraft configuration. Thus, it cannot be emphasized enough the importance of a thorough 

analysis of the quantitative data in contrast to an over reliance on the qualitative pilot comments 

and ratings. Both are important, and both are needed for more complete comprehension of the 

pilot-vehicle system. In the next chapter, the utility of the proposed PIO metric is explored using 

the Smart-Cue/Smart-Gain flight test database that was introduced in Chapter 8. 
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12. Assessment of a Scalogram-Based PIO Metric with Flight Test Data 

 If there is one overwhelming recommendation that can be made, it is that all parties 

involved in the development of a new aircraft must always be prepared for the occurrence of PIO. 

It should not come as a complete surprise. 

 David Mitchell, Mitchell Aerospace Research, from Development of Methods and 

Devices to Predict and Prevent Pilot-Induced Oscillations, WL-TR-2000-3046 
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12.0 ASSESSMENT OF A SCALOGRAM-BASED PIO METRIC 

WITH FLIGHT TEST DATA 

From advanced military aircraft to modern commercial transports and from business jets to 

rotorcraft, fly-by-wire flight control systems are now common place. This offers designers the 

ability to tailor response types via various flight control modes to specific missions or flight 

conditions. The mode transitions, envelope limiting, and control surface rate and position 

saturation that can accompany fly-by-wire designs may lead to pilot-vehicle system loss of 

control in the form of pilot-induced oscillations (PIO). With most fly-by-wire designs, the PIO 

tendencies have surfaced in flight test allowing for modifications that can reduce these tendencies. 

Building on the candidate metric introduced in Chapter 11, this chapter explores the use of a 

wavelet scalogram-based metric that considers the time-varying peak pilot input power as a 

function of the controlled element phase at the frequency of the peak power, all of which are 

elements of the previously defined PIO signature. A flight test database generated in the 

evaluation of the Smart-Cue/Smart-Gain PIO mitigation concept is used to assess the utility of 

the proposed approach. The results of the assessment indicate that the new metric was successful 

at identifying correctly both PIO and non-PIO cases. The contents of this chapter were largely 

based on [1,2]. 

12.1 Introduction 

As discussed in [3], PIO have a distinct signature as described in the following four conditions 

that must be present: 

Condition 1: There must be an oscillation. Oscillatory behavior is often observed in normal 

piloted operation and cannot be taken, alone, as a precursor to PIO. Attempts have been made to 

characterize non-oscillatory events that might fit some of the other conditions listed below. 

Condition 2: The aircraft response must be out of phase with the pilot input. There will be a 

measurable state that shows an approximately 180 degree phase difference with the pilot’s inputs, 

the most common states being pitch or roll attitude. This condition was observed by Chalk [4] 

and occurs in the vast majority of documented PIOs [5]. 

Condition 3: The frequency of the oscillation must be in a range where PIO occurs. Although 

catastrophic PIO have been observed at frequencies near the phugoid mode [6], the most common 

frequencies by far are between about 1 and 8 rad/s. As an example, Figure 12.1 from [7] shows a 

cross plot of average PIO frequency versus maximum peak-to-peak amplitude of angular rate, 

Figure 12.1(a), and amplitude of cockpit control force input, Figure 12.1(b), for a representative 

sampling of PIOs. Small-amplitude roll oscillations, usually identified as “roll ratchet,” and often 

not considered to be PIO at all, occur at frequencies above 10 rad/s, and at least one yaw 

oscillation or “yaw chatter” was observed at 25 rad/s. The most severe events (solid symbols), 

however, are between about 1 and 8 rad/s. Figure 12.1 classifies PIOs that were identified in their 

references as clearly being relatively severe or relatively mild; the severe event at almost 8 rad/s 

and peak-to-peak pitch rate amplitude of 40 deg/s was the well-known T-38A PIO [8]. 
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(a) Amplitude of cockpit control force input 

 

(b) Amplitude of angular rate 

Figure 12.1. Frequency and amplitude distribution of documented PIOs [7].  
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Condition 4: The amplitude of control inputs, aircraft responses, or both, must be large enough 

to care. Pilots typically apply numerous small-amplitude inputs at the frequency range 

corresponding to PIO. As long as the control inputs and aircraft responses are sufficiently small, 

the pilot will not consider it a sign of PIO even if the frequency and phase angle are in the PIO 

region. PIO with surface rate limiting, classified as Category II PIO [9], may have very large 

control inputs with aircraft response minimized by the rate limiting. If the rate limiting is 

sufficiently intrusive, the pilot may even consider it to be a severe event, and if the rate limiting 

causes a loss of augmentation, a divergent PIO may, and probably will, result. 

It is possible to make general characterizations for oscillatory phenomena based on Figure 12.1. 

• Roll ratchet/yaw chatter are characterized by oscillations at frequencies above about 2 

Hz (12 rad/s). Maximum angular rates are normally about 10 deg/s or less, though 

ratchets with roll rates as high as 50 deg/s have occurred. Control forces are always 

relatively low, however, generally below about 5 lbs. They can be considered violent if 

accompanied by large side accelerations. Occurrence in roll is usually related to 

excessive control sensitivity; in yaw related to Dutch roll damping. 

• Pitch bobble can occur at any frequency between about 1 and 9 rad/s, but most 

commonly at frequencies above 5 rad/s. Bobble is characterized by maximum pitch rates 

of 10 deg/s or less and maximum control forces of 5 lbs or less. 

• High-frequency pitch PIOs have frequencies above 5 rad/s, and severe PIOs can exhibit 

pitch rates from less than 10 deg/s to at least 40 deg/s. Control forces are usually above 

10 lbs, but severe PIOs can also have forces well below 10 lbs. 

Pitch, roll, and yaw PIOs that are most often destructive occur below about 5 rad/s. Angular rates 

are usually below 25 deg/s, though at least one case, the YF-16 “flight zero” incident [10], reached 

roll rates of 50 deg/s. There is no obvious separation between severe and non-severe PIOs in this 

frequency range. Many of the low-pitch-rate severe events in Figure 12.1a resulted from extreme 

actuator rate limiting; very high control forces, solid circles between 35 and 45 lbs in Figure 

12.1(b), generated only small pitch rates and the pilots assigned these cases Handling Qualities 

Ratings [11] (HQRs) of 8, 9, or 10. 

This chapter explores the use of these PIO signature characteristics to define a new PIO metric, 

the Inceptor Peak Power-Phase metric that can be used to identify PIO in a real-time flight test 

environment. 
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12.2 The Inceptor Peak Power – Phase Metric 

12.2.1 Defining the Proposed Metric3 

Previous work [3] has shown that scalograms, as defined in Appendix A, could be used to 

graphically expose potential PIO susceptibility. Furthermore, the Power Frequency [15] metric 

was defined to provide a means to better correlate observed pilot input activity with handling 

qualities ratings. Still it seemed possible to find a direct measure of PIO susceptibility using 

scalogram-derived data that has not yet been identified.  

The real-time oscillation verifier (ROVER) developed by Mitchell, et al. [12] uses estimated 

frequency, phase, and input/output magnitudes as key PIO flags. More recently, Jones, et al. have 

proposed a new PIO metric [13] known as the Phase Aggression Criterion (PAC) that computes 

a “phase distortion” in the time domain between input and output signals. These methods feature 

parameters or analogs that can be identified from appropriately selected scalograms.  

Building upon this past work, a new scalagram-based PIO metric was conceived that features a 

time-varying measure of peak input power at a given time versus weighted phase lag. The input 

signal is c(t) and the controlled element is Yc(), respectively, stick force and roll rate to stick 

force in this example. The scalogram P(,t) is the input power versus both frequency and time. 

The peak input power versus time is, 

                                   Pmax(t) = P(max(t),t)                   (12.1) 

where max(t) is the frequency at which the maximum power occurs, and the phase lag versus 

time is, 

                 max(t) = phase(Yc(max(t)))     (12.2) 

A weighted version of both frequency and phase takes into account the spread across frequency 

of the power and presents a better visual comparison using peak input power versus weighted 

phase lag. In short, the weighted version yields a more robust trajectory by reducing the 

discretized response of the non-weighted version. The weighting functions are: 

 

3 For completeness, Section 12.2.1 below has been repeated from Chapter 11. 



235 

 

          

2

0

2

0

2

0

1
ˆ ( ) ( , )  

( )
1ˆ ( ) ( , ) ( )
( )

( ) ( , )

max

max

t P t d
t

t P t d
t

t P t d

   

    

 







=


=


 =







    

(12.3) 

Weighted results for the two example cases used in Chapter 11 are shown in Figure 12.2. To 

generate the proposed metric plot on the right, the intermediate computations shown on the left 

were generated. First, the peak input power is computed directly from the scalograms of the lateral 

stick force time series. Next, a weighted frequency is computed based on pilot input power. For 

Pilot C, the weighted frequency remains at approximately 2 rad/s for the entire run. For Pilot B, 

on the other hand, the weighted frequency increases from 2 rad/s to just under 4 rad/s over the 

first half of the run and then remains at this level for the remainder of the run. This weighted 

frequency is then used to compute a weighted phase lag from the aircraft controlled element roll 

rate phase responses shown in Figure 11.11 from Chapter 11. It is possible to compute phase 

directly from scalograms, but noise sensitivity is an issue as frequency increases [14]. Thus, the 

fast Fourier Transform-based phase results offer an averaged or smoothed phase computation. 

 

Figure 12.2: The Inceptor Peak Power – Phase PIO metric. 
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The weighted phase lag is derived from a rate, not an attitude frequency response, so PIO 

susceptibility is defined in the neighborhood of -90 degrees of phase lag. If the pilot was operating 

only as a pure gain, the phase lag associated with the PIO would be exactly -90 degrees. Because 

of additional pilot compensation, this ideal case is rarely the observed case. Reviewing the Pilot 

C fitted transfer function from Figure 11.12, there is little added phase lag or lead from the pilot 

at the 2 rad/s. For Pilot B, on the other hand, approximately 20 degrees of added phase lag results 

when the pilot is operating at the nearly 4 rad/s frequency. Combined with the phase lag from the 

controlled element, a PIO results. This result is clearly differentiated in the peak power versus 

weighted phase lag plot that feature trajectories that are a function of time. The Pilot C case does 

not build up in amplitude and there is significant margin from the critical phase lag range near -

90 degrees. For the Pilot B case, on the other hand, the input power grows significantly over the 

course of the run and from approximately the 38 second point of the run, the locus of points enters 

the critical phase lag region and remains in this region for the remainder of the run. Because real 

time implementations of the wavelet-based methods have been established in previous work [14], 

such an implementation of the Inceptor Peak Power-Phase (IPPP) metric described herein is 

feasible. 

12.2.2 Normalizing the Input Power 

As described by the PIO signature, an out-of-phase characteristic between the pilot inceptor 

command and an aircraft output state is not enough to be considered a PIO. Specifically, the 

amplitude of the pilot input must be “large enough to care.” Thus, to be an effective PIO metric, 

there is a need to separate those cases where there may be an out-of-phase oscillatory response, 

but the amplitude of the pilot input is too small to be considered PIO. The separation can be made 

by normalizing the inceptor peak power in some fashion such that a PIO/no PIO region can be 

defined. A number of normalizing terms were considered, but ultimately the historical data from 

Figure 12.1(a) were used. These data indicate that most of the pitch and roll severe events 

occurred with stick forces in the 35 to 40 lbs peak-to-peak range. Thus, an inceptor amplitude of 

±17.5 lbs (35 lbs peak-to-peak) was found to cover roughly 80% of the events included in the 

figure. In Figure 12.3, the peak inceptor power versus phase lag plot from Figure 12.2 is repeated 

with the 17.5 lbs normalizing factor applied. Note that the normalizing factor is squared when 

applied to the peak power points at each time step. Further, the separation in character between 

the PIO and non PIO case remains distinct. Given this limited success, the application of the 

metric was next applied to a more complete flight test database in that a full range of handling 

qualities and PIO tendency ratings were present from several test pilot participants.    

12.3 Flight Test Data Description 

12.3.1 Flight Test Database 

The flight test database used herein was generated during the Smart-Cue/Smart-Gain [15,16] 

flight test campaign that was part of a program conducted for NASA Armstrong Flight Research 

Center. Formal flight test evaluations were conducted from the Calspan Corporation facility at 

Niagara Falls Airport over the two week period from November 7-17, 2006 and the two day 

period from January 30-31, 2007. As described in Part II of this thesis, the Smart-Cue/Smart-

Gain system was designed to mitigate the deleterious effects of control surface rate limiting that 
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can lead to severe Category II PIOs. The flight test database features pitch and roll cruise 

configurations and roll approach configurations.  

 

Figure 12.3: Normalized Inceptor Peak Power-Phase (IPPP) metric. 

12.3.2 Aircraft Configurations 

12.3.2.1 Pitch Cruise 

The baseline pitch configuration was based on previous flight test configurations that were used 

in past PIO evaluation programs. The closed-loop dynamic response, shown in Figure 12.4, was 

designed to be similar to the 2D configuration from the famous Neal-Smith [17] program. The 

bare airframe configuration, however, was statically unstable. Pitch rate and angle of attack 

feedbacks were then used to achieve a 2D-like response as was done in the piloted simulation 

evaluations from [7]. As predicted by the Airplane Bandwidth plot of Figure 12.4, the baseline 

configuration was free of any PIO tendencies when control surface rate limiting was not present, 

but the configuration did have an abrupt initial response that some pilots found objectionable. 

12.3.2.2 Roll Configurations 

The frequency responses for the baseline roll cruise and approach configurations are shown in 

Figure 12.5 and Figure 12.6, respectively. The configurations were designed to allow for desired 

performance to be easily achieved by the pilots in the selected evaluation tasks as long as no 

control surface rate limits were encountered. As with the pitch cruise configuration, there were 

no PIO tendencies observed with the baseline roll configurations. This result was also predicted 

by the Airplane Bandwidth criteria as indicated in Figure 12.5 and Figure 12.6. 
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(b) Airplane Bandwidth PIO susceptibility prediction  

Figure 12.4: Pitch axis cruise configuration frequency response and Airplane Bandwidth 

assessment. 
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(b) Airplane Bandwidth PIO susceptibility prediction  

Figure 12.5: Roll axis cruise configuration frequency response and Airplane Bandwidth 

assessment. 
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(b) Airplane Bandwidth PIO susceptibility prediction  

Figure 12.6: Roll axis approach configuration frequency response and Airplane Bandwidth 

assessment. 
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12.3.3 Evaluation Tasks 

The crew for the checkout and evaluation flights consisted of a Calspan safety pilot (SP), an 

evaluation pilot (EP), a Calspan flight test engineer, and the STI flight test conductor. 

12.3.3.1 Cruise Tasks: Pitch Tracking and Bank Angle Capture and Hold 

The Calspan Learjet head down display that was used for the cruise configuration evaluation tasks 

is shown in Figure 12.7. The radius of the green tracking reticle is 2 degrees, which represents 

adequate performance for the pitch task. The pilots estimated a 1 degree radius reticle for desired 

performance. The vertical tails of the command bar extend two degrees in each direction. These 

were used to assess performance in the lateral axis, that is, the angle from the center dot to the tip 

of a vertical tail is 7 degrees. The pilot estimated the 5 degree desired performance requirement 

by maintaining the actual roll attitude (green bar in Figure 12.7) just below the tip of the hat and 

the 10 degree adequate performance requirement by maintaining the actual roll attitude just above 

the tip of the hat.  

   

Figure 12.7: Learjet Head-Down Tracking Task Display. 

Pitch Axis Sum-of-Sines Tracking 

Objectives 

• Evaluate handling qualities in a tight, closed-loop tracking task. 

• Evaluate feel system and control sensitivity characteristics. 

• Identify bobble or PIO tendencies. 
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Description 

Aggressively track the displayed command bar signal (c in Figure 12.8) and attempt to keep 

errors within the specified tolerances. An example sum-of-sines signal is shown in Figure 12.9. 

The sine wave frequencies were identified in Chapter 9. 

Desired Performance 

• 1 degree (half of the radius of the displayed target reticle) 50% of the time. 

Adequate Performance 

• 2 degrees (radius of the displayed target reticle) 50% of the time. 
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Figure 12.8: Sum-of-sines tracking task integration. 

 

Figure 12.9: Example pitch axis sum-of-sines command signal. 
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Bank Angle Capture and Hold 

Objectives 

• Evaluate ability to roll and capture a bank angle. 

• Identify maneuverability limitations and PIO tendencies. 

Description 

From steady, wings level flight roll and capture the commanded bank angle identified on the 

head-down display and maintain this bank angle within the specified tolerance until the command 

bar displays the next capture angle. Captures were repeated until the pilot was ready to evaluate 

the configuration. 

Desired Performance 

• 5 bank angle. 

• No more than one bank angle overshoot for each capture. Magnitude of overshoot 

remains within the desired region. 

Adequate Performance 

• 10 bank angle. 

• No more than one bank angle overshoot for each capture. Magnitude of overshoot 

remains within the adequate region. 

12.3.3.2 Approach Task: Precision Offset Landing 

All of the approach and landing evaluations were made at Niagara Falls airport. 
The evaluation task was the precision offset landing task described below. 

Task Objectives 

• Evaluate ability to precisely control horizontal and vertical flightpath and 

airspeed. 

• Evaluate ability to precisely control sink rate and attitude in the flare. 

• Evaluate tendency for nose bobble or PIO. 

• Evaluate control sensitivity and harmony in landing. 

Task Description 

The offset landing task consists of a visual approach during which the evaluation pilot aligns the 

aircraft approximately 300 feet off the runway centerline (see Figure 12.10). At 150 to 200 feet 

above the ground, the EP corrects back to the centerline and attempts to touchdown within the 

desired parameters. The decision to correct is made by the SP. Offsets to the left or right can be 

used interchangeably; however, the direction of offset may often be dictated by the desire to turn 

away from civilian aircraft waiting in the hold short area. Typically, offsets were made to the 

right in this flight test program to take advantage of the drainage ditch visual cue located 
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approximately 250-300 ft to the right of runway 28R. Each landing was treated as a “must land” 

situation in order to ensure an elevated pilot gain. 

During a typical landing pattern evaluation, the safety pilot configured the aircraft for landing, 

selecting the proper flight control experiment, and engaging the variable stability system while 

on downwind. The evaluation pilot took control on base turn and lines up on final for the offset 

landing. The offset correction was initiated on the call from the safety pilot. A precise flared 

landing was attempted using the instrument landing markers as the desired touchdown point. 

These markers are located 1,000 feet from the threshold.  Upon touchdown, the safety pilot took 

control of the airplane and performed the takeoff and turn to downwind, while the evaluation pilot 

provided comments and ratings for that configuration.  

Desired Performance 

• Approach airspeed 

maintained within 

± 5 kts. 

• Touchdown within 

5 feet of 

centerline                                                                                                                                

(main wheels on 

centerline). 

• Touchdown within 

± 250 feet of 

aimpoint. 

• Sink rate – smooth 

touchdown. 

• No PIO. 

Adequate Performance 

• Approach airspeed 

maintained within -

5 kts/+10 kts. 

• Touchdown within 

25 feet of 

centerline. 

• Touchdown within 

± 500 feet of 

aimpoint. 

• No PIO 

 

Figure 12.10: Precision offset landing task requirements and approach [18] to Niagara Falls 

Airport. 
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12.3.4 Pilot Ratings 

Ratings from three test pilot participants are included in the data set used herein, Pilots 5, 6, and 

7. Four other pilots, Pilots 1 – 4, but they did not complete all three evaluation tasks in their 

sorties. All three were experienced in assigning pilot ratings, however, the assessment of PIO 

tendencies was a relatively new experience for Pilot 5. Ratings for the pitch tracking, bank angle 

capture and hold, and precision offset landing tasks are provided in Table 12.1, Table 12.2, and 

Table 12.3, respectively. The baseline configurations are shown in blue and as indicated by PIOR 

tendency ratings of 1 and 2 were found to be PIO free for all three tasks. The configurations with 

the reduced control surface rate limits are shown in red with PIO noted for all three tasks. Finally, 

the reduced rate limit with Smart Gain15 active configurations are shown in black or gray. The 

G2 (gray) configurations are not as aggressive at mitigating the rate limiting and, as expected, 

have degraded ratings in comparison to the G1 (black) configurations. These G1 configurations 

were all PIO free, but undesirable motions were present, while the G2 configurations had PIO or 

PIO tendencies. These configurations were selected because they provide the full range of PIO 

tendency ratings from which the scalogram-based metric can be assessed. 
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Table 12.1: Pitch sum-of-sines tracking task pilot ratings. 

Pilot Configuration 
Rate Limit 

(deg/s) 
HQR PIOR 

3 Baseline (BL) 100 2 1 

5 Baseline (BL) 100 3 1 

6 Baseline (BL) 100 3 1 

3 Rate Limit Only 10 8 5 

3 Rate Limit Only 10 10 5.5 

5 Rate Limit Only 10 7 4 

6 Rate Limit Only 10 8 4 

5 Rate Limit + Gain 10 4.5 3 

6 Rate Limit + Gain 10 4 2 

1 2 3 4 5 6 7 8 9 10

Handling Qualities Rating

1

2

3

4

5

6

P
IO

 T
e
n

d
e
n

c
y
 R

a
ti

n
g

Blue - BL, Red - RL Only, Black - RL+Gain
Pilot 3 Pilot 5 Pilot 6

No PIO

PIO
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Table 12.2: Bank angle capture and hold task pilot ratings. 

Pilot Configuration 
Rate Limit 

(deg/s) 
HQR PIOR 

3 Baseline (BL) 150 3 2 

5 Baseline (BL) 150 4 2 

6 Baseline (BL) 150 4 2 

3 Rate Limit Only 30 7 4 

5 Rate Limit Only 30 7 4 

6 Rate Limit Only 30 8 4 

3 Rate Limit + Gain 30 5 3 

5 Rate Limit + Gain 30 5.5 3 

6 Rate Limit + Gain 30 5 2 

1 2 3 4 5 6 7 8 9 10

Handling Qualities Rating

1

2

3

4

5

6

P
IO

 T
e
n

d
e
n

c
y
 R

a
ti

n
g

Blue - BL, Red - RL Only, Black - RL+Gain
Pilot 3 Pilot 5 Pilot 6

No PIO

PIO
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Table 12.3: Precision offset landing task pilot ratings. 

Pilot Configuration 
Rate Limit 

(deg/s) 
HQR PIOR 

5 Baseline (BL) 150 5 1 

6 Baseline (BL) 150 3 1 

5 Rate Limit Only 25 8.5 4 

6 Rate Limit Only 30 10 5 

5 Rate Limit + Gain 

(G1) 

25 4 2 

6 Rate Limit + Gain 

(G2) 

30 5 3 

5 Rate Limit + Gain 

(G2) 

25 6.5 3.5 

6 Rate Limit + Gain 

(G2) 

30 8 4 

 

1 2 3 4 5 6 7 8 9 10

Handling Qualities Rating

1

2

3

4

5

6

P
IO

 T
e
n

d
e
n

c
y
 R

a
ti

n
g

Blue - BL, Red - RL Only, Black - RL+Gain1, Gray - RL+Gain2
Pilot 5 Pilot 6

No PIO

PIO
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12.4 Assessment of the Proposed PIO Metric 

12.4.1 Application 

There is a total of 26 cases in the flight test database used herein. After reviewing the complete 

set of results, preliminary PIO/no-PIO boundaries were established along the -90 deg phase lag 

vertical and the 0.25 normalized inceptor input peak power horizontal. This results in a PIO region 

for inceptor input peak power versus phase lag points that have more than -90 degrees of phase 

lag at the weighted frequency and a normalized peak power that is greater than 0.25. These 

boundaries provide for cases wherein out-of-phase character may be present, but at pilot input 

amplitudes that are not a concern for PIO. 

The pitch axis sum-of-sines tracking results are shown in Figure 12.11. Individual plots are 

included for the baseline, rate limited only, and rated limited plus Smart-Gain cases. For this task, 

the PIO/no-PIO cases were correctly identified based on the PIO tendency ratings assigned by 

the evaluation test pilots in all but one rate limited only case. This Pilot 5 case reaches a 

normalized peak power of 0.15 at a phase lag of approximately -110 degrees. No PIO cases were 

noted for the baseline or rate limited plus Smart-Gain cases, none of which approach the PIO 

boundary. 

Results for the bank angle capture and hold cases are shown in Figure 12.12. For this task, the 

PIO/no-PIO cases were correctly identified as indicated by the assigned pilot ratings in all but 

one case. First, all of the baseline cases were clearly no-PIO cases. Next, the three rate limited 

only cases were all identified as PIO cases. Note that the Pilot 5 case just “kisses” the 0.25 

normalized gain boundary. Regardless of an actual crossing, any case that comes this close to the 

PIO boundary should be reviewed more closely, especially since the PIO tendency of the 

configuration was clearly revealed by the rating of Pilot 5 and the results of the other two pilots. 

The missed case was the Pilot 3 rate limited plus Smart-Gain case. As will be shown in the next 

section, the pilot PIO tendency rating of 3 was appropriate for the configuration, but the metric 

detection of PIO was also justified. 

The precision offset landing task results are shown in Figure 12.13 (baseline and rate limited only 

cases) and Figure 12.14 (rate limit plus Smart-Gain cases). For this task, the IPPP metric was 

again successful in correctly identifying all but one of the cases as measured by the assigned pilot 

ratings. First, while there was out-of-phase character noted, there was absolutely no PIO 

tendencies observed with the baseline cases. This is clearly illuminated by the metric application 

wherein the out-of-phase points are all significantly below the 0.25 normalized peak power 

boundary. Both rate limited only cases were rated as PIO prone and this too is captured by the 

metric. Two Smart-Gain aggressiveness levels were evaluated in the flight test program. The PIO 

tendencies of the Gain 2 cases were correctly identified. For the Gain 1 cases, however, the Pilot 

6 case clearly entered the PIO region, but was only assigned a PIO Tendency rating of 3. An 

examination of the time histories for this case in the next section indicates that this rating may 

have been too generous on the part of Pilot 6.    

 

  



250 

 

 

(a) Baseline cases 

 

(b) Rate limit only cases 

 

(c) Rate limit + gain cases 

Figure 12.11: IPPP metric applied to the example pitch sum-of-sines tracking cases. 
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(a) Baseline Cases 

 

(b) Rate Limit Only Cases 

 

(c) Rate Limit + Gain Cases 

Figure 12.12: IPPP metric applied to the example bank angle capture and hold cases. 
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(a) Baseline Cases 

 

(b) Rate Limit Only Cases 

Figure 12.13: IPPP metric applied to the example precision offset landing baseline and rate 

limit only cases. 
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(c) Rate Limit + Gain Cases 

Figure 12.14: IPPP metric applied to the example precision offset landing rate limit plus 

Smart-Gain cases. 

12.5 Discussion of Results 

Of the 26 flight test cases, 23 out of the 26 cases were correctly identified as PIO or No-PIO using 

the boundaries established herein for the IPPP metric. The three “missed” cases and the “close-

call” case are given a closer look here.  

Figure 12.15(a) shows time histories for the Pilot 5 pitch sum-of-sines tracking run for the rate 

limited only case that received a PIO tendency rating of 4, but did not meet the IPPP amplitude 

requirement even though the out-of-phase requirement was met. In reviewing the pitch attitude 

and longitudinal stick responses, there is a distinct 1.5 cycles of out-of-phase pilot-vehicle system 

behavior early in the run, that is, 3 to 7 seconds, but the inceptor amplitudes here are quite small. 

Later in the run beginning around 38 seconds, the out-of-phase behavior returns for another 1.5 
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cycles and here the inceptor amplitudes are growing, but a Learjet variable stability system safety 

trip cuts the run short at approximately 41 seconds. It is therefore reasonable to assume that the 

trajectory of the IPPP for this case may have continued into the PIO region instead of peaking at 

a normalized inceptor peak power of 0.15. For the Figure 12.15(b) case, there is a large bank 

angle overshoot observed at each initial attitude capture, but with the third capture, a PIO 

develops and results in task termination during the second cycle. This results in a borderline PIO 

detection case where the IPPP trajectory just reaches the 0.25 normalized peak power boundary. 

Based on the further examination of these two cases, the metric is working as intended, so no 

changes to the boundaries are warranted. 

 

(a) Missed case, Pilot 5 pitch sum-of-sines, rate limit only case 

 

(b) Borderline case, Pilot 5 bank angle capture and hold, rate limit only 

Figure 12.15: Missed case where PIO was not predicted and a borderline case. 
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Figure 12.16 presents the lateral stick force and bank angle time histories for the two cases in 

which the IPPP metric indicated PIO, but the pilots provided PIO tendency ratings of 3 that 

indicates no PIO. Beginning with the Pilot 3 bank angle capture and hold run shown in Figure 

12.16(a), several oscillations of a PIO are clearly evident in the first capture. While the remaining 

captures typically show an overshoot of the desired attitude, there are no further sustained 

oscillations. Thus, one can see that the pilot may have noted the oscillations on the first capture, 

but these tendencies did not appear in any of the subsequent seven captures as he adjusted to the 

new configuration. Thus, the assigned rating of 3 is reasonable, but a detected PIO by the IPPP 

metric is also correct. Given this result, the control law designer would be strongly encouraged 

to “fix” the observed handling qualities deficiencies of this rate limit plus gain configuration.  

 

(a) Pilot 3 bank angle capture and hold, rate limit + gain 

 

(b) Pilot 6 precision offset landing, rate limit + G1 

Figure 12.16: Missed cases where PIO was predicted. 



256 

 

Time histories for a second case wherein PIO was indicated by the IPPP metric, but not via the 

assigned PIO tendency rating is shown in Figure 12.16(b). This is the Pilot 6 rate limit plus Gain 

1 Smart-Gain case, the IPPP metric trajectory twice enters the PIO region. The first crossing into 

the PIO region is associated with the large input amplitude that comes with the pilot’s initial 

correction to the runway centerline at approximately 54 seconds. The second crossing is 

associated with the three plus PIO cycles noted as the pilot attempts to capture and hold the 

runway centerline beginning at approximately 61 seconds. In this case, the sustained oscillations 

were missed by the pilot and his resulting PIO tendency rating of 3 was too lenient. Based on the 

further examination of these two “missed” cases, the IPPP metric is again working as intended, 

and so changes to the boundaries are again not warranted. 

12.6 Conclusions 

As new aircraft continue to be introduced with configurations that are designed to push 

performance and efficiency envelopes using advanced fly-by-wire control system concepts, the 

potential for pilot-induced oscillations (PIO) will continue to be a concern. In this chapter, the 

utility of the inceptor peak power-phase (IPPP) PIO metric was explored using a flight test 

database that featured 26 cases, three evaluation tasks, three evaluation test pilots, and a full range 

of assigned PIO tendency ratings. Before applying the metric, characteristics of the PIO signature 

were applied to define a normalizing term for the inceptor peak power. Initial PIO/no-PIO 

boundaries were established, and the effectiveness of these boundaries was assessed using the 26 

flight test cases. The results of the assessment initially found that 23 of the 26 cases were correctly 

identified as a PIO or no-PIO case based on the assigned PIO tendency ratings. Further analysis 

of the three “missed” cases revealed that the metric was working as intended and no modifications 

to the current boundaries was needed. The IPPP metric can be used analytically as a PIO 

predictive tool or as a real-time monitoring tool. While the results shown herein are promising, 

further investigation of the IPPP approach is recommended with currently available or newly 

collected flight test data using a variety of aircraft configurations, that is, PIO susceptible and 

PIO resistant, and evaluation tasks. 
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13. Conclusions and Recommendations 
 Experience has shown that almost all high performance aircraft are likely to have PIO 

episodes sometime in their development or early operational experience, leading to yet another 

“ad hoc” solution at a great price. To put this evil genie back in the bottle will require an effective 

broadly-based program of analytical, experimental, and flight research that has proved to be 

difficult to mount and sustain. 

 Duane McRuer, 22nd Minta Martin Lecture, “Human Dynamics and Pilot-Induced 

Oscillations,” Massachusetts Institute of Technology, December 2, 1992.   
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13.0 CONCLUSIONS AND RECOMMENDATIONS 

While not at the scale required, the work described herein has attempted to address the challenge 

made by Duane McRuer in his 22nd Minta Martin Lecture [1] wherein he called for a broadly-

based program of analytical, experimental, and flight research to mitigate the ongoing threat to 

safety of flight posed by pilot-induced oscillations (PIO). Given that modern PIO phenomena are 

dominated by the presence of control surface actuator rate limiting, the goals of this thesis were 

as follows: 

To address Category II PIO, the goals of this thesis are to 

Provide enhanced comprehension and analysis methods, in-flight mitigation methods, and 

valid detection methods. 

The theories, analyses, mitigation, and detection methods featured in this thesis were designed to 

be general and are therefore not tied to a particular aircraft type, flight control system architecture, 

or cockpit inceptor configuration. 

13.1 Part I: Comprehension and Analysis Methods 

13.1.1 Chapter 2: The Nature of Control Surface Actuator Rate Limiting 

The focus of the Comprehension and Analysis Methods sections of this thesis, beginning with 

Chapter 2, is on the role of rate limiting in PIO. The earliest well-documented PIO event that 

featured rate limiting was the first flight of the X-15 aircraft in 1959.  This event is one of the 

most analyzed of all PIO events. Among the earliest is the analysis documented in [2] that features 

the development of describing function approximations for a rate limited actuator and an inverse 

describing function technique used to predict limit cycle oscillations and their frequencies. 

Attention to the effects of rate limiting and other system nonlinearities surfaced again in 

conjunction with the severe PIOs that occurred with the YF-12 aircraft during aerial refueling.  A 

description of the nonlinear analysis of these events was done at NASA by Smith and Berry [3].  

More recent highly documented PIO events that involved rate limiting include the YF-22 [4] and 

JAS-39 [5] events.  These events that resulted in significant damage to the YF-22 and the loss of 

two JAS-39 aircraft inspired a new thrust in handling qualities research that emphasized 

comprehension, prevention, and alleviation of the nonlinear effects associated with rate limiting.   

For PIO to occur, there must be a trigger [6,7]. Following the well-publicized crashes of the YF-

22 and the JAS-39 aircraft in the early 1990’s, it was speculated that rate limiting was a trigger 

for most PIOs on fly-by-wire aircraft. After the research efforts of the 1990’s, it was concluded 

that rate limiting can be a trigger for PIO. Sometimes PIO can also be the cause of the rate 

limiting.  Further, it is possible to encounter severe rate limiting without a PIO. Comprehension 

of these possible outcomes is important if Category II PIOs are to be mitigated in design or via 

on-board counter measures such as the PIO suppression filter used on the Space Shuttle [8]. 
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In this chapter, a simplified model of a control surface actuator was introduced to study the nature 

of rate limiting. Using this simple model, the linear characteristics of the actuator response are 

completely defined in terms of its time constant, T, or bandwidth frequency, a, wherein T = 1/a. 

As such, the linear response is frequency dependent.  Three distinct actuator response regions 

were identified – linear, near saturation, and highly saturated. The near saturation region features 

intermittent rate limiting, but the overall response remains quasi-linear. The highly saturated 

region, however, is characterized not only by the input command frequency, but also by the 

maximum rate and amplitude of the input. That is, the nonlinear response is both amplitude and 

frequency dependent. Comparing the simplified model with a high order actuator model from a 

high-performance aircraft verified the utility of the simplified approach for the study of pilot-

vehicle system interactions including PIO. 

Main finding of Chapter 2 

A simplified nonlinear model of a control surface actuator with rate limiting approximates the 

dynamic behavior of higher order actuator models in the frequency range that is relevant for 

PIO analysis and can therefore be used to enhance comprehension of Category II PIO. 

13.1.2 Chapter 3: The Exact Describing Function and Approximations 

For modern pilot-vehicle systems, simulation with a focus on time domain methods remains the 

tool of choice for analysis of nonlinear systems. Although powerful, computer simulation results 

are specific to the given set of model parameters. In this way, the nonlinear simulation serves as 

a system performance verification tool. In Chapter 3, describing function techniques were 

introduced as an analytical alternative to computer simulation. There are important reasons to 

exercise describing function techniques, the most important of which with respect to the analysis 

of Category II PIO is that describing function results can be generalized. Describing functions 

also provide extensions of linear graphical procedures. In this research, describing functions that 

apply to the simplified model introduced in Chapter 2 were developed. 

Describing function methods were derived that characterize the nature of rate limiting with a 

focus on the linear, near saturation, and highly saturated regions of performance. Using the 

simplified nonlinear model, it was shown that a closed-loop rate limited actuator is characterized 

by not only an added phase lag, but also a significant reduction in actuator bandwidth. Further, 

the sudden onset of these characteristics can be brought about by only small changes in input 

command amplitudes, especially when the pilot is operating in a high-gain closed-loop task. By 

using the exact describing function analysis methods described in the chapter, the characteristics 

associated with actuator rate limiting that can lead to PIO were quantified, in terms of known 

command input and actuator design parameters. Further, more easily computed describing 

function approximations were defined in terms of these command input and design parameters. 

Using example cases for all three regions, the describing function results were shown to be 

conservative, that is, the added phase lag due to the rate limiting was over-estimated when 

compared to the exact describing function case. 
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Main finding of Chapter 3 

Describing function methods can be used to accurately estimate the magnitude attenuation, 

added phase lag, and bandwidth reduction resulting from control surface actuator rate limiting. 

13.1.3 Chapter 4: PIO Limit Cycle Prediction using the X-15 as a Case 

Study 

A key motivation for developing the describing functions (approximate and exact) defined in 

Chapter 3 is to predict closed-loop pilot-vehicle system limit cycles [2] referred to here as 

Category II PIO. A synchronous pilot longitudinal closed-loop system with a rate limited actuator 

nonlinear element in series with linear elements is shown in Figure 4.1. For this synchronous 

behavior, it has been demonstrated that when sinusoidal inputs appear in pilot-vehicle systems, a 

pilot can essentially duplicate the sinusoid with no phase lag up to frequencies of about 3 Hz 

(about 20 rad/sec) [9]. For these synchronous cases, the pilot can be represented by a pure gain 

(Kp) as shown in the Figure 13.1 block diagram.  

 

Figure 13.1: Synchronous pilot closed-loop system with nonlinear actuator. 

The criterion for a neutrally damped oscillation is simply that the open-loop amplitude ratio is 

1.0 (0 dB) and the phase is -180. For an oscillation to persist in the Figure 13.1 example, the 

synchronous pilot-vehicle system with a series nonlinear element must satisfy the following 

equation:          

( ) ( ), 1G j N j A  = −                 (13.1a) 

or 
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In the equation, G(j) represents the frequency dependent linear elements (Kp and / in Figure 

13.1) and N(j,A) represents the frequency and amplitude dependent nonlinear element (the 

describing function /c in Figure 13.1).1 

Chapter 4 illustrates via a famous flight test example that rate limiting of control surface actuators 

can have dire effects on handling qualities and PIO.  The magnitude of the effects depends on 

three basic factors: (1) how long the actuator is rate-limited; (2) how much more the pilot-vehicle 

system demands of the airplane; and (3) the consequences on aircraft dynamics of encountering 

the limit. Fundamentally, rate limiting introduces added phase lag into the response of the aircraft. 

This alone can be sufficient to lead to PIO, depending upon the characteristics of the aircraft.  

Flight 1-1-5 of the X-15 provides a perfect example of this effect, wherein an aircraft 

configuration that had good predicted handling qualities by linear system measures, still had a 

severe Category II PIO due to the control surface actuator rate limiting. In the X-15 example used 

here, the PIO frequency was significantly reduced from the linear neutral stability frequency, thus 

displaying the profound impact of actuator rate limiting. This result takes on added significance 

in light of the inability of the linear criteria and metrics to identify the PIO susceptibility of this 

configuration. 

Main finding of Chapter 4 

For Category II PIO cases where the rate limiting occurs in series with an otherwise linear 

system, inverse describing function techniques can be used to predict the limit cycle or PIO 

frequency. 

13.2 Part II: Category II PIO Mitigation Methods 

13.2.1 Chapter 5: Historical Precedents for Inceptor Cueing 

In the Chapter 5 review of historical examples, it was shown the aircraft designers have long used 

inceptor artificial feel mechanisms to restore or provide cues to the pilot when flying aircraft with 

indirect flight control systems. Further, it was shown that the fundamental understanding of PIO 

is sufficient to devise mitigation methods. Whether using a suppression filter or a control surface 

actuator rate limiting compensation scheme, the industry has introduced mechanisms through 

which the deleterious effects of rate limiting can be mitigated at least partially, but often at the 

expense of handling qualities and pilot-vehicle system task performance. The challenge addressed 

in the subsequent chapters of Part II was to devise new methods that can not only mitigate PIO 

susceptibility due to rate limiting but also maintain desirable handling qualities and task 

performance. 

Main finding of Chapter 5 

There is strong historical precedent that the use of inceptor cueing to the pilot can be an 

effective means to mitigate the deleterious effects of control surface actuator rate limiting. 
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13.2.2 Chapter 6: Defining Dynamic Distortion 

At present, the aircraft flying qualities community has sufficient understanding of pilot-vehicle 

systems in general to make the case that effective vehicle dynamic characteristics for a given 

design can be considered to be either ideal or good enough. Departures from these nominally 

ideal properties can then be labeled as “distortions” that may underlie pilot-vehicle system 

problems. A common example is control surface rate limiting that is the focus of this thesis, where 

deviation from ideal or desirable values has been shown to lead to PIOs in some circumstances. 

Another example is mis-rigging of control system elements, such as mechanical maladjustments 

leading to control system backlash or excessive hysteresis.   

The common theme is that the actual manual flight control system is in some way deviating from 

an ideal system. The pilot is expecting one type of response, typically a linear response that has 

predictable characteristics, but the actual system is behaving differently because of the distortion.  

Within this general context, Ralph A’Harrah while at NASA Headquarters proposed the “Loss of 

Control Inhibition System” (LOCIS) wherein distortions are detected, and appropriate cues are 

then introduced to the pilot by way of compensation to mitigate the distortions (U.S. Patents 

#7,285,932 and #7,285,933). It was recognized at the time that this was still a general concept 

that had yet to be made concrete or specific. It served as a motivation for the work reported in 

Part II of this thesis to attempt to quantify such conceptual terms as “distortions” and “idealized 

systems” as unifying principles underlying the development of corrective measures in the form 

of controller cues. To advance this generalized theme, concrete examples were needed. Thus, the 

critical distortion involving control surface rate limiting as the key factor in Category II PIO [10] 

and subsequent loss of control was selected for the work described in Chapter 6. 

The analysis of an F-14 flight test database in this chapter provided the following findings and 

observations. Although the concept of dynamic distortion was initially somewhat ill-defined, it 

was nonetheless shown to be an effective means of identifying key flight control system 

nonlinearities such as rate limiting. When dynamic distortion was defined in terms of a simplified 

ideal linear system represented by the steady state system characteristics, rate limiting distortions 

were identified particularly well; however, the concept as defined in these terms was not a “catch 

all” for all of the items that can lead to unfavorable pilot-vehicle interactions such as PIO, for 

example, poor aircraft dynamics, inappropriate control stick sensitivity, etc. Furthermore, 

command path filters that are commonplace in modern systems, also result in a dynamic distortion 

when compared to the steady state gearing. The results of this analysis thus demonstrated that an 

“idealized system” response that can provide a more robust measure of dynamic distortion was 

still needed. 

Main finding of Chapter 6 

Departures from an ideal flight control system response reveal the impact of dynamic 

distortion associated with control surface actuator rate limiting. 
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13.2.3 Chapter 7: A Simplified “Ideal Linear System” 

In Chapter 7, an idealized manual control system concept is defined to quantify the concept of 

dynamic distortion and introduce the Smart-Cue and Smart-Gain concepts to mitigate Category 

II pilot-induced oscillations (PIO). The basic idea in applying the ideal system concept is to 

restore a force feedback cue in a fly-by-wire system configuration. This is the heart of the Smart-

Cue concept. As shown in Figure 13.2, the commanded surface position and actual surface 

position are used to define a Position Error via an ideal linear system that can be as simple as a 

unity gain. Comparisons of the Position Error with idealized manual control system 

characteristics, that is, Position Lag, will therefore reflect differences, due to distortions in the 

actual system. Cueing and corrective haptic forces, the Smart-Cue, are then presented to the pilot 

as a “proprioceptive display.” Nominally the mechanization of this feature will be based on an 

inceptor with active back-drive capability. In principle, the back-drive mechanism is an adjustable 

spring gradient artificial feel system force producer that constitutes a proprioceptive display. 
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Figure 13.2: Implementation of the Smart-Cue system. 

A second design concept that is also based on a measure of dynamic distortion, the Smart-Gain, 

evolved from the checkout flight process [11] wherein the Smart-Cue alone was not a sufficient 

mitigation method, but discussions with the evaluation pilots introduced the idea of an adaptive 

command path gain based on Position Error. Piloted simulation was used to rapidly prototype 

such a concept, the Smart-Gain. Past work including the PIO suppression filter [8] used on the 

space shuttle employs command path gain reduction techniques. Such techniques estimate the 
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frequency of the pilot’s input, and then attenuate the input as a function of this frequency. This 

technique does not, however, take the response of the control system into consideration, so the 

pilot input is attenuated whether or not it is needed. With the Smart-Gain, the pilot input is 

attenuated as a function of the Position Error, the measure of dynamic distortion, as shown in 

Figure 13.3. A Position Lag metric is used to turn the Smart-Gain “on” and “off.” The Position 

Lag may be set independently to the values used for the Smart-Cue. 
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Figure 13.3: Implementation of the Smart-Gain system. 

Chapter 7 described the development of an innovative means to alert, constrain and thereby 

alleviate loss of control associated with unfavorable pilot-vehicle systems interactions including 

pilot-induced oscillations that are often present in high gain, closed-loop operations. “Ideal” pilot 

to surface relationships were used to measure the impact of control system effects, such as control 

surface rate limiting, that distort the actual control system response. The Position Error measure 

of this “dynamic distortion” was used to develop; 1) a command path gain adjustment mechanism, 

a Smart-Gain, and 2) active alerting and constraining proprioceptive and tactile feedback cues to 

the cockpit controller, a Smart-Cue, when predetermined dynamic distortion boundaries, the 

Position Lag metric, are exceeded. The Smart-Gain and Smart-Cue concepts were developed and 

refined via piloted simulation before ultimately being evaluated and refined via flight test as 

described in Chapter 8. 

Main finding of Chapter 7 

A measure of control surface actuator dynamic distortion based on an ideal linear system 

response can be used to define an adaptive command path gain and an active alerting and 

constraining inceptor force cue to alleviate unfavorable pilot-vehicle coupling and mitigate 

PIO. 
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13.2.4 Chapter 8: Approach and Landing Flight Evaluation of Smart-Cue 

and Smart-Gain Concepts 

The Calspan Learjet In-Flight Simulator was used to evaluate the Smart-Cue/Smart-Gain PIO 

mitigation system using both cruise flight and approach and landing evaluation tasks. The 

working area for the checkout and evaluation flights was along the southern shore of Lake Ontario 

with all approach and landing evaluations made at Niagara Falls airport. The crew for the 

checkout and evaluation flights consisted of a Calspan safety pilot, an evaluation pilot, a Calspan 

flight test engineer, and the Systems Technology, Inc. (STI) flight test conductor. The evaluation 

pilots were exposed to the Smart-Cue and Smart-Gain mechanizations using the Learjet in a 

ground simulation mode prior to formal flight test evaluations. This gave the pilots some sense 

of how the cues and gain reduction would engage in flight. 

The baseline configuration was designed to be PIO free, while the rate limited configurations 

were designed to be susceptible to PIO. While configured via the Learjet Variable Stability 

System (VSS), the baseline configuration was similar to the Learjet sans the VSS with its yaw 

damper engaged. Smart-Gain only and combined Smart-Cue and Smart-Gain cases were then 

introduced with the rate limited configurations to assess the effectiveness of the system in 

mitigating PIO. The configurations were “blind” to the evaluation test pilots, that is, the pilot did 

not know what configuration was being assessed run-to run. Upon touchdown, the safety pilot 

would take control and return the aircraft via a “touch and go” to the desired landing approach 

starting point wherein the evaluation pilot would again be given control of the aircraft. While the 

safety pilot was in control, the evaluation pilot would provide ratings and comments for the 

selected configuration. Given available flight test time, repeat runs of selected configurations 

were made at the discretion of the STI flight test conductor. 

For the roll axis approach and landing evaluations, the clear performance enhancer for all three 

evaluation test pilots was the Smart-Gain. Addition of the Smart-Cue, however, was an important 

performance benefit for two of the three pilots. For these pilots, the evaluation flights took place 

on a day with significant cross winds and turbulent air that resulted in added workload for the 

precision offset landing task. The same Smart-Gain and combined force Smart-Cue produced the 

best results for both pilots. This combination consistently gave desired performance with no PIO 

tendencies over repeated evaluations, which was significant considering that the wind conditions 

varied from run to run. The third pilot flew on a calm air day, which allowed him to use smoother 

pilot inputs associated with his lower gain technique. In this environment, the Smart-Gain alone 

did much of the work and only small Smart-Cue forces that may have been imperceptible to the 

pilot were ever present.  

Main finding of Chapter 8 

When used together, the Smart-Gain and Smart-Cue were found to enhance flight safety in the 

approach and landing task by significantly reducing pilot-vehicle system loss of control 

incidents including PIO that routinely occurred with the rate limited alone configuration. 
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13.2.5 Chapter 9: Flight Test Evaluation of the Smart Adaptive Flight 

Effective Cue (SAFE-Cue) 

SAFE-Cue is a software system that is designed to be integrated with an existing flight control 

system. To use the system as intended, an active inceptor and tailored mechanizations of the 

software are required. The general composition of the SAFE-Cue mechanization structure is the 

same for both the pitch axis and the roll axis. Here, “mechanization” simply refers to the functions 

defining each component of the SAFE-Cue system. The SAFE-Cue system provides force 

feedback to the pilot via an active control inceptor with corresponding command path gain 

adjustments based on a measured system error between the adaptive controller response and a 

nominal system response [12]. The SAFE-Cue alerts the pilot that the adaptive control system is 

active, provides guidance via force feedback cues, and attenuates commands, thereby ensuring 

pilot-vehicle system stability and performance in the presence of damage or failures. While the 

focus herein is on an adaptive controller, the SAFE-Cue concept is completely general and can 

be applied to any fly-by-wire flight control system implementation to mitigate loss of control.  

The adaptive controller is described in [13]. In short, the system, as illustrated via the block 

diagrams of Figure 13.4, defines the magnitude of the adaptive command path gain and the 

intensity of the force feedback cue as a function of a pitch rate (as shown) or roll rate system 

error. Both systems can operate simultaneously. Thresholds on the system error are set so that 

there is no SAFE-Cue activity below these values. Above the threshold, the adaptive gain and 

force cue activate. The thresholds for the gain and force cue engage independently. The resulting 

force cue is a combination of a gradient-based force that approximates an effective feel system 

spring gradient change and a viscous friction-like force that is a function of the velocity of the 

inceptor motion as described further in Chapter 10 and [14]. There is only one nominal system 

model, so when the gain and force are both engaged, the input to the nominal system for the 

inceptor force feedback loop is 
'
c  . 

All SAFE-Cue flight test sorties were conducted with the Calspan Learjet In-Flight Simulator and 

originated from the Calspan facility at the Niagara Falls International Airport in Niagara Falls, 

NY. Evaluations maneuvers were conducted at an altitude of 15,000 ft and an airspeed of 250 

KIAS. The duration of each sortie was just under 2 hours with approximately 1.5 hours of 

evaluation time. While ratings and comments were taken in both flights, the first flight was 

considered a familiarization flight as described in an earlier section. The first flight for each pilot 

was a familiarization flight in which the pilot was methodically led through the baseline 

configuration, the failure scenario, and the SAFE-Cue mechanizations for each axis. The flight 

test engineer explained what the pilot could expect before each run including how the SAFE-Cue 

system would affect the pilot. The pilot was asked to give a handling qualities rating (HQR) and 

a pilot-induced oscillation rating (PIOR) after each run and could request a repeat of the case if 

needed. The second flight featured “blind” evaluations, that is, the pilot had no knowledge of the 

various configurations as they were introduced. The baseline configuration, failure only case, and 

SAFE-Cue mechanizations were randomly ordered for each axis. The pilot was asked to fly and 

rate each without knowledge of the aircraft configuration or the SAFE-Cue mechanization. As 

before the pilot could request to redo a case if needed. Three test pilots, (Pilots A, B, and C), 

served as evaluators for the flight test campaign. 
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(a) Adaptive command path gain  

 

(b) Active force feedback cue 

Figure 13.4: SAFE-Cue system block diagrams. 
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damage/failures. The selected adaptive controller and SAFE-Cue system integrated well with the 

Calspan Learjet model following system allowing for real-time operations and on-the-fly 

parameter adjustments. Pitch and roll sum-of-sines tracking tasks were used to evaluate the 

SAFE-Cue system, one at axis at a time. In the presence of only the reduced control surface 

effectiveness, the linear failure, the adaptive controller compensated well and effectively restored 

near baseline configuration performance. For the reduced control surface effectiveness plus rate 

limiting, the nonlinear failure, Pilots B and C routinely reached a Learjet safety trip indicating 

loss of control, while Pilot A demonstrated a “golden arm” technique that preserved control, but 

nevertheless clearly exposed configuration deficiencies including increased pilot-induced 

oscillation tendencies. 

From the task performance, system error scalograms, and crossover frequency metrics and pilot 

ratings and questionnaire results, there is a clear mitigating effect of the SAFE-Cue technology 

from which several conclusions can be drawn. In general, the pilots preferred and responded best 

to the linear or nearly linear SAFE-Cue mechanizations that resulted in a more predictable aircraft 

response. In the presence of the nonlinear failure, several gain only and gain plus force feedback 

SAFE-Cue configurations resulted in performance that approached that of the baseline healthy 

aircraft for each pilot. Finally, there were individual differences noted between pilots regarding 

SAFE-Cue configuration preference. A larger pilot sample size is needed to explore these 

preferences and eventually assign bounds or ranges to the mechanization parameters. 

As the SAFE-Cue technology advances, there will likely be differences in system mechanization 

requirements between aircraft types as well. Thus, the ranges that define “good” force cue and 

gain reduction intensities could eventually be established for diverse aircraft types. Finally, while 

the flight test results described in this paper were achieved in the presence of a representative 

adaptive controller, the SAFE-Cue technology is completely general in approach and with 

verification it can be applicable to any fly-by-wire aircraft. Active inceptor technology is required 

to fully utilize the system with force feedback cueing. 

Main finding of Chapter 9 

Several SAFE-Cue mechanizations were found to restore predictable adaptive control system 

responses in the presence of failures with task performance measures and pilot 

ratings/comments that approached those assigned for the baseline healthy system. 

13.2.6 Chapter 10: Build-Up of an Active Inceptor Cueing Force 

When approaching instability, linear system performance degrades in a manner that is predictable 

to a pilot. As nonlinearities are introduced, however, gradual degradations can be replaced by 

sudden changes in aircraft behavior resulting in the so called “handling qualities cliff.” With few 

warning signs provided by the aircraft as the pilot approaches such a cliff, loss of control can 

easily occur. An example divergent PIO is shown in Figure 13.5. This is an example loss of 

control event first described in Chapter 8. Here, the pilot is attempting a precision offset landing 

with an aileron maximum rate of ±30 deg/s. The rate limit nonlinearity results in a diverging PIO 

as the pilot attempts the final centerline capture. Fortunately, the likelihood of finding a handling 
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qualities cliff in transport category aircraft outside of flight test is rare. Of course, this also means 

that pilots are typically not prepared to respond when such an encounter occurs. To provide an 

effective alerting and, if necessary, constraining mechanism, one must first be able to identify an 

impending cliff. In the case of control surface rate limiting, for example, it is not good enough to 

simply identify when the rate limiter is active. Because of the nature of rate limiting [10], an 

aircraft can routinely operate at or near a rate limit without threat of loss of control. Thus, to alert 

the pilot of an active rate limit would diminish the effectiveness of the alert due to the number of 

false alarms. 

 

Figure 13.5: Example flight test divergent PIO. 

Although the fundamental force feedback concept has remained essentially fixed, many options 

are available regarding how the Smart-Cue or SAFE-Cue is mechanized and integrated within a 

modern flight control system. As the force feedback cue builds, it first provides an alerting 

function of an impending handling qualities cliff. Then as the force increases, it provides a 

constraining function, so that inputs that may lead the pilot-vehicle system over the cliff will be 

avoided. For the Smart-Cue, piloted simulation was used to evolve the mechanizations that were 

eventually evaluated in flight. Several feedback force options were considered individually and 

in various combinations. Options included a force that produced an effective spring gradient 

change, a coulomb friction force, and damping forces based on control stick velocity and the rate 

of change of the Position Error. For the initial SAFE-Cue mechanizations, lessons learned from 

the Smart-Cue simulator and flight test evaluations were used to more rapidly define effective 

design options. 

Pilot force cueing via an active control inceptor can be used in combination with adaptive 

command path gain reductions to mitigate pilot-vehicle system loss of control. Two such concepts 

have been developed for this role, the Smart-Cue/Smart-Gain that was developed to alleviate the 
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impact of control surface actuator rate limiting and the SAFE-Cue that was developed to improve 

pilot-vehicle performance in the presence of an adaptive flight controller and failures or damage. 

Main finding of Chapter 10 

When using active force feedback cueing to mitigate PIO, novel combinations of coulomb 

friction and gradient forces were found to provide the most desirable cues in both pitch and 

roll axis evaluations conducted in flight test. 

13.3 Part III: PIO Detection 

13.3.1 Chapter 11: Exposing Unique Pilot Behaviors from Flight Test Data 

Leads to a New PIO Detection Method 

During the flight test program that was evaluating the SAFE-Cue pilot-vehicle system loss of 

control mitigation scheme as described in Chapter 9, one of the three evaluation pilots, Pilot B, 

displayed a unique “bang-bang” control strategy while performing a roll axis tracking task. This 

behavior was observed for all aircraft configurations presented to the pilot. For those on board 

the aircraft, it was clear that this pilot had an adverse physiological response to the pitch tracking 

tasks evaluations, which then impacted the roll tracking tasks that followed. In Chapter 11, the 

observed behavior of this pilot was analyzed and compared with Pilot C to assess the impact of 

this unique control strategy on task performance, compensation, and resulting pilot opinion 

ratings. As part of the analysis, a new time-varying PIO metric was introduced that clearly 

illustrates the differences in the observed pilot behaviors. 

Building upon past work, a new scalogram-based PIO metric, the Inceptor Peak Power-Phase 

(IPPP), was conceived that features a time-varying measure of peak input power at a given time 

versus weighted phase lag. Results showed that the Pilot C case did not build up in amplitude and 

there was significant margin from the critical phase lag range near -90 degrees. For the Pilot B 

case, the input power grew significantly over the course of the run and once the locus of points 

entered the critical phase lag region, they remained in this region for the remainder of the run. 

Though a much more thorough review of available data is required to elevate this analysis method 

to that of a candidate PIO criterion, the results presented in this chapter show promise. 

Main finding of Chapter 11 

Based on the analysis of limited flight test data, the Inceptor Peak Power-Phase (IPPP) PIO 

detection metric was defined and successfully used to characterize flight test data from the 

SAFE-Cue evaluation sorties. 
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13.3.2 Chapter 12: Assessment of a Scalogram-Based PIO Metric with 

Flight Test Data 

As new aircraft continue to be introduced with configurations that are designed to push 

performance and efficiency envelopes using advanced fly-by-wire control system concepts, the 

potential for pilot-induced oscillations (PIO) will continue to be a concern. In Chapter 12, the 

utility of the inceptor peak power-phase (IPPP) PIO metric was explored using the Smart-

Cue/Smart-Gain flight test database that featured 26 cases, three evaluation tasks, three evaluation 

test pilots, and a full range of assigned PIO tendency ratings. Before applying the metric, 

characteristics of the PIO signature were applied to define a normalizing term for the inceptor 

peak power. Initial PIO/no-PIO boundaries were established, and the effectiveness of these 

boundaries was assessed using the 26 flight test cases. The results of the assessment initially 

found that 23 of the 26 cases were correctly identified as a PIO or no-PIO case based on the 

assigned PIO tendency ratings. Further analysis of the three “missed” cases revealed that the 

metric was working as intended and no modifications to the current boundaries was needed. 

While the results shown herein are promising, further investigation of the IPPP approach is 

recommended with currently available or newly collected flight test data using a variety of aircraft 

configurations, that is, PIO susceptible and PIO resistant, and evaluation tasks. 

Main finding of Chapter 12 

The Inceptor Peak Power-Phase (IPPP) metric can be used analytically as a PIO predictive tool 

or as a real-time control room monitoring tool. 

13.4 General Conclusion 

Pilot-induced oscillations – PIO in short – have been a handling qualities challenge for aircraft 

designers since the first powered flights of the Wright Brothers on December 17, 1903. Over the 

decades since those first flights, awareness of PIO has increased, but like an intelligent foe, PIO 

has adapted to the increasing complexities of the pilot-vehicle system and can now, in the age of 

fly-by-wire, hide within the complexities of modern flight control laws until the necessary 

triggering event occurs. As highlighted throughout this thesis, a common element of all the severe 

PIOs encountered in modern fly-by-wire aircraft is the presence of control surface actuator rate 

limiting. With respect to this observation, the following general conclusions are made regarding 

the impact of rate limiting, updated from those originally stated in [10]: 

Rate limiting of control effector actuators can have dire effects on handling qualities and PIO.  

The magnitude of the effects depends on three basic factors: 

1. How long the actuator is rate limited. This reflects the near saturation versus highly 

saturated cases. It is the highly saturated cases that pose the greatest threat of PIO. 

2. How much more the pilot/flight control system demands of the airplane. If the 

mission task requires more than the system can give, the demands of the task can 

lead to PIO. 
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3. The consequences on aircraft dynamics of encountering the limit. Here, the concern 

is that the rate limiting can expose the pilot to the open loop unaugmented airframe 

dynamics that may be unstable. In cases such as the JAS 39 Gripen, this led to a 

catastrophic divergent PIO. 

Rate limiting can cause PIO.  Fundamentally, rate limiting introduces phase lag into the aircraft’s 

response.  This alone can be sufficient to lead to pilot-induced oscillations, depending upon the 

characteristics of the aircraft.  Flight 1-1-5 of the X-15 provides a perfect example of this effect.  

If the aircraft is augmented, reaching a rate limit also means a sudden change in response 

dynamics as the aircraft transitions from the closed-loop to the open-loop response. If the open-

loop response is unstable, divergent PIO is likely, especially when the additional phase lag is 

introduced. 

Rate limiting does not necessarily cause PIO.  If the response characteristics of the basic aircraft 

are of sufficiently high bandwidth the additional phase loss due to rate limiting will not lead to 

PIO. That is, the excess phase margin within the system can absorb the additional phase lag 

generated by the rate limiting. Designs with such margins are rare. 

PIO can lead to rate limiting.  If an aircraft is susceptible to PIO even when there is no rate 

limiting, the occurrence of sustained PIO can ultimately push control surface effectors onto their 

rate limits. 

Rate limiting is a nonlinear phenomenon and hence is highly dependent upon pilot technique.  It 

is possible for two pilots to have vastly different opinions of the same aircraft simply depending 

upon their control strategies. Despite the best attempts at devising consistent, repeatable 

evaluation tasks, some pilots will naturally adopt strategies that will minimize the chance of ever 

encountering the rate limiting. This is why it is critically important that aircraft, and highly-

augmented aircraft especially, be evaluated by as many pilots as possible. 

13.5 Recommendations 

Building upon the research found in this thesis, the next generation of control designers are 

encouraged to address the challenging PIO cases that not only involve nonlinear system behavior, 

but also transitions between flight control system modes, that is, Category III PIO. This may 

prove to be significant for the emerging class of electric vertical takeoff and landing (eVTOL) 

rotorcraft that will almost certainly feature highly augmented vehicle dynamics and flight control 

modes that engage as a function of airspeed. In these cases, three or more mode transitions may 

occur as the vehicle accelerates from hover to cruise. For this class of vehicles as well as any 

other future piloted aviation system, application of appropriate PIO analysis methods, detection 

schemes, and mitigation approaches must be included as part of the design process from the 

assessment of computer simulation models, piloted simulation evaluations, and finally flight test. 
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1.0  USE OF WAVELETS FOR TIME-VARYING PILOT-VEHICLE 

SYSTEM ANALYSIS 

Wavelet transforms are a relatively new way of characterizing time-varying systems. Rather than 

just a power versus frequency relationship averaged over an entire time history, the use of wavelet 

transforms can produce plots of power or auto-spectrum versus both time and frequency [1]. The 

power frequency was developed to utilize this time-varying auto-spectrum to illustrate the 

differences in the frequency and intensity of signals as a function of time. This intensity has been 

shown to differentiate run-to-run and pilot-to-pilot characteristics in pilot-vehicle system 

behavior [2]. The mathematical treatment of wavelets [3] starts by defining the wavelet as a 

function of time (t) with zero average: 

            ( ) 0t dt


−
=     (A.1) 

The wavelet is dilated with the scale parameter s and time-translated by the parameter u. The 

wavelet function, Equation A.2, and its Fourier transform, Equation A.3, are: 

                      1
, ( ) ( )t u

u s ss
t  −=                     (A.2) 

       2
,ˆ ˆ( ) ( )i f u

u s f e s sf −=     (A.3) 

To analyze phase information, a complex analytic wavelet function is used, where “analytic” 

means that ˆ ( ) 0 for 0f f =  , and the ‘hat’ over  indicates that this term is estimated. The 

wavelet transform is defined using the wavelet function (t) applied to the time signal of interest: 

                 , ,ˆˆ( , ) ( ) ( ) ( ) ( )y u s u sW u s y t t dt y f f df 
  

− −
= =     (A.4) 

In the above equation, the * indicates a complex conjugate. The wavelet transform localizes signal 

energy in time and frequency because: 

• , ( )u s t  is centered at time u with a spread proportional to s; and 

• ,ˆ ( )u s f is centered at frequency 1/s with a spread proportional to 1/s. 

Unlike the windowed Fourier transform (see Figure A1.1a), the wavelet transform time window 

is smaller as the frequency increases (see Figure A1.1b).  
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(a) Time window is constant with frequency 

 

(b) Time window decreases with frequency 

Figure A1.1: Comparison of frame sizes for windowed Fourier transforms and wavelet 

transforms. 

The square-magnitude of the Wavelet transform has the same units as an auto-spectrum, 

[units2/Hz], but is a biased estimate. A multiplicative factor is introduced to remove the bias and 

the result is called the “scalogram.” 

2.0 SCALOGRAMS 

The implementation of the scalogram presented herein is a filter bank [4] defined using wavelet 

functions. Each line of the filter bank in Figure A2.1 outputs the scalogram at one frequency, 

which corresponds to one horizontal line in Figure A1.1(b).  

( , )y cW f t ( , )yy cG f t
( )y t 22 ( )

eB
units

bandpass power

( , )yy cG f t

2units

Hz

( )g t

smoothing

 

 

Figure A2.1: Filter bank. 

The impulse response of the bandpass filter defined using the scaled wavelet function is: 

                 
21/2( ) ( ) cj f t

c cg t f f t e
 +

=                     (A.5) 

The time signal (t) is now the envelope of the wavelet function. The Morlet wavelet, for 

example, has a bell-shaped envelope. The bandpass center frequency is fc and the so-called 

equivalent bandwidth, Be, [4] is defined by: 
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         2 2| ( ) | ( )eB g t dt d  
 

− −
= =     (A.6) 

The scalogram at a single frequency is then: 

                22( , ) | ( , ) |
e

yy c y cB
G f t W f t=    (A.7) 

To check units, define y(t) as before with units (of the time varying signal) and define (t) as 

unitless, then g(t) is Hz, Wy is units/Hz, Be is unitless, and Gyy has units2/Hz, which are the 

usual units for an auto-spectrum. The “2” in the definition of Gyy (A.7) makes it a one-sided auto-

spectrum. If rad/s are the preferred units, then substitute c = 2fc and the auto-spectrum then has 

units2/(rad/s). For the analysis conducted in this thesis, the scalogram filter bank is effectively a 

series of FFT computations, each at a fixed window, wherein the frequency units of the 

computations were rad/s.  

The implementation uses a finite length bandpass filter with the length of g(t) equal to nc/fc 

seconds, where nc is the number of cycles. Each point in the two-dimensional plot of Gyy(fc,t) is 

interpreted as the weighted power of the input signal y(t) at the frequency fc over a time window 

of length nc/fc. The “weight” is the wavelet function. There is no restriction on the selection of 

frequencies in the filter bank. The preferred choice is a log-spaced set of frequencies over a 

selected range. 

3.0 SCALOGRAM EXAMPLE 

The different frame sizes for the wavelet transform allow for transient analysis, while the 

windowed Fourier transform is an average response for that frame. To illustrate these differences 

the windowed Fourier transform and wavelet transform of a simple time series input consisting 

of two sinusoids of equal amplitude and duration is shown in Figure A3.1(a). Note that the auto-

spectrum or power of the windowed Fourier transform, Figure A3.1(b), shows the two distinct 

peaks associated with the input sinusoids. The peak power and area are equivalent at each sinusoid 

frequency. In the top left of Figure A3.1(c) the “mother” wavelet is the Morlet [1]. The Morlet is 

probably the most popular of the continuous wavelet transforms and is defined by setting the 

window function g(t) to a Gaussian envelope. The Fourier transform of the Morlet with a center 

frequency of 1 Hz is shown in the top right of Figure A3.1(c). When compared to the windowed 

Fourier transform, the wavelet scalogram not only shows the peaks in power, but also shows 

when in time the sinusoids occurred. It is this characteristic that makes wavelets a powerful tool 

for detecting changes in more transient or time varying pilot-vehicle systems including PIO 

scenarios.  
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(a) 1 and 3 Hz Sine Wave Time Series 

 

(b) Windowed Fourier Transform Auto-Spectrum 

 

 

(c) Wavelet Transform Auto-Spectrum or Scalogram 

Figure A3.1: Transforms of an example time series. 
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When the scalogram results presented in Figure A3.1(c) are displayed as a two dimensional plot 

of power versus linear frequency as shown in Figure A3.2 wherein the time axis now goes into 

the page and is therefore not shown, it is easier to see that the power at the two frequencies, power 

being the area under the curve, is the same. At the higher frequency the peak decreases and the 

width increases by the same amount. 

 

Figure A3.2: Scalogram (linear frequency scale). 

4.0 SMOOTHING 

A stochastic analysis of the filter bank is summarized in [1] and [4]. One of the properties of the 

Gyy signal in Figure A2.1, which includes the multiplicative factor 2/Be, is that for a stochastic 

input the expected value of Gyy equals the actual value of Gyy, in other words the filter bank gives 

an unbiased estimate [1].  

If the conditions used for estimation are not ideal, and outside of an experimental setup this will 

almost certainly be the case, then the expected value has a large standard deviation and some sort 

of smoothing technique is needed. The approach herein uses averaging over both time and 

frequency: 

              
/2 /21

/2 /2
( , ) ( , )c

c

f f t t

yy c fff t f f t t
G f t G f t dtdf

+ +

  − −
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The tilde is used to denote a smoothed estimate. This double integral is the last block in Figure 

A2.1. The expected value of the smoothed estimate is also unbiased, but what is different is the 

standard deviation decreases with the amount of averaging, basically being inversely proportional 

to the area ft. Of course, there is always a tradeoff between smoothing and detection of system 
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changes. That is, the more the signal is smoothed, the longer it will take to identify a change in 

the system. Also, if f is wide enough to average features in the time-varying system response 

then the estimate becomes biased.  
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