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Abstract—Modern binaural hearing aids (HAs) can collaborate
wirelessly with each other as well as with other assistive (wireless)
devices. This enables multi-microphone noise reduction over
small wireless acoustic sensor networks (WASNs) to increase
the intelligibility under adverse conditions. In this work, we
assume one of the HAs to serve as the fusion center (FC). The
optimal beamforming strategy for processing the received data
at the FC depends on the acoustic scene and physical constraints
(e.g., the bit-rate for transmission to the FC), and might be
frequency dependent. Selection of the optimal beamforming
strategy, while satisfying rate constraints on the communication
between the different devices is an important challenge in such
setups. In this paper, we propose an operational rate-constrained
beamforming system for optimal rate allocation and strategy
selection across frequency. We show an example of the proposed
framework, where both the algorithm selection as well as the
required rates to transmit the necessary microphone signals
are optimized using uniform quantizers, while minimizing the
mean-square error (MSE) distortion measure. In contrast to a
well-known (theoretically optimal) reference method based on
remote source coding for two devices, the presented algorithm is
practically implementable and only requires knowledge of joint
signal statistics at the FC. Evaluations (based on simulation
experiments) show clear improvement over other practically
implementable strategies.

Index Terms—Binaural hearing aids, multi-microphone noise
reduction, operational rate-distortion tradeoff

I. INTRODUCTION

Hearing aid (HA) devices are designed to increase the
speech intelligibility. A typical way to improve the speech
intelligibility is by means of multi-microphone noise reduction
[1][2]. Modern HAs can collaborate through a wireless link to
construct a binaural HA system. This considerably improves
the potential of noise reduction, as effectively a larger mi-
crophone array can be used [3][4]. In addition, binaural HAs
can collaborate with other assistive devices, and form a small
wireless acoustic sensor network (WASN).

In such a small WASN, microphone recordings are received
at the fusion center (FC), which estimates the target sources
and suppresses the interferers. In this work, one of the two
HAs is considered as an FC. A well-known binaural filter
is the binaural multichannel Wiener filter (MWF) [5], which
is based on constructing two monaural MWF beamformers.
Each MWF tries to estimate the source of interest by linearly

This work was supported by the Oticon Foundation and the Dutch Tech-
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combining its locally recorded signals with those from the
contralateral device such that the mean square error (MSE)
between the target source and its estimate is minimized. Other
binaural beamforming approaches, including [6] and [7], try
to preserve some important spatial information of the target
and interfering sources when minimizing the MSE.

To perform such binaural processing, the noisy observations
need to be transmitted through wireless links to the FC. As
the transmission capacities of such links are limited, the data
must be quantized at a certain bit-rate [8]. This brings the
notion of rate-constrained beamforming into the noise reduc-
tion problem. In [9] a binaural rate-constrained beamforming
problem is introduced, assuming jointly Gaussian random
sources, where an efficient trade-off between the transmission
rate and the MSE between the target signal and its estimate is
derived. However, this optimal framework is limited to only
two processing nodes and is less practical due to the strong
requirement that joint statistics are known at all processors
and (infinitely) long-block vector quantizers are used. Trans-
mission between binaural HAs and other assistive devices is
thus not considered, nor how more practical implementations
affect the performance. Different (sub-optimal) binaural rate-
constrained approaches are proposed in [8] and [10], which
provide more practical alternatives to the method in [9].
However, the performance of such methods depends heavily
on the acoustic scene (e.g. target source location, spatial noise
distributions, etc.) and it is typically far from optimal, even
asymptotically, i.e., at sufficiently high rates.

In this work, the binaural HA problem is approached from
a more general perspective. The general setup of a (small)
WASN is considered here, where joint statistics are only
assumed to be known at the FC, instead of at every node
as in [9]. The binaural noise reduction problem is solved
by minimizing a fidelity criterion, while satisfying a bit-rate
constraint. To overcome the acoustic scene dependency, we
consider a discrete set of processing candidates and a (discrete)
set of operating resources (in this case bit-rates). This problem
formulation of optimizing among a set of strategies under a
rate constraint is related to operational rate-distortion opti-
mization [11][12]. In [11] an elegant operational rate-distortion
optimization method was proposed for rate allocation among
an arbitrary set of quantizers. Most related approaches were
inspired by the method in [11] for different applications such
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as optimal time segmentation of speech [13] or finding optimal
time-varying wavelet packet bases for signal expansion [14].

We propose a new operational rate-constrained beamform-
ing algorithm based on both strategy selection and rate alloca-
tion in the frequency domain. The Lagrange multiplier (LM)
based technique [11] is used to allocate the rates and select
the best strategies over frequency, while minimizing the sum
of estimation error power spectral densities (PSDs). Unlike
the theoretical approaches [8][9], the proposed method allows
an arbitrary range of operating rates in each frequency bin.
Moreover, it enables forming the set of processing candidates
from existing algorithms and optimally choosing between
different strategies in different frequency bins. The proposed
method is evaluated based on the output MSE gap between
the monaural (i.e., no communication) setup and the (rate-
constrained) generalized binaural setup. The results show
significant improvements in comparison with naive strategy
selection and equal rate allocation across frequencies.

II. PROBLEM STATEMENT

The generalized binaural HA system that we consider
consists of two wireless collaborating HAs with M1 and
M2 microphones, respectively, and MA assistive processors,
which can collaborate with the HAs. The total number of
microphones is thus M = M1 + M2 + MA. In general, each
assistive device can be equipped with multiple microphones.
However, in this work, it is assumed for simplicity that each
assistive processor is equipped with a single microphone. The
clocks of the devices are assumed to be synchronized. All
microphones receive a filtered version of the target speech
signal, which is indicated in the short-time frequency trans-
form (STFT) domain by S[k], with [k] denoting the frequency
bin index. Notice that the time-frame index is neglected for
notational convenience. The target speech is degraded by
interfering noise, which might originate from, e.g., interfer-
ing point sources, diffuse noise, and microphone self-noise.
The interfering noise observed at a particular microphone is
indicated by Ni[k], with i = 1, . . . ,M the microphone index.
The signals S[k] and Ni[k], for i = 1, . . . ,M are assumed
additive and mutually uncorrelated. Altogether we then have

Yi[k] = Ai[k]S[k] +Ni[k], (1)

where Ai is the acoustic transfer function (ATF) between the
target signal and the ith microphone. The signal model can be
rewritten in vector notation by stacking all noisy microphone
coefficients in a vector, as

y = x + n, (2)

where x = aS, y = [Y1[k], ..., YM [k]]T, and similarly for
n and a. Notice that we have left out the frequency bin
index in (2) for notational convenience. The superscripts (·)T

and (·)H denote transpose and conjugate transpose operators,
respectively. The cross-power spectral density (CPSD) matrix
Φy of the vector y is given by Φy = Φx + Φn, where
Φx = ΦSaaH, Φn = E[nnH] with ΦS = E[|S|2] the PSD of
the clean speech S, and with E[·] the expectation operator.

In this paper, our goal is to estimate the clean speech target
signal at the FC. However, apart from the microphone signals
acquired at the FC, the additional microphone signals are only
available in quantized form. These signals are compressed at
a certain operating rate, say R bits per sample (bps), which
is considered as a (constrained) resource. Depending on this
resource and the actual acoustic scene, different algorithm
selections are optimal. Therefore, we address the problem
of operational rate-constrained beamforming in order to find
the optimal beamforming strategy, given a set of candidate
algorithms, satisfying the bit-rate as a resource constraint.

III. OPERATIONAL RATE-CONSTRAINED BEAMFOMRMING

Inspired by [11], in this section we propose operational rate-
distortion optimization for beamforming based on both rate
allocation and strategy selection across frequencies.

We are given a set A = {A1, A2, . . . , ANA
} of strategy can-

didates (could be different microphone configurations, differ-
ent beamforming algorithms, and/or different coding schemes
on the microphone signals) with cardinality |A| = NA. The
goal is to optimally select the candidates and allocate the
resources (bit-rates) in order to minimize a distortion, in this
case, the MSE between the remote-source S and its estimate
Ŝ in the frequency domain, while satisfying the constraints on
the total rate budget, say Rmax. The proposed optimization
problem is given by

min
α∈A′

min
r∈Q

D(α, r)

subject to R(r) ≤ Rmax,
(3)

where α = [α1, . . . , αNf
]T denotes a vector variable for

possible choices of strategies for all Nf frequency bins.
Similarly, r = [r1, . . . , rNf

]T indicates a vector variable
for possible operating rates to be allocated to the frequency
components. The set of all possible strategy choices is given
by A′ = {α | αk ∈ A}, for k = 1, . . . , Nf . The set
Q = {r | rk ∈ Qk} consists of possible operating rates,
where Qk = {pk, . . . , qk}, qk > pk ≥ 0, with representative
cardinality Nr =∆ max{|Q1|, . . . , |QNf

|}, for all frequency
bins. Note that pk and qk are the minimum and the maxi-
mum operating rates, respectively, for a particular frequency.
D(α, r) is the averaged PSD of the estimation error, given the
algorithm choices and rate allocation across frequencies and
is given by

D(α, r) =
1

Nf

Nf∑
k=1

d(αk, rk), (4)

where
d(αk, rk) = E[|S[k]− Ŝ[k]|2|αk, rk], (5)

which denotes the PSD of the estimation error in the kth
discrete frequency bin, given the algorithm αk and the quan-
tization rate rk. The cost function R(r) is simply defined as
the averaged rate over all bins and is given by

R(r) =
1

Nf

Nf∑
k=1

rk. (6)
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The original problem in (3) is a (discrete) combinatorial
optimization problem. Every possible solution is an operating
point located in the 2-dimensional D-R coordinate system
(D-R characteristics). Figure 1 illustrates an example D-R
characteristic. The problem of finding the optimal operating
point which satisfies the constraint in (3) is untractable. One
way to make the search problem tractable is to approximate
the convex hull of the set of all possible solutions and select
a point on the convex hull which satisfies the constraints [12].
Using the LM technique [11], the original problem in (3) is
reformulated to the following Lagrangian form as

min
α∈A′

min
r∈Q

D(α, r) + λ R(r), (7)

where λ is known as the Lagrange multiplier which satisfies
R(r∗(λ)) ≤ Rmax. Substituting (4) and (6) into (7), we have

min
α∈A′

min
r∈Q

1

Nf

Nf∑
k=1

d(αk, rk) + λ
1

Nf

Nf∑
k=1

rk. (8)

As the optimization objective function is separable across
frequency, the problem can be further simplified to

1

Nf

Nf∑
k=1

( min
rk∈Qk

min
αk∈A

(d(αk, rk)) + λ rk). (9)

After optimizing over αk the problem can finally be reformu-
lated as

1

Nf

Nf∑
k=1

( min
rk∈Qk

d?(rk) + λ rk), (10)

where d?(rk) is the minimum distortion per frequency with
respect to the best strategy candidate choices, for a given
rate rk. Notice that for small NA, d?(rk) can be found with
exhaustive search. The final minimization problem can be
solved by finding the operating point in the D-R curve which
intersects first by the constant slope line dk + λ rk = b with
b > 0, for each frequency bin k [12]. This is illustrated in
Figure 1. Alternatively, for small Nr, the best ri values can be
found by exhaustive search. The final step is to find a ”good”
λ satisfying the total rate budget constraint by iterating the
same procedure in (10). For convex D-R relations, finding the
optimal λ can be done using bisection algorithms [12][14].
However, as the D-R relations are not always convex, we
use the method described in [11] (Variant 2) with a modified
initialization formula, which is given by

λ0 =
1

Nf

Nf∑
k=1

[d?(min(Rmax, qk−1))−d?(min(Rmax, qk−1)+1)],

(11)
where λ0 is the initial LM value, given a total rate budget
Rmax and qk is the maximum operating rate at a particular
frequency. More details about the method can be found in
[11].

!"

#"

$%&'()*+,"%-*+)."

/-+.)(+)".0-%&"0*+&"

/-+1&2"3400"

Fig. 1: Geometric interpretation of the problem in (10)

IV. QUANTIZATION AWARE MWF BEAMFORMING

In this section, we describe an application of the presented
theory to rate-constrained MWF beamforming using uniform
quantizers in a small WASN.

Let us assume the left side HA acts as an FC. The goal is to
estimate the target signal S at the left reference microphone,
given local (left-side) information and remote quantized sig-
nals from other microphones. The remote signals are quantized
through uniform quantization as follows. The signal x is
quantized, and the quantized signal is denoted by x̃. Therefore,
under certain assumptions [15][16], the quantization error
e = x − x̃ is uniformly distributed with variance σ2

e = ∆2

12 ,
where ∆ = 2xmax

2R is a step size, which depends on the range
of the signal (maximum value xmax) and the quantization rate
R.

Let ỹrem denote the concatenation of the STFT coefficients
obtained from the quantized and transmitted remote micro-
phone signals. The vector ỹrem is then combined with the
local information yloc to construct the total observation vector
ytot = [yT

locỹ
T
rem]T. Finally, using the MWF beamformer, the

estimated signal per frequency is given by Ŝ = wHytot, where
w denotes the vector of optimal Wiener filter coefficients. The
PSD of the MWF estimation error (for a particular frequency
bin) is then given by

d(S, Ŝ) = E[|S − Ŝ|2] = ΦS −ΦSytotΦ
−1
ytot

ΦytotS , (12)

where ΦSytot = ΦH
ytotS

denotes the cross PSD vector be-
tween the target signal S and ytot, and Φytot denotes the cross
PSD matrix of the vector ytot. The quantized signal vector ỹrem
is actually a function of the chosen strategy. Based on (12),
distortions for different strategies and rates are computed. In
this paper we consider a particular application of the presented
theory, where the possible strategies consist of selection of
local/remote signals and different bit-rate allocation schemes
among these signals.

V. EXPERIMENTS

In this section we apply the method proposed in Section
III to an example acoustic scene and perform simulations to
evaluate the performance.
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Fig. 2: Generalized binuaral HA setup

A. Setup

The experimental setup is shown in Figure 2. Two red ”+”
symbols denote two microphones (one microphone per HA)
located along the horizontal x-axis at a distance 10 cm from
the origin ((x, y) = (0, 0)). The target speech signal, shown by
the green circle, is located in front of the binaural HA system
(at zero degrees) with a distance of 3 m from the origin. In
this paper, the angles are computed counter-clockwise and the
straight looking direction corresponds to zero degrees. The
blue ”+” symbol shows the assistive wireless microphone
located closer to the target speech signal, at θ = 10◦ and
a distance of 3 m from the origin, where θ = arctan( yx )− π

2 .
The interfering signal, which is denoted by the black triangle,
is located at −60◦ with a distance of 3 m from the origin.
The point noise source (interfering signal) has a flat PSD
Φn1(Ω) over the interval Ω ∈ [−π, π]. Arround 10 s of
the Fs = 16 kHz sampled speech of the ”CMU-ARCTIC”
[17] database are used for the PSD estimation (ΦS) based
on Welch’s method. 512 discrete Fourier transform (DFT)
coefficients, computed frame-by-frame from 50% overlapping
speech frames, are used in the PSD estimation process. The
cross PSD matrices are calculated using true ATFs [18] and
corresponding estimated PSDs.

The reference microphone is chosen to be the microphone
in the left-side HA (the FC). In addition to the target speech
signal and the interferer, internal microphone noise is simu-
lated and added, which is assumed to be uncorrelated between
microphones. The signal-to-noise ratio (SNR) for the internal
noise with respect to the target at the reference microphone
is 40 dB. Similarly, the signal-to-interferer ratio (SIR) for the
interferer is 0 dB.

B. Strategy Candidate Set for Simulations

Based on the acoustic scene shown in Figure 2, we design
the following strategy candidate set:

• 2CH: Rate-constrained MWF beamforming with two
microphone signals, i.e., the left side (FC) and the right
side microphone signals.
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Fig. 3: Output Gain (dB) versus total rate (bit per sample)

• 2CHa: Rate-constrained MWF beamforming with two
microphone signals, i.e., the left side and the assistive
microphone signals.

• 3CH: Rate-constrained MWF beamforming with all three
microphone signals. Note that opposed to the first two
strategies, in this strategy multiple remote signals are
selected. This implies that the total rate-budget now has
to be allocated not only over frequency, but also over the
two microphone signals.

When it happens that in one strategy (e.g., the candidate
3CH) there is more than one WASN node for which data needs
to be quantized, then the candidate set is extended to cover all
relevant rate allocations across microphones.

The number of all possible rate allocations across M micro-
phones given Nr different operating rates (0 ≤ r ≤ Nr − 1)
are computed as

|A|+ =

(
M − 1

M − 1

)
+

(
M

M − 1

)
+. . .+

(
Nr +M − 2

M − 1

)
. (13)

The final set will be the union of the initial strategy set and
the set which consists of all combinations across microphones.
For example, in the candidate 3CH two quantized signals are
transmitted to the FC, i.e., M = 2 in (13). In the experiments
the same rate range 0 ≤ rk ≤ 32 is chosen for all frequencies,
i.e., Nr = 33. Therefore the total number of combinations
(strategy choices) will be 561.

C. Evaluation

In this section, we compare variants of the proposed method
with methods proposed in the literature. The following meth-
ods are compared:
• Full generalized binaural MWF: The MWF with all three

microphone signals. This method serves as a performance
bound assuming the signals are available at the infinite
rate.

• Full binaural MWF: The MWF with both the left and
right microphone signals. Similarly, this method serves
as a performance bound for the binaural setup.
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• Equal 2CH: The candidate 2CH. The rates are equally
allocated over all frequencies.

• Equal 2CHa: The candidate 2CHa. The rates are equally
allocated over all frequencies.

• Equal 3CH: The candidate 3CH. The rates are assumed
to be equally allocated over all frequencies as well as
across microphones.

• Proposed LM: The proposed method described in Section
III. The distortions are computed based on (12), for dif-
ferent algorithm choices and rates. Note that this method
optimally allocates the rates over all frequencies, but
equally across microphones, when a strategy is selected
that involves multiple microphones.

• Proposed LM-modified (LM-M): This method is based
on the Proposed LM, and optimally allocates the rates
over all frequencies and across microphones, using the
extended strategy set described in Section V-B.

• Remote-Wyner-Ziv (WZ) [9]: The binaural rate-
constrained beamforming presented in [9]. Note that
only two HA microphones can be used in this method,
joint statistics are needed at all processors (nodes) and
long-block vector quantizers are impractical.

The performance measure is defined as the ratio of the
MSE for the monaural configuration, i.e. when there is no
communication with the FC, and the MSE achieved by the
above-mentioned methods, and is given by

G =
D(0)

D(α, r)
. (14)

The vectors α and r are optimally chosen for the methods
”proposed LM” and ”proposed LM-M”. For the other (refer-
ence) methods, α is fixed as no selection is possible. Figure
3 shows the output gains G in dB as a function of the total
bit-rate budget (Rmax). The performance of the 2CH-based
methods saturates to that of full binaural MWF, as expected.
The performance of the remote-WZ method is computed based
on the theoretical upper bound, described in [9]. As shown,
the performance curve of the remote-WZ method saturates as
the assistive microphone is not considered in this method.

The proposed methods select the best microphone con-
figurations and find optimal rate allocations over frequency.
The performance curves of the proposed methods LM and
LM-M almost coincide, for this specific scenario, as the
proposed optimization problem mostly chooses the 2CH-based
candidates at low and middle rates. However, at middle and
high rates the proposed methods tend to select the 3CH or
2CHa candidates, and the proposed LM-M method performs
slightly better than the LM method, as unequal (efficient) rate
allocations are chosen across the right-side and the assistive
microphone signals.

VI. CONCLUSION

In this paper, we proposed an operational rate-distortion
based optimization problem for both strategy selection and rate
allocation over frequency in (small) WASNs. Unlike existing
binaural beamforming algorithms, we considered a potential

collaboration between the binaural HAs and some assistive
wireless processors in a rate-distortion sense. The sensitivity
of existing methods to the acoustic scene is addressed by
introducing the strategy candidate set. The proposed frame-
work was applied to the rate-constrained MWF beamforming
problem. Assuming uniform quantizers the best microphone
configurations and rate allocations were found. The proposed
methods were evaluated based on the MSE performance gap
between the monaural configuration and the rate-constrained
generalized binaural setup. The efficiency of the proposed
method is demonstrated in simulation experiments with an
example acoustic scene.
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