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Impulse Based Scheme for Crystal-less ULP Radios
Salvatore Drago, Fabio Sebastiano, Lucien J. Breems, Senior Member, IEEE,

Domine M. W. Leenaerts, Fellow, IEEE, Kofi A. A. Makinwa, Senior Member, IEEE, and
Bram Nauta, Fellow, IEEE

Abstract—This work describes a method of implementing
a fully-integrated Ultra-Low Power (ULP) radio for Wireless
Sensor Networks (WSN). This is achieved using an ad-hoc modu-
lation scheme (Impulse Radio), with a bandwidth of 17.7 MHz in
the 2.4 GHz - ISM band, and a specific Medium Access Control
(MAC) protocol, based on a duty-cycled wake-up radio and a
crystal-less clock generator. It is shown that the total average
power consumption is expected to be less than 100 µW with a
clock generator inaccuracy of only 1%.

Index Terms—Wireless Sensor Network, impulse radio, wake-
up radio, crystal-less clock, ultra-low power.

EDICS Category: COMM110A5, COMM200,
COMM250A5.

I. INTRODUCTION

RECENTLY, visions of a future in which technology is
embedded, hidden and adaptive to users, have been pro-

posed [1]. To implement such visions, distributed technology
is required that automatically adapts to its environment without
any user intervention. This in turn requires the existence of a
hidden wireless infrastructure that is energy autonomous and
is able to transport a wide range of data types and content. A
natural approach to realize such a scenario is by the use of
Wireless Sensor Networks (WSNs). These consist of thousands
of ubiquitous nodes characterized by their small size and by
their ability to collect and share data from the environment.
Each of these nodes must be a completely autonomous sys-
tem, comprising a sensor module, some (digital) processing
capabilities, a radio interface and a power source [2]. In the
past, much effort has addressed the challenge of implementing
WSN on a large scale, from high-level medium access control
(MAC) protocols to electronic circuits [1].

The requirements for a WSN are diverse: in particular, ultra-
low power operation must be combined with small size and
extremely low cost. Since battery replacement is impractical
and expensive, the energy autonomy of each node is a strong
requirement: the power consumption of each node should
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be low enough to enable a lifetime of a few years while
relying on a small battery or on ”scavenged” energy from
the environment. From literature, state-of-the-art transceivers
consume at least an order of magnitude more energy than that
delivered by most energy scavengers [3]. Another challenge is
the need to integrate the whole node in silicon, so as to reduce
both cost and size. Ideally, the antenna should be the only
external component, as steps are being undertaken to integrate
energy scavengers on chip [4].

In order to reduce its energy consumption, a unique char-
acteristic of WSN can be exploited, i.e. the small amount of
transmitted data: in periods ranging from seconds to some
minutes, a typical node sends and receives packets of a few
hundreds of bits. Consequently, the largest fraction of its
energy consumption is spent in idle listening to the channel,
waiting for data packets [5]. Reduction of the energy wasted in
idle listening is usually obtained by duty-cycling the network
nodes, i.e. by putting them into a sleep mode for a significant
fraction of the time. This task requires a synchronization
algorithm to ensure that all nodes observe simultaneous sleep
and wake-up times. Previous solutions have focused on the use
of a reactive radio [6] or on a synchronous network protocol
[7]. In the latter, the nodes are equipped with a high accuracy
clock which allows them to synchronize themselves in time.
Each node can agree to use specific communication timeslots
and can then be duty-cycled in order to listen to the channel
only during these timeslots, thereby reducing its idle listen-
ing time. However, this solution requires an accurate timing
reference, usually based on a quartz-crystal or a resonator,
which are large, expensive and can hardly be integrated. In
the reactive radio approach, nodes, in addition to a main radio
for data communication, are equipped with a low-power wake-
up radio, typically employing a very simple architecture based
on high-Q off-chip RF filters [8], [9]. However, no wake-up
radio has yet been proposed both with sufficiently low power
consumption and with acceptable sensitivity. In the wake-up
approach, wasted energy is reduced by the introduction of an
extra radio, while in the synchronous approach, wasted energy
is reduced by shortening the listening time. In both cases, ex-
ternal components, e.g. frequency references or high-Q filters,
are required, which directly increases cost and reduces the
potential for full integration. Moreover, an accurate frequency
reference is also needed to satisfy spectrum regulations and
to tune the receiver to the incoming signal. This usually is
achieved by using a crystal oscillator or, alternatively, by using
a MEMS-based [9] or SAW-based transceiver [8].

These two points, i.e. reduced power consumption and
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complete integration in silicon, are analyzed in this work.
Particular attention will be paid to the RF communication
block, which is usually the bottleneck in WSN design because
of its comparatively high power consumption [5]. It is the aim
of this paper to consider these two points from application,
MAC protocol and circuit perspectives. A promising new
low-power technique is proposed which enables the complete
integration of a WSN node. It enables the realization of a
crystal-less node by combining a duty-cycled wake-up radio
and an impulse based modulation scheme.

Starting from state-of-the-art and the application require-
ments (section II), a simple MAC protocol is derived and pre-
sented in section III; the modulation scheme and its influence
on both the main receiver and the wake-up radio are described
in detail respectively in sections IV and V. Conclusions are
drawn in section VI.

II. APPLICATION REQUIREMENTS

WSNs can address a wide range of applications. Examples
are the control of HVAC (heating, ventilating, air conditioning)
systems in buildings, habitat monitoring, precision agriculture,
the monitoring of vital signs and the control of food during
processing and storage [10].

As a simple case we consider a network containing a large
number of low power wireless sensor nodes and a minimum
of one high-power data sink node. Data are spread over the
network through multi-hop routing and are collected in the
data sink for further use by a central control system. We
assume that the data sink is able to receive data in the WSN
format and does not affect the power consumption of the
network - for this reason it is not taken into account in the
following. The network traffic is inherently low, since envi-
ronmental parameters are generally slowly varying and can be
sensed at low rate by the nodes. Moreover, if data redundancy
(due for example to the spatial vicinity of nodes sampling the
same parameter) is reduced by aggregating data, the number
of transmissions can be decreased [11]. Requirements on the
Quality of Service (QoS), such as a maximum packet latency,
are not specified, since the proposed system is intended for
non-time-critical applications.

In order to make these networks a reality, the node’s
hardware implementation should meet four main requirements:

• Small form factor (less than 1 cm3): a node should be
placed and hidden in the environment.

• Low cost: the number of external components must be
minimized; when integrated energy scavengers are em-
ployed or batteries are embedded in the chip package,
the only allowed external component is the antenna.

• Energy autonomy: taking into account a lifetime of some
years, battery capacity, state-of-the-art energy scavenging
techniques and extrapolating their future developments,
the power consumption of the whole node must be limited
to 100 µW.

• Wireless link: each node must be able to receive and
transmit a small number of packets (less than 10) in a
relatively long time span (10 minutes). The payload of
each packet is of the order of 100 bits.

TABLE I
APPLICATION REQUIREMENTS

Number of nodes (n) 100

Maximum distance between two nodes (d) 10 m

Packet rate (PR) 1 pkt/min

Packet payload (Npl) 100

Bit error rate (BER) 10−3

Average power dissipation ≤ 100 µW
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Fig. 1. (a) System architecture and (b) MAC protocol with energy breakdown.

Application requirements have been derived from these
considerations and are summarized in Table I. A system
that satisfies such requirements can be used for most of
the intended applications. Note that a Bit Error Rate (BER)
of 10−3 is low enough to give a packet error rate lower
than 10% (for a payload of 100 bits); this is an acceptable
level of performance for the applications described, which are
characterized by a very low average packet rate. Since the
power in WSNs is not dominated by data transmission and
reception, high packet error rate can be tolerated, because
packet retransmissions do not significantly affect the power
consumption.

III. MAC PROTOCOL: DUTY-CYCLED WAKE-UP RADIO

A. Principle of operation

In the proposed scheme, the receiver, while residing in a
reduced power mode (sleep mode), is able to decide when to
turn itself on to listen for communications (listening mode),
and when communications are present, to prompt a full
power-up of the device (communication mode). This can be
implemented by the architecture in Fig. 1(a), comprising a
wake-up radio responsible for monitoring the channel while
waiting for data packets, a main radio to communicate, and
a clock generator for synchronization. The wake-up radio is
duty-cycled, i.e. put in listening mode on a scheduled basis
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by the clock generator to save energy when monitoring is
not required. When a data packet is present, the wake-up
radio triggers a wake-up call for the main radio. As shown
in Fig. 1(b), time is divided into fixed slots, e.g. Slot 1,
Slot 2, . . . , which form the basis of a Time Division Multiple
Access (TDMA) protocol. Accordingly, in each timeslot only
the wake-up radio of a particular node should be monitoring
the channel. For example, Slot 2 can be allocated to Node 2,
Slot 3 to Node 3 and so on. Any node can transmit a packet
in any slot, depending on the intended recipient node of the
data packet. A back-off algorithm handles collisions due to
simultaneous transmission of packets from different sources
to the same destination. In the figure, Node 3 sends a packet
to Node 2 in Slot 2. With this approach, the wake-up radio
is active when a packet is expected, while the main radio is
active only when a packet is effectively going to be received.
Specialized timeslots are needed for the time synchronization
of the whole network. In these dedicated timeslots, a particular
node, called the master, sends special packets, labeled in
Fig. 1(b) as ”synch beacons”. All nodes wake up to listen
to the synchronization beacons and reset their internal clock
on reception of the beacon. In the following we assume that
a synchronization beacon has the same structure of a normal
packet.

If more reliability is required, the receiver can send an ”ac-
knowledgment” when a data packet is successfully received.
The acknowledgment for a packet sent by a transmitting node
T to a receiving node R can be either sent as a stand-alone
data packet in the next available timeslot for T or embedded
in the payload of the next data packet from R to T . Those
approaches can increase the latency in the transmission of
information, but it can be tolerated in the applications of
interest in this work, which do not have stringent requirements
on QoS. In any case, the use of acknowledgments affects the
power consumption only marginally, since, as it will be shown
in the following sections, the power is not dominated by data
packet transmission and reception.

In the next section, it will be shown that the power con-
sumption needed for an implementation of a TDMA scheme
depends on the clock accuracy. The adoption of a TDMA
scheme in combination with a duty-cycled wake-up radio
reduces the power consumption for a given clock accuracy
and consequently makes it possible to use a fully-integrated
clock with moderate accuracy, i.e. 5000 ppm or less. Moreover,
since the power budget of the wake-up radio is increased by
duty-cycling, its sensitivity can be increased without the use
of off-chip filters.

B. Optimization of MAC performance

The average power consumption of each node depends
both on the power consumption of each single block (main
radio, wake-up radio and clock generator) and their duty-cycle
factors. To determine the latter, it is necessary to determine
the parameters of the MAC protocol, such as the duration
of a timeslot and the rate of synchronization beacons, and
then optimize the duty-cycle factors for the minimum power
consumption.

The duration of the listening timeslots (Twu) must be long
enough to account for timing errors between the clocks of
the receiver and the transmitter, thus ensuring that a packet
is only transmitted when the recipient is in listening mode.
Since the clocks are reset by the synchronization beacons,
timing errors in receivers and transmitters are accumulated
from the last beacon and depend on clock accuracy. We
assume that the timing error of each clock is bounded by
the interval [−aclockt,+aclockt], where aclock is the relative
clock accuracy and t is the time that has elapsed since the last
synchronization. Taking into consideration the fact that Twu

must comprise the time needed to receive at least α packets
and a margin to account for the timing error, the following
condition must hold:

Twu ≥
4aclock

BR
+ αTpkt (1)

where aclock is the relative clock accuracy, BR is the beacon-
ing rate, i.e. the repetition rate of the synchronization beacons,
Tpkt is the packet transmission time and α is the number of
packets that can be received in one slot1. The factor 4 in (1)
can be understood by considering the two worst cases: if the
transmitter is early (late) by aclock/BR and the receiver is late
(early) by the same amount, the wake-up radio must be on at
2aclock/BR before (after) the time expected according to the
receiver clock.

However, Twu can not be arbitrarily large, as the protocol
must assure the availability of a timeslot for each node. This
is expressed by the following condition:

1

PR
≥

(

n +
BR

PR

)

(Twu + Tguard) (2)

where PR is the packet rate of each node, n is the number of
nodes in the network and Tguard is the guard time between
two successive timeslots. Equation (2) ensures that the interval
1/PR is wide enough to accommodate timeslots for reception
of data packets and synchronization beacons.

The packet transmission time can be expressed as
Tpkt =

Npr+Npl

DR
, where Npr and Npl are, respectively, the

number of bits in the preamble and in the payload of each
packet, and DR is the data rate of the main radio. A
high data rate would reduce the packet transmission time
and consequently the duty-cycle of the main radio; however,
power-hungry transceivers would be required to achieve very
high data rates. On the other hand, low data rates and long
transmission times can also be inefficient because in these
cases the power in the transceiver would be dominated by
data-rate independent blocks, such as RF oscillators. As a good
trade-off, DR = 100 kbps is chosen [12].

The duty-cycle of the wake-up radio and of the transmitting
and receiving sections of the main radio can be expressed,
respectively, as:

DCwu = Twu (PR + BR) (3)

1Eq. (1) gives a sufficient condition for enabling communication among all
nodes. However, nodes whose timeslots occur shortly after a synchronization
beacon can, in principle, have a shorter Twu and consequently a lower power
consumption. This case is not analyzed in this work. In the following it is
implicitly assumed that Twu is the same for all nodes.
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DCrx =
Npr + Npl

DR
(PR + BR) (4)

DCtx =
Npr + Npl

DR
PR (5)

The average node power consumption is then defined as

P = DCwuPwu + DCrxPrx + DCtxPtx + DCclkPclk (6)

where Px is the peak power consumption of block x and it is
assumed that DCclk = 100% for the duty-cycle of the clock
generator.

Using the previous equations, it is possible to find the
optimum BR which minimizes the power consumption and
satisfies conditions (1) and (2). The results are shown in
Fig. 2, in which the optimum BR and the minimum power
consumption for the radio section (wake-up radio and main
radio) are plotted as a function of the clock accuracy. We
have assumed Pwu = 500 µW, Prx = Ptx = 2 mW,
PR = 1 pkt/min Npr = Npl = 100, Tguard = 0.25Twu

and α = 1 in (1). These assumptions will be justified in

the following sections. The power dissipation of the clock
generator is not included in this analysis, as it was not
possible to find a simple relation between its accuracy and
its power consumption. Further considerations on a practical
implementation are given in section III-D. Fig. 2 shows that
the power increases as the clock accuracy decreases. This
can be expected as low values of aclock imply either longer
timeslots or more frequent beacons. BR is then optimized for
the best balance between power spent in the wake-up radio,
in the case of longer timeslots, and the power spent in the
whole radio section in the case of more beacons. Network
synchronization plays a crucial role in the estimation of the
total power budget and in most cases it also represents the
dominant fraction of the power for this simple MAC scheme.
In Fig. 2, BR is higher than PR for aclock higher than 40 ppm,
which means that nodes are receiving beacons more often than
data packets. It would then be more efficient to have a highly
accurate clock; however, the analysis in this section shows that
a power consumption compatible with system specifications is
achieved also with relaxed accuracy and, consequently, with a
fully integrated solution.

A discontinuity of the derivative of BR is observable in
Fig. 2. This can be explained by the fact that for high values
of aclock, very frequent beacons are needed to keep Twu

low enough to assign a timeslot to each node (see (1)). The
minimum power for the radio section and the network activity
are plotted versus the number of nodes in Fig. 3. The activity
of the network is defined as the ratio of the time during which
at least one node is listening or receiving (comprising also
the guard time) and the total available time. As n increases,
the activity saturates to 100%. The average power also rises
until a limit in the number of nodes is reached for which
is not possible to satisfy conditions (1) and (2). This limit
in the maximum number of nodes is clearly dependent on
the accuracy of the timing reference and represents a limit
to the scalability of the network. Moreover, the computations
have been performed with a simple model where no errors,
such as packet collisions, have been considered. We can take
collisions into account by reserving time for the reception of
more packets in each timeslot: for aclock = 1% we obtain a
maximum n of around 14.400 and 3.600 nodes respectively for
α = 1 and α = 4. Other sources of errors must be considered
to give a more realistic prediction for the power P ; in the next
section, the loss in power introduced by non-idealities of the
wake-up radio is calculated.

C. Impact of wake-up radio non-idealities

The operation of the wake-up radio is outlined here: the
wake-up radio listens to the channel for a fixed time Td and
decides if a useful signal is being received or not; if a wake-
up request is detected, the main radio is turned on and it
tries to synchronize to the incoming signal for the duration
of the preamble2; if synchronization succeeds, the payload is
processed; otherwise the main radio is turned off, control is
handed back to the wake-up radio and the whole operating
cycle is repeated. We define a false alarm as the waking-up of

2For more details on synchronization, see section IV-E.
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Fig. 4. Average number of false alarms per timeslots for different values of
Td for the case Twu = 200 ms and DR = 100 kbps.

the main radio when no useful signal has been received and a
missed detection as a failure to wake up when a packet should
have been received. If a node does not wake up to receive a
packet, it will be retransmitted in a successive timeslot. The
performance of the wake-up radio is then completely specified
in terms of the probability that a particular decision will result
in a false alarm (Pfa), the probability that a particular decision
will result in a missed detection (Pmd) and the time required
to make these decisions Td.

Taking these non-idealities into account, (4) and (5) have to
be modified as:

DCrx =
Npr + Npl + nfaNpr

DR
(PR + BR) (7)

DCtx = (nmd + 1)

(

Td +
Npr + Npl

DR

)

PR (8)

where nfa is the average number of false alarms issued per
timeslot and nmd is the average number of missed detection
per packet. Note that the transmitter must send a wake-up
request in an additional time Td before each packet in order
to wake-up the receiver.

The number of false alarms can be approximated as3:

nfa ≈
PfaTwu

Td +
NprPfa

DR

(9)

This approximated expression is in good accordance with
simulations, as shown in Fig. 4 where (9) and the results
of simulations are plotted for the case Twu = 200 ms and
DR = 100 kbps.

In order to find the requirements for Pfa, Pmd and Td,
we should know the relation between the power dissipated
in the wake-up radio Pwu and the probability of errors. The
knowledge of such relation would enable the full optimization
of total power P : a lower probability of errors would decrease

3Equation (9) is not mathematically rigorous; it has been developed
considering that nfa is the product of the number of decisions to be taken in
a timeslot by Pfa and that the number of decisions depends on the difference
between the duration of the timeslots and the time used for reception of the
preamble caused by false alarms, i.e. nfa = Pfa

Twu−nfaNpr/DR

Td
.

TABLE II
MAC PARAMETERS

DR 100 kbps BR 0.2 Hz

Twu 200 ms Tguard 50 ms

Npr 100 Npl 100

Pfa 2.53 · 10−3
Pmd 10−2

aclock 1% α 4

TABLE III
SYSTEM PERFORMANCES

Subsystem Peak power Duty-cycle Average power

Main radio (Rx) 2 mW 0.065% 1.3 µW

Main radio (Tx) 2 mW 0.003% 0.1 µW

Wake-up radio 500 µW 4.333% 21.7 µW

Clock generator 50 µW 100% 50.0 µW

Total system 73.0 µW

the duty-cycle of the main radio but the wake-up radio would
then need to burn more power to achieve this. Moreover, a
trade-off exists for the choice of Td: a longer Td increases the
transmission time but, simultaneously, reduces the probability
of wake-up radio errors, as will be shown in section V. Taking
into account a possible implementation of the wake-up radio
(see section V), the following parameters have been chosen:
Td = 5.24 µs, Pfa = 2.6 · 10−5 and Pmd = 10−2, resulting
in nfa ≈ 1 and nmd ≈ 10−2.

In the previous analysis, the case in which a missed detec-
tion occurs during the reception of a synchronization beacon
has been neglected. The node would simply skip that particular
beacon and increase its Twu until the reception of the next
one. The effect on the power consumption is negligible and
has been neglected in the above expressions.

D. System implementation and performances

The optimum parameters for the MAC scheme have been
chosen using the guidelines described previously and are
reported in Table II. To carry out the optimization, estimates
have been made of the peak power dissipated in the different
subsystems, as was already briefly mentioned in section III-B,
and the accuracy of the clock generator has been fixed.

The specifications for the clock generator are based on
the oscillator described in [13]. It consists of a low-voltage
low-power fully integrated CMOS oscillator, which exploits
the electron mobility in a MOS transistor as reference for
the output frequency. There, it is shown that, with a power
consumption less than 50 µW, an accuracy of the order of
1% can be reached over a wide temperature range, even
when the effects of jitter and supply variations are taken into
account. More accurate fully integrated oscillators, such as
LC oscillators, could also be employed but this would be at
the expense of increased power consumption [13]. The power
consumption of the main radio in both receive and transmit
modes is estimated to be in the order of a few mW, taking into
consideration the state-of-the-art [14] and a transmitted power
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of 1 mW (see section IV-B). However, the contribution of the
main radio to the total average power is marginal and errors in
the estimation of Prx and Ptx can be largely tolerated. Wake-
up radio performances and the required power consumption are
described in section V. With these assumptions for the peak
power and with the duty-cycle factors derived from the MAC
analysis, the average power consumption can be computed and
is reported in Table III. The total average power is smaller than
the allowed budget of 100 µW, demonstrating the feasibility
of the system in WSN applications.

This analysis of the duty-cycled wake-up radio MAC pro-
tocol has shown the effect of clock inaccuracy on the power
consumption of WSN node. It has also been proven that the
overhead due to network synchronization can become the
dominant fraction of power consumption when a fully inte-
grated timing reference is adopted. Despite the low complexity
of the proposed protocol, similar issues would arise when
low-accuracy clock generators are used in more sophisticated
protocols, such as T-MAC [15] or WiseMAC [7].

E. Master node

A final remark should be made about the power consump-
tion of the master node. The master node is equipped with
the same hardware as the other nodes in the network: it is
one of the nodes in the network which is elected as master
during the setup phase of the network (not described in this
work). Its power consumption differs slightly from that shown
in the power budget of Table III, since it does not listen to the
synchronization beacons, but sends them. This corresponds to
a saving of 22 µW.

IV. IMPULSE RADIO MODULATION

A. Modulation and band allocation

The RF modulation scheme must be chosen to relax the
frequency accuracy requirements as much as possible. For
narrowband modulation schemes (such as OOK, FSK or
QAM), the specifications on frequency accuracy are very strict,
since the allowed frequency error at the receiver is directly
proportional to the bandwidth of the RF signal. More suitable
is an Ultra Wide Band (UWB) system employing a modulation
scheme based on Impulse Radio (IR) [16]; the RF signal
occupies a bandwidth of hundreds of MHz to comply with
radio regulations, and a fully integrated reference for this
application can be easily built. However, it will be difficult to
meet the power requirements at the receiver due to the inherent
wideband nature of an UWB receiver. A better solution is
the use of an Impulse Radio signal with a bandwidth smaller
than that required in UWB systems but large enough to relax
frequency accuracy constraints for full integration.

The preferred frequency band is the 2.4-GHz ISM-band,
which allows occupation of tens of MHz at frequency high
enough to enable the integration of the required passive com-
ponents (e.g. inductors) on chip. Fig. 5 shows the simplified
time representation of the adopted signal and its spectrum. An
RF carrier is modulated by a pulse waveform with period Tf

and duty cycle Tp/Tf . The pulses are shaped as square waves
with duration Tp and pulse repetition frequency PRF = 1/Tf .
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Fig. 5. Example of IR signal (a); spectrum with parameters of Table IV (b).

Each bit is represented by a sequence of np = PRF/DR
successive pulses, where DR is the data rate, implementing
the well-known repetition code. The bits are modulated using
Pulse Position Modulation (PPM). In each frame, i.e. in each
slot of duration Tf the pulse can be transmitted with different
delays: the pulse can be positioned with zero delay (bit 0)
or with delay Tppm (bit 1), in case of binary modulation;
more delays can be added to employ an M-ary modulation. In
the following, constraints affecting the modulation parameters
choice are listed in order to find an optimal set of parameters.

B. Transmitter limits

With an average transmitted power4 Pavg = 1 mW,
the European ETSI 2.4 GHz ISM band requirements are
met if the transmission frequency resides in the interval
[f0 − ∆fTX , f0 + ∆fTX ], where f0 = 2.44175 GHz is the
nominal transmitting frequency at the center of ISM band and

∆fTX = 41.75 MHz −
Blimit(Tp)

2
(10)

where the numerically computed Blimit is the width of the
spectrum of Fig. 5(b) at -20 dBm/MHz.

The complexity of transmitter circuitry depends on the
signal Crest Factor, defined as CF ,

Ppeak

Pavg
=

Tf

Tp
where Ppeak

is the peak power. In order not to put excessive requirements

4The power of the transmitted signal is limited by the power budget of the
node; considering the power analysis carried in section III and the expected
efficiency of the transmitter, Pavg = 1 mW is a reasonable assumption. Note
that the spectral mask requirements are still met if less power than 1 mW is
emitted and the assumed value is a practical upper bound.
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on the transmitter, the crest factor has to be chosen less than
CFTX,max = 10. The following condition must hold:

CF =
Tf

Tp

≤ min
{

CFTX,max,
Ppeak,limit

Pavg

}

= 10 (11)

where Ppeak,limit is fixed by the regulations.

C. Path loss
The signal power at the receiver antenna can be computed

using the macroscopic model for the path loss [17]. The path
loss is given by

PL(d) =

(

4π

c
r0f

)2(
d

r0

)nP L

(12)

where c is light speed, r0 = 1 m is a reference distance, d
is the distance between transmitter and receiver antenna, f
is the signal frequency and nPL is the path loss coefficient.
For indoor propagation, nPL is usually in the range between
3 and 4. In the worst case (nPL = 4), with the parameters
previously defined (d = 10, f = 2.44 GHz) the path loss is
80 dB. Taking into account an additional margin of 4 dB, this
corresponds to a line-of-sight path loss (nPL = 2) of 60 dB
and to a margin of 24 dB for fading and obstructions effect.
Since the transmitted power is Pavg = 1 mW, the specification
on receiver sensitivity is -84 dBm.

D. Receiver limits
To simplify the architecture, we assume the use of repeti-

tion coding and of a non-coherent receiver. In the following
analysis, the receiver is modeled as a matched filter followed
by an ideal sampler [18]. With the adopted PPM scheme, the
output of the matched filter is sampled twice per frame, i.e.
in the position for bit 0 and for bit 1, and the decision on
the received bit is performed in the digital domain using a
majority criterion: the bit is chosen according to the majority
of the values of the demodulated pulses. For a fixed Pavg and
DR, the implementation loss related to this simple decoding
algorithm increases with the number of pulses per bit np;
consequently the following practical limit is posed:

np =
Tb

Tf

≤ 25 (13)

which corresponds to an implementation loss due to coding of
5.1 dB in receiver sensitivity for a Bit Error Rate (BER) of
10−3. The loss can be overcome using a more complex coding
scheme than repetition coding. If no coding gain is required
but only the recovery of the loss, very simple schemes could
be employed, which do not require complex digital hardware,
but that is out of the scope of this work. Note that in terms of
BER performances PPM is equivalent to the classical On-Off
Keying (OOK) modulation.

E. Synchronization requirements
The receiver synchronizes itself in time and frequency to the

incoming signal using the Npr bits of the preamble5. In case an

5The number of bits in the preamble is chosen large enough to ease the
implementation of the synchronization algorithm. At the same time, the choice
Npr = 100 does not affect sensibly the total power consumption (see section
III-D).

imperfect synchronization is achieved, an implementation loss
must be taken into account. It can be computed considering the
equivalence between a matched filter and a correlation receiver
and the need for two quadrature branches in a non-coherent
receiver to tackle the phase difference between incoming
signal at the antenna and local oscillator. Denoting with xI

and xQ and with yI and yQ the in-phase and quadrature
components respectively of the input and the output of the in-
phase and quadrature correlation receivers, the detected energy
of a single pulse after sampling can be expressed as6

Ep (∆fsyn,∆tsyn) = y2
I + y2

Q

=
(

∫∆tsyn+Tp

∆tsyn
xI(t)p(t)dt

)2

+
(

∫∆tsyn+Tp

∆tsyn
xQ(t)p(t)dt

)2

=
1−cos[2π∆fsyn(Tp−|∆tsyn|)]

2(π∆fsyn)2

(14)
where ∆fsyn and ∆tsyn are respectively the error in frequency
and timing between the actual value and the estimated one at
the receiver, p(t) is the pulse shape, defined for our modulation
scheme as

p(t) =

{

1, if t ∈ [0, Tp]

0, otherwise
(15)

xI and xQ are given by
{

xI = p(t) cos(2π∆fsynt + φ)
xQ = p(t) sin(2π∆fsynt + φ)

(16)

where φ is the constant phase difference between received
signal and local oscillator. Since the performance of the
matched filter receiver depends on the received energy, the
implementation loss is

ILsyn =
Ep(0, 0)

Ep (∆fsyn,∆tsyn)

=
2 (π∆fsynTp)

2

1 − cos [2π∆fsyn (Tp − |∆tsyn|)]
(17)

F. Optimization

The choice of Tp depends on ∆fosc, defined as the error
of the local oscillator frequency with respect to the nominal
frequency. All previous constraints are plotted in Fig. 6:
∆fosc ≤ ∆fTX (with reference to (10)) as a solid line; the
CF limit, i.e.

Tf

Tp

·
Tb

Tf

≤ 10 · 25 ⇒ Tp ≥
Tb

250
= 40 ns (18)

derived using (11) and (13), where Tb is assumed to be
10 µs (DR = 100 kbps) in our application as a dashed-
dotted line; and the synchronization limit as a dashed line.
The synchronization limit is obtained from (17) for different
values of ILsyn: the condition7 ∆fosc ≤

∆fsyn

2 is plotted
with the timing error of the synchronization algorithm fixed to

6Note that in the following we compute the detected energy of only one
sampling, but in case of PPM two samplings per frame are needed. The
adopted simplification is possible thanks to the equivalence in terms of energy
and BER performance of PPM and OOK.

7The factor 2 derives from the presence of frequency errors both in
transmitter and receiver.
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|∆tsyn| = 5 ns. If the accuracy of the oscillator is enough for a
given ILsyn, no frequency estimation needs to be performed
at the receiver. Since it is possible to trade off timing error
(∆tsyn) for frequency error (∆fsyn) in (17), a small timing
error (5 ns) has been chosen. This is advantageous in terms
of hardware as it is more difficult to tune the frequency of the
receiver than the timing.

From Fig. 6 a good choice for Tp can be found using
frequency accuracy considerations. Referring to an ILsyn of
3 dB, it is possible to distinguish different regions. In region 1,
i.e. all the points above the transmission limit, the transmitter
will not respect the spectral mask. Points in region 2 respect
the transmission limit but some frequency synchronization at
the receiver is needed because the frequency accuracy is not
good enough. Region 3, i.e. the points under the transmission
limit and under the curve of ILsyn = 3 dB, contains points for
which no frequency synchronization is required at the receiver
because the frequency accuracy provided by the local oscillator
is enough to maintain ILsyn below 3 dB. The optimal point is
strictly related to the available oscillator frequency accuracy.
For example with an accuracy of 0.2%, it can be seen that a
choice of Tp = 40 ns corresponds to a point in the optimal
region 3. However, if an accurate frequency reference, e.g. a
crystal oscillator, is not available, it will be very challenging to
achieve accuracies below 1% [13]. At the 1% level of accuracy,
frequency synchronization must be performed for any value
of Tp, in order to keep the implementation loss due to the
synchronization system less than 3 dB. A choice of Tp = 50 ns
has been made, leading to an allowed absolute timing and
frequency error equal to 5 ns and 8.44 MHz respectively.

The frame period Tf is chosen accordingly to different
requirements: (11), (13) and PRF < 2.5 Mpps (to avoid
a very fast baseband). Thus, Tf = 476 ns is employed and
consequently, PRF = 2.1 Mpps, np = 21 and CF = 9.52.
The resulting modulation parameters are reported in Table IV.

TABLE IV
MODULATION PARAMETERS

Data rate (DR) 100 kbps Pavg 1 mW

-3 dB bandwidth 17.7 MHz CF 9.52

IR parameters Tf 476 ns Synchro- ILsyn 3 dB
Tppm 238 ns nization ∆fsyn 8.4 MHz
Tp 50 ns parameters ∆tsyn 5 ns

TABLE V
WAKEUP RADIO REQUIREMENTS

Power consumption (Pwu) 500 µW

Probability of false alarm (Pfa) 2.6 · 10−5

Probability of missed detection (Pmd) 10−2

Wake-up decision time (Td) 5.24 µs

V. WAKE-UP RADIO

A. Architecture and performance

As the wake-up radio is used instead of the main radio
during channel idle listening, its power consumption must be
much lower than that of the main radio in order to make
the substitution advantageous. This is possible thanks to the
wake-up radio’s relaxed specifications, since its functionality is
limited to the recognition of an incoming IR wakeup request.
The required specifications for the wake-up radio obtained
from a system level analysis have been previously discussed
and are summarized in Table V.

In the literature, the wake-up radio is often referred to as an
ultra-low-power radio which is always active and causes the
whole radio to react to useful incoming useful signals [19].
With this approach, the wake-up radio’s power consumption
must be less than the total available power, i.e. 100 µW in the
present case. In order to meet such a low power consumption,
previous solutions have used on very simple architectures,
avoiding local oscillator and complex down conversion archi-
tectures [20] or employing a free running oscillator periodi-
cally calibrated with an external precise frequency reference

-
+ +

-
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Fig. 7. Wake-up radio architecture (a) and example related waveforms (b):
the outputs of LNA, envelope detector and comparator are shown.
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[19]. In the latter, power consumption is reduced by avoiding
power-hungry PLLs but a precise frequency reference, which
can not be integrated, is still required. On the other hand, if
down-conversion architectures, like super-heterodyne, low-IF
or direct conversion architectures, are not used, a narrow RF
channel filter will be required, which can only be implemented
by employing high-Q external RF filters, such as BAW filters
or MEMS resonators [8], [9]. Narrow channel filtering can not
be avoided if a good sensitivity at ultra-low-power consump-
tion is required. If the bandwidth is not limited, indeed, the
signal may be buried under the noise picked up by the antenna
and added by the radio’s front-end; the latter can be reduced
only at the expense of higher power dissipation.

Our solution overcomes these limits at two different levels.
At the network level, the adoption of a TDMA scheme allows
duty-cycling of the wake-up radio, relaxing in this way the
requirements on its instantaneous power dissipation, which can
be as high as 500 µW, as proven in section III. The increased
power budget available for the wake-up radio will reduce the
noise added by the circuitry and increase the sensitivity. At
the physical level, the use of Impulse Radio is beneficial for
the wake-up functionality. Since the peak power of the pulses
is higher than the average power of the incoming signal, it is
easier for the wake-up radio to discriminate in the amplitude
domain a useful signal from noise. Thus, on the one hand, the
higher available power allows the design of circuits with lower
noise and, on the other hand, the system is more immune to
the effect of noise thanks to IR modulation. In this way, the
wake-up radio does not need a narrowband filtering and it
can be implemented at low cost in standard integrated circuit
technology.

A possible implementation of a wake-up radio and the
representation of signals for each block are shown in Fig. 7(a)
and Fig. 7(b) respectively. When the signal of Fig. 5(a) is
present at the antenna and an appropriate threshold is chosen,
the output of the envelope detector consists of a noisy train of
pulses down-converted to the baseband. A comparator is used
to discriminate the useful signal from the noise and in case
of a clean signal its output is a square wave with the same
shape of the envelope of the IR signal. A pulse width detector
verifies that the pulses are longer than a certain pulse length
threshold in order to prevent the system to give false alarms
in case of short and high noise peaks.

As for a standard radio, it is possible to define the sensitivity
of a wake-up radio. The sensitivity is defined as the minimum
signal level that the system can detect with acceptable perfor-
mances. The requirement on the sensitivity has been fixed to
-84 dBm in section IV-C. The acceptable performances have
been defined in section III-C in terms of Pfa, Pmd and Td. For
the architecture in Fig. 7(a), the sensitivity is given by [21]:

S = kT · NF · Bn · SNR (19)

where k is the Boltzmann constant, T is the absolute temper-
ature, Bn is the receiver noise bandwidth, NF is the noise
figure of the LNA and SNR is the minimum signal-to-noise
ratio at the input of the envelope detector, which is needed to
achieve the required Pfa and Pmd. Once the minimum SNR
is known, from (19) it is possible to find NF , which allows
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to estimate the power consumption of the wake-up radio. The
minimum required SNR will be computed in the following.

We define the missed pulse probability (pmp) as the prob-
ability to miss a single incoming pulse and the false pulse
probability (pfp) as the probability to detect a noise peak as
an incoming pulse. The relation between pfp and pmp and the
network level parameters Pfa and Pmd is easy to find in the
case when m pulses are transmitted to wake up the receiver.
We suppose that the wake-up radio of Fig. 7(a) checks the
presence of a pulse inside each frame of duration Tf . The
digital output of the wake-up radio (Hit) is high when a pulse is
detected and after each frame the system stores the value of the
digital output. After the observation of m frames periods, the
number of hits, i.e. the number of times a pulse was detected in
m frames, is counted. If that number is larger than a fixed value
nth, a wake-up call to the main radio is issued. Otherwise
the count is reset and the procedure is started again. In this
scenario Pfa and Pmd are given by the following equations:

Pfa =

m
∑

k=nth+1

(

m

k

)

pk
fp(1 − pfp)

m−k (20)

Pmd =

nth
∑

k=0

(

m

k

)

(1 − pmp)
kpm−k

mp (21)

Equations (20) and (21) are plotted in Fig. 8 in the case of
m=11, which corresponds to Td = 5.24 µs (see Table IV).

MatlabTM simulations were performed to find the relation
between pfp, pmp and SNR for the architecture of Fig. 7(a).
They can be computed by evaluating the probability of a hit
in a frame where a pulse is present and the probability of a
hit in a frame with no pulses but only noise. An IR waveform
with a signal power equal to the sensitivity of the main radio
(S = −84 dBm) at 2.44 GHz and with a CF = 9.52
(Tf = 476 ns, Tp = 50 ns) was fed to the antenna. An
AWGN channel was assumed and the SNR at the input
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of the envelope detector was swept8. The threshold of the
pulse width detector is set to 45 ns, the envelope detector
has an exponential discharge behavior with time constant of
10 ns and the comparator has a bandwidth of 40 MHz. The
threshold of the comparator Vth has a dramatic impact on the
performance of the wake-up radio: it should be high enough to
minimize pfp and low enough to minimize pmp. To determine
the effect of Vth on the wake-up radio performance, pfp and
pmp were computed with different threshold values and results
are summarized in Fig. 9.

An optimum choice for nth and Vth exists, which minimizes
the SNR required to achieve Pfa and Pmd in Table V. From
inspection of Fig. 8, it may be seen that, with nth = 6,
pfp = 10−1 and pmp = 10−1 satisfy the network require-
ments on Pfa and Pmd. Fig. 9 shows that, with the choice
Vth = 144 µV, an SNR of -11.8 dB is required to achieve
both the condition pfp < 10−1 and pmp < 10−1. It can be
proven that the choice nth = 6 and Vth = 144 µV is a good
approximation of the minimum SNR. If Vth > 144 µV is
chosen, there are no values of SNR and nth for which both the
conditions on Pfa and Pmd are met. Finally, if Vth < 144 µV,
a range of values for nth exists for which the system over-
performs the requirements in terms of Pfa and Pmd. However,
in that case a higher SNR is required, with requires more
power consumption in the front-end.

The optimum SNR is dependent on the decision time Td.
A lower SNR can be obtained by increasing the number of
pulses m and appropriately adjusting the threshold nth: in
that case, higher pfp and pmp can be allowed to achieve a
fixed Pfa and Pmd (see Fig. 8). On the other hand, higher
pfp and pmp allows a lower SNR by increasing the threshold
Vth (see Fig.9) and, consequently, a higher NF for the LNA
can be accepted while maintaining the same performances.
Even though a higher value of m decreases the power of the

8Though the analysis was carried on with an AWGN channel, it must
be noted that a margin for fading and obstruction has been considered in
section IV-C. Propagation through a multipath channel only affects the energy
received for each pulse, since the delay between successive pulses is much
higher than multipath delay expected by typical channel models. The effect
of interferers is treated in section V-B.

wake-up radio, it results in a longer Td, which, as was already
discussed in section III-C, increases the power spent in the
transmitter. To carry out the optimization on Td, the relation
between wake-up radio power and NF should be known. As
a simple topology-independent relation could not be found, a
reasonable value of Td = 5.24 µs has been chosen.

B. Effect of interferers

Interferers can erroneously trigger the wake-up radio,
thereby increasing the power consumption of the whole sys-
tem. Due to the absence of a narrowband filter in the wake-
up radio, any interferer in the antenna’s bandwidth causes a
false alarm with a probability dependent on the power of the
interferer, exactly in the same way as the probability of missed
detection is dependent on the power of the received signal. We
take into consideration an interferer that has equal probability
of generating a false alarm as the minimum signal detectable
by the wake-up radio. This corresponds, for a non-pulse-based
interferer to a power equal to

Pint = S · CF = −74 dBm (22)

where S is the receiver sensitivity and CF is the Crest Factor
defined in section IV-B. It is clear that a gain equal to the Crest
Factor is achieved in interference immunity thanks to the adop-
tion of a pulse-based modulation scheme. In order to estimate
the number of false alarms generated by interferers, we need
to define an interferer scenario and the rate of appearance of
such signals, which is not defined by spectrum regulations.
As an example of a typical scenario, we consider the case
of Bluetooth interferers caused by communication between a
Bluetooth device, such as a mobile phone or a computer, and
a Bluetooth headset. This is not sufficient to draw extremely
general conclusions, but it allows us to sketch the activity of
the main radio in a typical scenario. If any of the two Bluetooth
devices is close enough to the node under consideration, a false
alarm is issued when the Bluetooth device uses the channel.
Bidirectional audio transmission between the headset and the
other device typically generates traffic consisting of periodic
repetition of bursts of two packets9 (called SCO packets in
the Bluetooth standard) with period10 equal to 1.25 ms, 2.5
ms or 3.75 ms [22]. In this scenario, the number of false
alarms for each timeslot is, respectively, 160, 80 and 40 for
the different repetition rates and the increase in system power
consumption, due to increase of the duty-cycle of the main
radio, is, respectively, 64 µW, 32 µW and 16 µW.

In order to save energy in such a scenario, several strategies
can be adopted. One strategy consists, for example, in limiting
the number of wake-up requests for each timeslot. When, in
a certain timeslot, the main radio is woken up by interferers
more times than a certain maximum (defined as a parameter of
the MAC protocol), it will not wake up anymore. Data trans-
mission could then be delayed to other timeslots, during which
the channel is not used by interferers. This strategy results in
additional latency, which, however, can be tolerated in most

9Each packet has a duration of 366 µs and the delay between the first and
secon packet in the burst is 625 µs

10The period is adapted to the QoS required for the audio link.
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applications. An alternative strategy consists in increasing
the threshold of the comparator until the interferers can not
trigger the wake-up radio. Increasing the threshold reduces the
sensitivity and, consequently, the range between transmitter
and receiver, i.e. d in Eq. (12). This strategy is particularly
suitable for dense WSNs, in which information can be routed
through multiple hops, in order to cover a longer distance
with a sequence of shorter hops. The spatial redundancy of
nodes typical of WSN can then be exploited to give robustness
over interferers while maintaining low power consumption
per node. Both strategies increase the packet latency and/or
the packet rate, but this can always be accepted in low QoS
applications. On the other hand, the system presented in this
work could also implement applications with more stringent
requirements on QoS. In that case, power consumption can be
traded for QoS, by allowing interferers to wake up the main
radio and, consequently, giving up the power saving gained by
the introduction of the duty-cycled wake-up radio.

C. Notes on implementation

Using the SNR found in the previous section and (19), the
noise figure of the wake-up radio front-end can be derived.
It is then possible to evaluate the feasibility of the proposed
architecture in terms of power consumption. With no narrow-
band filtering at the antenna, the noise bandwidth of the system
is assumed to be wider than 100 MHz. For 100 MHz noise
bandwidth and -11.8 dB signal-to-noise ratio, a noise figure of
21.6 dB is needed for a sensitivity of -84 dBm. The envelope
detector requires a non-linear device such as a diode. In this
case, a minimum allowable signal of 60 mVpeak amplitude
at the envelope detector’s input is required. Thus the voltage
gain of the block preceding the envelope detector should have
a voltage gain of 60 dB when an antenna impedance of 50 Ω
and the parameters of Table IV are used. Accordingly, the
threshold for the comparator should be scaled to 144 mV.
It seems feasible to reach the specifications on gain and noise
figure with 500 µW power consumption [8].

VI. CONCLUSION

It has been shown how low power consumption and full
integration can be achieved in a node for WSN if an ad-
hoc MAC and modulation scheme are employed. We have
introduced a MAC scheme based on a TDMA approach and
on the use of a wake-up radio duty-cycled by an on-board
clock generator. The accuracy of the clock generator has a
significant impact on system performances, in terms of average
power consumption and maximum number of nodes allowed in
the network. For moderate and low clock accuracy, the energy
overhead due to network synchronization becomes a dominant
fraction of the power consumption. It has been proven that
each node in the WSN can be expected to dissipate a total
average power of less than 100 µW if the inaccuracy of
the clock generator is in the order of 1%. As such level of
accuracy is compatible with the performance of state-of-the-
art fully integrated frequency references, no crystal oscillators
or other external references are needed in the implementation
of the proposed scheme. The issue of integration has also been

solved with regards to the RF communication, introducing
an Impulse Radio modulation scheme in the 2.4 GHz - ISM
band. The modulation parameters have been optimized to relax
the required frequency accuracy to the order of 1%, by taking
into accounts the constraints due to spectral mask and crest
factor for the transmitter and to the synchronization for the
receiver. Finally, the performance of the wake-up radio has
been analyzed with respect to the effect on the MAC scheme
and its feasibility for the IR modulation without any external
components (e.g. BAW filters and MEMS) has been proven.
The impact of interferers on wake-up radio performances
and, consequently, on the power consumption of the total
system has been analyzed and the trade-off between power
consumption and QoS in presence of interferers has been
briefly discussed.
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