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What chance had the scandal-ridden CIA to resist a force with enough power to build

pipelines through tundra that had been demonstrated to be ecologically fragile? Who

could stand against the organization that had reduced government research spending on

solar, wind, tidal, and geothermal energy to a placating trickle, so as to avoid

competition with their own atomic and fossil-fuel consortia? How could CIA effectively

oppose a group with such overwhelming dominance that She was able, in conjunction

with its Pentagon flunkies, to make the American public accept the storage of atomic

wastes with lethal half-lives so long that failure and disaster were absolutely assured by

the laws of anti-chance?

Trevanian, 1979, Shibumi.





Summary

Fossil fuels are non-renewable resources which take millions of years to form, and

whose reserves are being depleted much faster than new ones are being generated. Fur-

thermore, fossil fuels utilization raises environmental concerns, particularly regarding the

global climate change, while the increasing price trend indicates that the fossil-fuels-based

energy is becoming a scarce commodity. Therefore, the current energy situation cannot

be maintained indefinitely and future energy conversion systems have to be sustainable.

One of the options for a more efficient and sustainable use of fossil fuels as energy

sources is arguably distributed generation (DG). Among the various technologies which

are currently proposed for DG, micro combined heat and power (µCHP), defined as the

process of producing both electricity and usable thermal energy at high efficiency and near

the point of use, could play a very relevant role, because it positively integrates technolog-

ical as well as cultural and institutional components, related to the potential for reducing

the ecological impact of electricity conversion.

Micro gas turbines offer many potential advantages in comparison to other conver-

sion technologies suitable for µCHP applications, such as compact size and high specific

power; small number of moving parts; low vibrations and noise; low maintenance require-

ments, which lead to low maintenance costs; high fuel flexibility; possibly short delivery

time and very low emissions; modularity; high-grade residual thermal energy.

The main components of a CHP unit based on a micro turbine are the compressor,

the turbine, the combustor, the recuperator, the generator, and the heat recovery unit. In

the size range of micro gas turbines, radial-flow components are usually adopted for the

turbomachinery, since they offer minimum surface and end-wall losses, and provide the

highest efficiency. Centrifugal compressors also provide very high pressure ratio per stage,

are less expensive to manufacture, and are similar in terms of design and volume flow rate

to those adopted for automotive turbochargers, whose market is currently around two mil-

lions units per year, and is therefore characterized by relatively low production costs.

The use of single-shaft radial turbomachinery for micro turbines allows thus for sim-

ple designs, with satisfiying aerothermodynamic and economic constraints, thanks to the

evolution that automotive turbochargers have experienced in the past seventy years. Fur-

thermore, the introduction of advanced computational fluid dynamics (CFD) tools and of

innovative materials in recent years has led to a marked improvement in the current state-

of-the-art technology of small turbochargers. However, according to some authors, the

efficiency levels of centrifugal compressors have almost “stalled” after years of develop-

ment, while further improvements by means of CFD methodologies would likely to be

only incremental.
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Nevertheless, improvements in micro turbines performance through suitable modifi-

cations of turbocharger technology are to be expected, especially considering that tur-

bochargers usually employ centrifugal compressors with vaneless diffusers in order to

maximize the flow range and minimize production costs, wherelse gas turbines require

higher efficiency and pressure ratio for a much narrower operating range. Moreover, fur-

ther engineering challenges are related to the so-called small-scale effects. These are due

to i) relatively high viscous losses because of low Reynolds numbers; ii) high relative tip

clearance (i.e., the ratio of the tip clearance to the blade height at the impeller outlet) due to

manufacturing tolerances; iii) high heat losses, because of large area-to-volume ratios; iv)

relative large size-independent losses, such as those from bearings and auxiliaries, given

the low power output.

As a consequence, the main objectives of this work are

1. To develop novel methodologies which allow understanding the flow structure and

loss mechanisms of very small centrifugal compressors, and identifying those as-

pects whose improvement can lead to higher micro compressor performance.

2. To analyze and quantify the influence of the tip clearance on the performance and

flow properties of micro compressors, since the unshrouded impellers used in au-

tomotive turbochargers suffer from efficiency decrements, because of the pressure

losses and secondary flows caused by very large clearance gaps.

3. To design and build a test-rig for the automatic acquisition of the performance maps

of very small centrifugal compressors, and for testing either future, new configura-

tions which aim to improve the performance of an exemplary micro turbine com-

pressor, or other very small centrifugal compressors.

4. To develop an original optimization methodology for turbomachinery components,

to be further utilized for the improvement of the performance of an exemplary micro

turbine compressor, through the investigation of vaned diffusers, which are claimed

to exhibit higher static pressure recovery and efficiency than vaneless diffusers, at

the expenses of a narrower operating range.

In this study, the recuperated micro gas turbine developed by the Dutch company Mi-

cro Turbine Technology B.V. (MTT) has been utilized as an illustrative example. The

MTT micro turbine delivers electrical and thermal power output up to 3 and 14 kW, re-

spectively, and will be primarily applied in µCHP units for domestic dwellings. The tur-

bomachinery consists of a commercial off-the-shelf automotive turbocharger, made of a

centrifugal compressor, a radial turbine, and oil-lubricated bearings. A cycle study of the

MTT recuperated micro gas turbine has been carried out in order to assess the impact of

the centrifugal compressor performance on the system performance. The analysis proved

that increasing the performance of the centrifugal compressor adopted for the MTT micro

turbine is pivotal in order to achieve higher performance levels of the µCHP system.

The main conclusions of the work presented here are summarized as follows:

• A fully automated optimization methodology has been developed by integrating an

optimization algorithm, a geometry generator, a grid generator, a CFD solver, and a
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post processor. This methodology can be used for the optimization of turbomachin-

ery components, but has been applied here to the design and optimization of vaned

diffusers for the exemplary micro compressor. The optimized vaned diffusers led to

increased static pressure recovery, but the compressor efficiency was lower than that

of the vaneless configuration, because of larger total pressure losses.

• The test-rig, which has been designed and built for the automatic acquisition of the

performance maps of very small, high-speed centrifugal compressors, proved to be

robust, reliable, and versatile. An experimental campaign has been carried out in

order to quantify the aerodynamic performance of the exemplary compressor, and

the test data, summarized in the form of performance maps and tables, have been

used to validate the results of the numerical analyses shown in this dissertation.

Furthermore, the test-rig will be a useful tool in the development of future, new

designs which aim at improving the performance of the exemplary micro turbine

compressor, and will be utilized to test other very small centrifugal compressors for

a variety of different applications.

• A new one-dimensional (1D) method for the assessment of the performance (i.e.,

stage total-to-total pressure ratio and isentropic efficiency; impeller inlet and outlet

velocity triangles; impeller internal, external, and mixing losses; vaneless diffuser

losses; volute losses) of very small centrifugal compressors has been developed on

the basis of two very well-known design methodologies, namely the single- and

two-zone model. This novel tool combines the advantages of the two, since it dis-

tinguishes between high- and low-momentum flows within the impeller bladed pas-

sages as possible with the two-zone model, and allows evaluating the impeller loss

mechanisms, as possible with the single-zone model.

This dissertation is structured as follows. Chapter 1 illustrates the concept, potential,

and technology of µCHP within the framework of different energy scenarios. The moti-

vation and scope of this work, and the outline of the dissertation are also given here.

Chapter 2 presents the new 1D method for the assessment of the performance and

loss mechanisms of very small centrifugal compressors. The novel methodology has been

applied here to the exemplary micro centrifugal compressor. The numerical results com-

puted by this tool have been validated against the experimental results obtained with the

test-rig. The comparison has been performed at 190 and 220 krpm, and varying mass

flow rate, respectively, and shows a good agreement, since the model is able to capture

the pressure ratio and efficiency trends. However, in proximity of the choking condition

the difference between the numerical and test data is higher. Furthermore, at the micro

turbine design point (i.e., mass flow rate equal to 50 g/s and rotational speed equal to 240

krpm), the model overpredicts the pressure ratio, but underpredicts the efficiency. At the

micro turbine design point, it has been calculated that the skin friction losses contribute

to the largest efficiency decrease, followed by the mixing losses, and the vaneless diffuser

losses.

Chapter 3 describes the experimental set-up which has been designed and built for the

acquisition of the performance maps of very small, high-speed centrifugal compressors.
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The compressor impeller is driven by a turbine powered by pressurized air coming from

a buffer tank, pressurized in turn by two screw compressors. The shaft speed is varied by

a turbine control valve, while further equipment necessary to operate the test-rig was also

integrated into the set-up, as well as the instrumentation and data acquisition system. The

test-rig can currently accomodate impellers with diameters up to 20 mm, and rotational

speeds up to 220 krpm. However, rotational speeds up to 240 krpm (i.e., the micro tur-

bine design point) are deemed within reach with suitable improvements of the compressor

test-rig. The uncertainty propagation analysis has also been performed. The results show

that for the exemplary micro compressor the static pressure uncertainty highly influences

both the pressure ratio and efficiency uncertainties. In particular, the uncertainty of the

compressor inlet static pressure is preponderant with respect to that of the outlet static

pressure. Substituting the actual pressure transmitters with ones having better accuracy

and lower full scale would therefore reduce the uncertainties of the final results. On the

contrary, the total temperature uncertainty contributes to the efficiency uncertainty to a

lower degree, while the mass flow rate uncertainty does not have any impact at all on the

uncertainties of the final results.

Chapter 4 shows the numerical study performed with a commercial CFD code which

solves the three-dimensional (3D) Reynolds averaged Navier-Stokes (RANS) equations.

Steady-state simulations of the exemplary centrifugal compressor have been carried out

to approximate the real, time-dependent flow physics with satisfactory results and shorter

computational time with respect to an unsteady approach. The results of the numerical

analysis, which has been performed at the micro turbine design point, show that the flow

separates due to the supersonic relative Mach number at the impeller blades tip. Sub-

sequently, a low-velocity region develops on the blades suction side, enlarges along the

streamwise direction, and leads to the generation of high losses in proximity of the impeller

outlet, at the shroud. Furthermore, the calculated static pressure recovery coefficient of the

vaneless diffuser of the exemplary compressor stage is equal to 0.4. It is thus located at the

lower end of the ranges documented in the literature. Finally, it has been calculated that

for every 1%-increase of the impeller tip clearance, the stage total-to-total pressure ratio

and isentropic efficiency decrease by 1.3% and 0.6%, respectively. The impeller efficiency

drop due to the impeller tip clearance is two times larger than the loss documented in the

literature for larger centrifugal impellers.

Chapter 5 describes the influence of the diffuser on the compressor performance.

Firstly, an overview of the impeller outlet flow phenomena is given, in order to identify

their effects on the downstream flow field. A brief description of the two main categories

of diffusers (i.e., vaneless and vaned) follows. Finally, the most important design param-

eters of a vaned diffuser are highlighted.

Chapter 6 illustrates the developed optimization methodology. Firstly, the optimiza-

tion of vaned diffusers has been performed by coupling a genetic algorithm (GA) to a

in-house two-dimensional Euler CFD code, in order to test this optimization strategy.

Secondly, the GA has been coupled to a commercial 3D RANS CFD code, in order to

account for the viscous effects and the impeller-diffuser interaction. In this case, the GA

has been assisted by a Kriging metamodel, in order to reduce the computational costs,

while a multi-objective problem has been solved by minimizing, separately and simulta-
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neously, a function of the stage total-to-static pressure ratio, and a function of the stage

total-to-total isentropic efficiency. The relative position of the vanes between the diffuser

inlet and outlet, their inclination with respect to the radial direction at the leading and

trailing edges, the diffuser outlet radius, and the vane number have been selected as de-

sign variables. At first, the optimization methodology has been utilized to design vaned

diffusers for the exemplary compressor, at the micro turbine design point. In this case, the

efficiency of the simulated most efficient optimized vaned diffuser is 1.9% lower than that

of the vaneless diffuser. The vaned diffuser however exhibits a 7.4%-higher static pressure

recovery. Subsequently, a larger impeller diameter, which delivers a higher pressure ratio

at the same rotational speed, has been considered. At the micro turbine design point, the

efficiency and static pressure recovery of the simulated most efficient optimized vaned dif-

fuser are respectively 1.8% and 16.6% higher than those of the vaneless configuration. As

a consequence, the use of vaned diffusers with a low-pressure pressure ratio compressor is

beneficial only in terms of static pressure recovery, while a reduction of the friction losses,

leading to increased efficiencies, can be achieved only in the case of high dinamic heads

available at the diffuser inlet, due to larger impellers.

Chapter 7 draws the conclusions regarding the work presented in this dissertation,

while recommendations are suggested for future research activities.





Samenvatting

Fossiele brandstoffen zijn niet-hernieuwbare energiebronnen gevormd over een peri-

ode van miljoenen jaren, waarvan de reserves tegenwoordig sneller worden verbruikt dan

worden gegenereerd. Verder gaat het verbruik van fossiele brandstoffen gepaard met mi-

lieueffecten; onder wetenschappers is er consensus dat met name de uitstoot van kool-

stofdioxide die bij de verbranding van de genoemde koolwaterstofverbindingen ontstaat,

bijdraagt aan een verhoogd broeikasgaseffect en daardoor verandering van het klimaat be-

werkstelligt. Bovendien duidt de stijgende prijs van fossiele brandstoffen op het feit dat

zij schaarser worden. De huidige situatie kan derhalve niet gehandhaafd kan worden en

toekomstige energieomzettingsystemen dienen daarom duurza(a)m(er) te zijn.

Binnen het geschetste context is gedistribueerde vermogens-opwekking een optie voor

het efficient(er) en duurzaam verbruik van fossiele brandstoffen. In het geheel aan huidi-

ge technologische opties voor gedistribueerde vermogens-opwekking speelt microwarm-

tekracht - een proces voor de simultane productie van warmte (thermisch vermogen) en

elektrisch vermogen met een hoog rendement daar waar deze energievermogensvormen

benodigd zijn - een belangrijke rol, omdat het technologische, maar tevens culturele en

institutionele aspecten integreert - om zodoende de potentiële ecologische impact bij en-

ergieomzettingen (waaronder elektriciteitsopwekking) te reduceren.

Microgasturbines bieden in vergelijking met andere, soortgelijke energieomzettings-

technologieën voor microwarmtekrachttoepassingen een veelheid aan voordelen, waaron-

der een compacte bouw, een hoog specifiek-vermogen en een gering aantal bewegende

delen. Verder vertonen ze weinig trillingen, hebben ze een lage geluidsproductie, zijn ze

makkelijk en goedkoop in onderhoud, hebben ze een hoge flexibiliteit in brandstoftype,

lage (toelaatbare) emissies, zijn ze modulair, en is de residuale thermische energie (de zo-

genaamde restwarmte) van een hoge kwaliteit.

De belangrijke componentenvan een microwarmtekrachtsysteemgebaseerd op een mi-

croturbine zijn de compressor, de turbine, de verbrandingskamer, de interne warmtewisse-

laar, de generator en een systeem voor restwarmtewinning. Voor de gangbare grootte van

microgasturbines wordt veelal gebruik gemaakt van radiale stromingscomponenten,omdat

het rendement (het) hoog(st) is en de stromingsverliezen langs het oppervlak en de wand

minimaal zijn. Centrifugale compressoren hebben tevens een hoge drukverhouding per

trap en zijn goedkoop te fabriceren, en, omdat de gangbare compressoren qua ontwerp en

volumedebiet soortgelijk zijn aan drukvullers in auto’s (voor de auto-industrie worden jaar-

lijks rond de twee miljoen drukvulleréénheden gefabriceerd) zijn de productiekosten laag.

Dankzij de ontwikkelingen van en de ervaringen met drukvullers in de auto-industrie in de

afgelopen zeventig jaar, is het mogelijk, om binnen de gebruikelijke aerothermodynamis-

vii
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che en economische condities, éénassige radiale stromingsmachines voor microturbines te

gebruiken. Daar bijkomend heeft het gebruik van “computational fluid dynamics” (CFD)

tools en van nieuwe materialen gedurende de laatste jaren geresulteerd in verbetering van

de technologie van kleine drukvullers. Doch, zoals door enkele bronnen is aangegeven,

is na jaren van successieve toename van het rendementsniveau van centrifugale compres-

soren bijna een maximum bereikt; potentiële verbeteringen die kunnen voortkomen uit

CFD analyses zullen maar in minieme rendementsverbeteringen resulteren.

Desalniettemin is verbetering van de prestatie van microturbines te verwachten door

geschikte aanpassingen te plegen aan drukvuller technologie. Immers, drukvullers maken

gebruikvan centrifugale compressorenmet zogenaamde schoeploze diffusors om zodoende

het stromingsbereik te maximaliseren en de productiekosten te minimaliseren, terwijl gas

turbines een hoger rendement en drukverhoudingnodig hebben in een beperkter werkings-

gebied. Daarnaast zijn er technische uitdagingen wegens effecten die zich manifesteren op

en door de kleine schaal. Deze effecten zijn het gevolg van: i) de relatief hoge visceuze

verliezen vanwege de lage Reynolds waarden; ii) een grote relatieve speling bij de schoep-

tip (gedefinieerd als de verhouding van de speling tussen schoeptip en behuizing en de

schoephoogte ter plaatse van de schoepenuitlaat) wegens toleranties bij de vervaardiging

van de waaier (het schoepenrad); iii) hoge warmteverliezendoor de hoge verhouding tussen

het oppervlak en het volume; iv) relatief hoge, grootte-onafhankelijke verliezen zoals de

verliezen bij de lagering en overige componenten, gegeven het laag vermogen.

De doelstellingen van dit onderzoek, beschouwende het bovenstaande, zijn

1. Om methodologieën te ontwikkelen die het mogelijk maken om de structuur van de

stroming en de verliesmechanismen bij kleine centrifugale compressoren beter te

begrijpen en om (zodoende) aspecten te identificieren die kunnen bijdragen aan een

betere prestatie van een microcompressor.

2. Om de invloed van de relatieve speling tussen de tip en de compressorbehuizing

op de prestatie van de compressor en op de stromingseigenschappen te analyseren

en te kwantificeren, omdat de zogenaamde waaiers zonder behuizing die in de auto-

industrie gebruikt worden, rendementsverliezen hebben wegens de drukverliezen en

secundaire stromingen als gevolg van de (relatief) grote spelingen.

3. Om een testopstelling te ontwerpen en bouwen die automatische acquisitie van de

prestatiekarakteristiekenvan kleine compressoren mogelijk maakt, en die bovendien

flexibel is voor het testen van een aangepaste compressor met bijvoorbeeld een an-

dere configuratie (ter verbetering van de prestatie van een microturbine compressor)

of een andere kleine centrifugale compressor.

4. Om een optimalisatie methodologie voor turbomachinecomponenten te ontwikke-

len die in de toekomst gebruikt kan worden om de prestatie van de compressor te

verbeteren middesl onderzoek verricht aan diffusors met schoepen. Van het laat-

stgenoemde wordt beweerd dat zij voor een betere statische drukopbouwzorgdragen

en een hoger rendement mogelijk maken dan schoeploze diffusors, doch voor een

kleiner werkgebied van de compressor.
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Voor dit onderzoek is een warmtegeı̈ntegreerde (gerecupereerde) microgasturbine ge-

bruikt, welke is ontwikkeld door Micro Turbine Technology B.V. (MTT). Deze MTT mi-

croturbine levert een elektrisch vermogen van 3 kW en een thermisch vermogen van 14

kW en is primair ontwikkeld om gebruikt te worden als microwarmtekrachtsysteem voor

huishoudelijke toepassingen. De stromingsmachinecomponenten ziin een standaard “off-

the-shelf” drukvuller zoals gebruikt in de auto-industrie, welke bestaat uit een centrifugale

compressor, een radiale turbine en olie-gesmeerde lagers. Een studie is uitgevoerd op de

thermodynamische cyclus in de MTT warmtegeı̈ntegreerde microgasturbine, zodat de in-

vloed van de prestatie van de centrifugale compressor op the prestatie van het gehele sys-

teem kan worden gekwantificeerd. Uit deze genoemde analyse volgt dat een verbetering

van de prestatie van de centrifugale compressor van de MTT microgasturbine van eniment

belang is om betere prestatie van het microwarmte-krachtsysteem te krijgen.

De belangrijke conclusies uit dit onderzoek staan hieronder vermeld

• Een volledig geautomatiseerde optimalisatie methodologie is ontwikkeld door een

optimalisatie algoritme, een geometriegenerator, een gridgenerator, een CFD solver,

en een zogenaamde “post-processor” te integreren. De ontwikkelde methodolo-

gie kan worden toegepast voor de optimalisatie van diverse componenten van stro-

mingsmachines. In dit onderzoek is het optimalisatiesysteem gebruikt voor het on-

twerpen en optimaliseren van de zogeheten diffusors met schoepen van de gebruikte

microcompressor. De geoptimaliseerde diffusors met schoepen resulteerden in een

verhoogde statische drukopbouw, echter vanwege de hogere totale-drukverliezen

was het compressor rendement lager dan dat van de zogenaamde schoeploze con-

figuratie.

• The testopstelling welke ontwikkeld is voor automatische data-acquisitie van groothe-

den van de prestatiekarakteristiek van zeer kleine en snel-roterende centrifugale

compressoren, bleek robuust, betrouwbaar en veelzijdig bruikbaar te zijn. Een te-

stronde is uitgevoerd om de aerodynamische prestatie van de onderhavige compres-

sor te kwantificeren, en de gemeten data (die vewerkt zijn in prestatiekarakteristieken

en prestatietabellen), zijn gebruikt geworden om de numerieke resultaten die verkre-

gen zijn en hierin gedocumenteerd zijn, te valideren. Verder zal de testopstelling

een zeer bruikbare tool zijn in de ontwikkeling van toekomstige, nieuwe ontwerpen

met als doel het verbeteren van de prestatie van de microturbine compressor en zal

gebruikt worden om andere micro centriugale compressoren te testen voor diverse

toepassingen.

• Een nieuwe één-dimensionale (1D) methode voor de evaluatie van de prestatie (bi-

jvoorbeeld de verhouding tussen de totale-tot-totale drukverhouding per trap, het

isentropisch rendement, de snelheidsdriehoeken aan de schoepinlaat en -uitlaat, in-

terne, externe en mengverliezen, verliezen in de schoeploze diffusor) van zeer kleine

centrifugale compressoren is ontwikkeld op basis van twee bekende ontwerpmethod-

ologieën, namelijk het zogenaamde enkele- en het twee-zone model. Deze nieuwe

tool combineert de voordelen van de beide genoemde methodologieën, omdat on-

derscheid gemaakt wordt tussen hoge en lage impulsstromingen binnen de passages
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van het schoepenrad, zoals bij het twee-zone model, en de mogelijkheid ingebouwd

is om de verliesmechanismen in de waaier te evalueren, zoals bij het enkele-zone

model.

Dit proefschrift is als volgt gestructureerd. Hoofdstuk 1 illustreert het concept, het

potentiëel en de technologie van microwarmtekracht binnen het raamwerk van verschil-

lende energiescenarios. De uitgangspunten (motivatie) en de scope van dit werk, en de

structuur van het proefschrift zijn ook genoemd.

Hoofdstuk 2 presenteert de nieuwe 1D-methode voor het evalueren van de prestatie

en verliesmechanismen in zeer kleine centrifugale compressoren. De ontwikkelde meth-

ode is in dit onderzoek toegepast op een micro centrifugale compressor. De verkregen

numerieke resultaten door de ontwikkelde tool zijn gevalideerd middels experimentele

data verkregen uit een test. De vergelijking is uitgevoerd voor 190,000 en 220,000 rpm

en variërende massadebiet. De overeenstemming tussen de twee datasets is goed, omdat

het model in staat is om het verloop van de drukverhouding en het rendement correct te

voorspellen. Echter, nabij de conditie waarbij choking optreedt, is er een groter verschil

tussen de gemeten en gesimuleerde (numerieke) waarden. Verder, bij de werkingstoestand

waarvoor de microturbine is ontworpen (massastroom gelijk aan 50 g/s en rotatiesnelheid

gelijk aan 240,000 rpm) blijkt dat het model een te hoge druk verhouding voorspelt, terwijl

het rendement verkregen uit het model juist lager uitvalt. Bij deze toestand wordt middels

berekeningen aangetoond dat de grootste bijdrage aan de afname van het rendement komt

door wrijvingsverliezen langs de wand, gevolgd door mengverliezen en verliezen in de

schoeploze diffusor.

Hoofdstuk 3 beschrijft de testopstelling voor de data-acquisitie van de prestatiekarak-

teristieken van zeer kleine, zeer-snel-draaiende centrifugale compressoren. De compres-

sor wordt aangedreven door een turbine waar doorheen lucht uit een buffervat onder druk

stroomt. De drukopbouwen vulling van dit buffervat geschiedt middels twee schroef com-

pressoren. De snelheid van de as wordt geregeld door de klep die de massastroom naar

de turbine bepaalt. Daarnaast zijn de componenten benodigd om het systeem te draaien

geı̈ntegreerd in het systeem, alsmede is er het data-acquisitie systeem. De ontworpen op-

stelling kan waaiers met een afmeting tot maximaal 20 mm accomoderen bij toerentallen

tot 220,000 rpm. Hogere toerentallen tot 240,000 rpm worden mogelijk geacht indien

noodzakelijke aanpassingen worden gepleegd aan de opstelling. Er is tevens een onzeker-

heidsanalyse uitgevoerd. De resultaten tonen aan dat voor de beproefde microcompressor,

de onzekerheid in gemeten statische druk, sterk de onzekerheid in de drukverhouding en

die in het rendement beı̈nvloedt. In het bijzonder is de onzekerheid in de statische druk

aan de compressorinlaat uitermate belangrijk of in ieder geval belangrijker dan die van

de statische druk aan de compressoruitlaat. Gebruikmaking van nauwkeurigere instru-

menten (drukmeters) en met een kleiner (beter op de drukken afgestemd) meetbereik, zal

dus tot lagere onzekerheden leiden in de uiteindelijke resultaten. Daar tegenover staat dat

de onzekerheid in de totale temperatuur veel minder bijdraagt aan de onzekerheid in het

rendement, en die van de massastroom al helemaal niet.

Hoofdstuk 4 beschrijft de numerieke studie welke is verricht middels een commerciëel

verkrijgbaar CFD code die de drie-dimensionale (3D) zogenaamde Reynolds averaged
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Navier-Stokes (RANS) vergelijkingen oplost. Simulaties onder stationaire condities zijn

met succes uitgevoerd op de centrifugale compressor om een redelijke benadering te kri-

jgen van de tijdsafhankelijke physica van de stroming. Hierdoor is de simulatietijd korter

dan wanneer de niet-stationaire simulatie wordt gepleegd. Numerieke simulaties bij on-

twerpcondities van de microturbine tonen aan dat de stroming los laat vanwege de relatief

hoge Mach getallen bij de schoeptip. Vervolgens ontstaat er een gebied aan de zuigzi-

jde van de schoepen met lage stromingssnelheden, die dan in de stromingsrichting groter

wordt en resulteert in grote verliezen nabij de rotoruitlaat bij de zogenaamde behuizing.

Verder is de berekende waarde voor de coëfficiënt die de statische druk opbouw aangeeft

voor de schoeploze diffusor van de werkelijke compressor trap 0.47, en deze waarde ligt

dus in een lagere interval dan de waarden uit de literatuur. Verder is getoond dat voor elke

1% toename in de speling tussen de tip en de behuizing, de totale-tot-totale drukverhoud-

ing per trap en de afname van het isentropisch rendement respectievelijk 1.3% en 0.6%
zijn. De daling van het rendement van de rotor door de genoemde speling is twee keer

hoger dan het verlies welke in de literatuur gedocumenteerd staat voor grotere centrifu-

gale waaiers.

Hoofdstuk 5 beschrijft de invloed van de diffusor op de prestatie van de compressor.

Ten eerste wordt een overzicht gegeven van de stroming aan de uitlaat van het schoepen-

rad om de effecten die deze stroming heeft op het stromingsveld verder te identificeren.

Er wordt ook een kort overzicht gegeven van twee diffusor categorieën (schoeploze en met

schoepen). Als laatst worden de van belang zijnde ontwerpparameters van de diffusors

met schoepen benadrukt.

Hoofdstuk 6 illustreert het gebruik en de werking van de ontwikkelde optimalisatie

methodologie. Ten eerste wordt de optimalisatie strategie getest door voor de optimalisatie

van diffusors met schoepen een koppeling te plegen tussen een genetische algoritme (GA)

en een twee-dimensionale Euler academische CFD code. Vervolgens is het GA gekop-

peld aan een commerciele 3D RANS CFD code om zodoende de visceuze effecten en

de interactie tussen de diffusor en de waaier in beschouwing te nemen. In deze situatie

is het GA aangevuld met een Kriging metamodel om zodoende de berekeningen minder

computationele-intensief te maken, terwijl een multi-objectief probleem is opgelost door

apart en simultaan te minimaliseren een functie van de totale-tot-totale drukverhouding

per trap en een functie van de totale-tot-totale isentropisch rendement per trap. De positie

van de schoepen tussen de diffusorinlaat en -uitlaat, hun helling ten opzichte van de radiale

richting bij de rand van de schoep bij de in- and uitlaat, de straal bij de diffusoruitlaat en

de schoepnummer zijn als ontwerpvariabelen gekozen. Als eerste stap is de optimalisatie

methodologie gebruikt om de diffusors met schoepen van de gekozen compressor te on-

twerpen (bij de ontwerpcondities van de microturbine). In dit geval is het rendement van

de meest optimale diffusor met schoepen 1.9% lager dan dat van de schoeploze diffusor.

De diffusor met schoepen heeft echter een 7.4% hogere statische drukopbouw. Vervol-

gens is een grotere waaier diameter beschouwd die een hogere drukverhouding geeft bij

een zelfde toerental. Bij de ontwerptoestand van de microturbine is het rendement en

statische drukopbouw van de gesimuleerde, meest efficient geoptimaliseerde diffusor met

schoepen, respectievelijk 1.8% en 16.6% hoger dan die van de schoeploze configuratie.

Het gevolg is dat het gebruik van een diffusor met schoepen met een lage-drukverhouding
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compressor voordelig is alleen in termen van statische drukopbouw, terwijl een reductie

van de wrijvingsverliezen, resulterende in verhoogde rendementen, alleen verkregen kan

worden in het geval van hogere dynamische drukken aan de diffusorinlaat wegens grotere

waaiers.

Hoofdstuk 7 geeft conclusies betrekking hebbende op dit onderzoek en aanbevelingen

voor verder relevant onderzoek op het gebied.
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This chapter provides an overview of the concept, potential, and various tech-

nologies of micro cogeneration, in the framework of different energy scenarios. Mi-

cro cogeneration is one of the available options for the abatement of CO2 and NOx

emissions. The motivation and scope of this work, and the outline of the dissertation

are also given.

“The air we receive at our birth and resign only when we die is the first
necessity of our existence.”

The Times, 1881.

1
Introduction

1



2 1.1 WORLD ENERGY AND EMISSIONS TRENDS

1.1 World energy and emissions trends

Fossil fuels (i.e., coal, oil, and natural gas) are of great importance because their com-

bustion allows for the conversion of significant amounts of energy per unit of mass. The

use of coal as a fuel pre-dates recorded history, while commercial exploitation of oil began

in the 19th century to light lamps. Natural gas, once flared-off as an unneeded by-product

of oil production, is now considered a very valuable resource.

The wide-scale use of fossil fuels, coal at first and oil later, to fire steam engines enabled

the Industrial Revolution, and in the past two centuries their exploitation for transporta-

tion, energy conversion, and as feedstock for the petrochemical industry greatly increased.

Since the global energy consumption is predicted to increase by 37% from 2008 to

2035, rising from 12.3 billion tonnes of oil equivalent (Gtoe) to 16.7 Gtoe [127], the

demand for fuel sources is expected to continue to grow in the coming years as well

(Fig. 1.1a). In particular, fossil fuels account for 53% of that increment, and continue

to supply the bulk of global energy consumption, though their share is predicted to fall

from 81% in 2008 to 74% in 2035.

Oil remains the dominant fuel in the primary energy mix during the period 2008-2035,

but its share drops from 33% to 28%, while the demand for coal increases by 18%. The

growth of natural gas demand overtakes by far that of all the other fossil fuels, as its con-

sumption increases by 43%. At that point, natural gas will be close to surpassing coal as

the second most important fuel in the primary energy mix. The share of nuclear power

increases from 5.8% to 7.6%, while the energy conversion from renewable sources (e.g.,

biomass, geothermal heat, hydro, rain, sunlight, tides, and wind) is expected to grow faster

than any other energy source, at an average rate equal to 7.9% per year.

Figure 1.1b shows the total primary energy supply (TPES) in the Netherlands in the

period 1973-2030, with a focus on the year 2007. The TPES includes electricity gener-

ation, industrial consumption (included non-energy use), transport, residential, commer-

cial, public service, agricultural, fishing, and other non-specified sectors. The Nether-

lands’ TPES was over 83 Mtoe in 2007, representing a 9%-increase from 2000, and a

24%-increase from 1990 [125]. The TPES grew steadily since the mid-1980s, with a

few ups and downs. In 2007, coal summed up to over 9% of the TPES, showing a 4.6%-

increase from 1973, while the share of oil has fallen to 40% from 50% in 1973, then started

growing again. The share of natural gas grew from around 45% in 1973 to over 52% in

1985, and gradually declined to 40% in 2007. Biomass made up over 3% of the TPES.

Because of the wide-spread utilization of fossil fuels since the Industrial Revolution,

the atmospheric concentration of greenhouse gases (GHG) has increased dramatically

[119]. The Intergovernmental Panel on Climate Change (IPCC) stated that “changes in

atmospheric concentrations of GHG and aerosols, land cover, and solar radiation alter the

energy balance of the climate system”, and concluded that the “increase in anthropogenic

GHG concentrations is very likely to have caused most (i.e., more than 50%) of the in-

crease in the global average temperature since the mid-20th century” [121]. Furthermore,

anthropogenic warming, such as that due to elevated GHG levels, has a discernible influ-

ence on many physical and biological systems, and it is projected to affect various issues

such as freshwater resources, industry, food, and health [121].
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(b) Total primary energy supply by fuel for the Nether-

lands. The term “total” includes electricity gen-

eration, industrial consumption, transport, residen-

tial, commercial, public service, agricultural, fish-

ing, and other non-specified sectors. Data taken from

Ref. [125].

Figure 1.1: Energy demand and supply by fuel.

Among the GHG present in the Earth’s atmosphere, carbon dioxide (CO2) is the most

abundant, and its concentration increased from approximately 280 ppmv in pre-industrial

times to 385 ppmv in 2008 [122]. The IPCC asserted that “the present atmospheric CO2

increase is caused by anthropogenic emissions of CO2” [120], which are due to fossil fuels

combustion, forest clearing, biomass burning and other non-energy production processes,

and cause “most of the observed increase in global average temperatures since the mid-

20th century” [122]. Figure 1.2 shows the variation of the CO2 concentration in the past

1,000 years. The dramatic increase of CO2 emissions since the Industrial Revolution is

clearly visible.

The rising demand of fossil fuels will continue to drive up the world energy-related

CO2 emissions from 29.3 Gt to 35.4 Gt (representing a 21%-increase), in the period 2008-

2035 [126]. Nonetheless, the average growth rate of 0.7% per year represents a notable

improvement with respect to previous predictions. In the Netherlands, total CO2 emis-

sions from fuel combustion rose by 29% between 1990 and 2006, mainly because of the

larger use of oil and natural gas, and without additional policies emissions are projected

to increase by more than 44% in 2030 [125].

Nitrogen oxides (NOx) as well can have a strong environmental impact and cause se-

vere health problems. They originate from combustion processes, and include nitrogen

dioxide (NO2) and nitrous oxide (N2O). NOx play an important role in the creation of

ozone, which cause acute respiratory problems, reduce the agricultural production, and

can react further to produce undesired pollutants, and in the formation of acid rains. Fur-

thermore, NOx emissions can contribute to the formation of particles which are dangerous
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Figure 1.2: Variation of CO2 concentration.

to the health of human beings and animals, wherelse the NOx present in the air can react

with organic chemicals to form a wide variety of toxic products. NOx emissions can also

cause water quality deterioration and eutrophication, which leads to oxygen depletion and

fish kills, and may also change the pH of water, with the effect of lowering the buffering

capacity leading to higher levels of dissolved metals. Finally, N2O accumulates in the at-

mosphere with other GHG, causing a gradual rise in the Earth’s temperature, and leading

to increased sea levels, expansion of desert lands, and changes in the rain patterns and

microclimate conditions.

1.2 Distributed generation of electricity

Fossil fuels are non-renewable resources, since they take millions of years to form, and

reserves are being depleted much faster than new ones are being generated, because of the

exponentially growing world primary energy consumption. The increasing price trend

and the prominent role in geopolitics indicate thus that the fossil-fuels-based energy is

becoming a scarce commodity. Furthermore, fossil fuels utilization raises environmental

concerns, particularly regarding the global climate change. As a consequence, the current

energy situation cannot be maintained indefinitely and future energy conversion systems

have to be sustainable.

One of the options for a more efficient and sustainable use of fossil fuels as energy

sources is arguably distributed generation (DG), which is defined as “the production of

electricity at, or near, the point of use, irrespective of size, fuel, and technology” [281].

It is also known as “embedded generation”, “dispersed generation”, and “decentralised

generation” [2]. Various technologies are used in DG [115, 124, 216, 281], such as micro

cogeneration systems for the on-site simultaneuos conversion of the fuel into electrical
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and thermal energy (e.g., reciprocating engines, fuel cells, Stirling engines, Rankine cy-

cle turbines operated with steam or organic compounds as working fluid, and micro gas

turbines), on-site renewable energy systems (e.g., photovoltaic and biomass conversion

systems, and wind and water turbine generators), and energy recycling technologies that

capture otherwise wasted energy (e.g., systems powered by gas pressure drop, exhaust heat

from industrial processes, and low energy content combustibles from various processes).

In the last decade, several major factors contributed to a renewed interest into DG, and

therefore to its evolution. On the one hand, environmental concerns, depletion of fossil

fuels reserves, and increasing dependency on politically unstable regions for the supply

of fossil fuels have raised the issue of developing sustainable energy technologies, which

has thus moved to the foreground of many governments’ agendas. Therefore, in 2008 the

European Commission (EC) published the “20 20 by 2020 package” [83, 84] in order to

pursue by 2020 a 20%-reduction of GHG emissions, a 20%-share of renewable energy in

the overall energy mix, and a 20%-energy efficiency improvement. Each Member State

has set its individual targets, and the Dutch government pursues by 2020 a 30%-reduction

of GHG emissions (compared to 1990 levels), an increased share of renewable energies in

the overall energy use from 2% to 20%, and an annual energy efficiency improvement of

2% [184].

On the other hand, technological innovations and a changing economic and regula-

tory environment have heavily influenced such interest as well. This has been confirmed

by the International Energy Agency [123], which listed four factors (other than climate

change concerns) that contributed to the DG evolution, i.e., developments in DG tech-

nologies, constraints on the construction of new transmission and distribution (T&D) lines,

increased customer demand for highly reliable electricity, and the electricity market liber-

alisation.

Decentralization is thus a current trend, but it is interesting to point out that in the

late 19th century the inventor and businessman T. A. Edison anticipated a highly dispersed

electricity system, with individual businesses generating their own power. He thus en-

visioned a dynamic, decentralized power industry, with dozens of companies generating

and delivering electricity close to where it was used, or even putting systems on site in

customers’ basements [64]. Furthermore, in the early 1970’s the economist and writer

E. F. Schumacher wrote that the technological development should be given “a direction

that shall lead it back to the real needs of man, and that also means: to the actual size

of man. Man is small, and, therefore, small is beautiful. To go for giantism is to go for

self-destruction” [228].

The benefits of DG are mutiple and can be divided in three main categories [70, 115,

123, 204, 265]. From an environmental point of view, DG can exploit renewable energy

sources as fuel inputs; reduces emissions; guarantees increased systems efficiency; reduces

the amount of the land required for electricity-conversion facilities and of rights-of-way

for T&D corridors. From an operational point of view, DG reduces T&D losses, loads re-

quirements, and power fluctuations; improves electric systems reliability and power qual-

ity; provides ancillary services, on-site power in case of emergency or systems outages,

and modularity; decreases the vulnerability and increases the resilience of critical infras-

tructures. From an economical point of view, DG reduces the construction of new T&D
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networks, the upgrade of existing lines, peak power requirements, and energy prices; has

a positive influence on the energy prices due to its location flexibility; shows a flexible

reaction to energy prices fluctuations; can exploit cheap fuel opportunities.

1.3 Micro cogeneration

Micro cogeneration, also known as micro combined heat and power (µCHP) or do-

mestic cogeneration, is generally defined as “the process of producing both electricity and

usable thermal energy (either heat or cooling, or both) at high efficiency and near the point

of use” [281]. It is important to stress out that the definition incorporates the simultaneuos

conversion of the fuel into electrical and thermal energy, a performance criterion of high

efficiency, and a location criterion which places the unit close to the customer. In con-

trast with the currently dominant pattern of producing the electricity in large, centralised

power plants, µCHP would then make a fundamental difference in electricity systems, be-

cause it integrates technological as well as cultural and institutional components, but also

entails the potential for reducing the ecological impact of electricity conversion from the

fuel [202].

There is however no clear consensus about what “micro” actually means. Ackerman et

al. [2] suggested to use the latter term for DG units with power output up to 5 kWel, and to

define as “small” those systems in the range from 5 kWel to 5 MWel. Other studies [72, 202]

defined energy conversion units below 15 kWel as “micro”. A further distinction has been

given in a summary report by FaberMaunsell [87], where a CHP system was defined as

“mini” if capable of supplying between 10 and 100kWel, and as “micro” if able to supply

less than 10 kWel. Pilavachi [208] stated that “micro” CHP systems were in the range up

to 150 kWel, and “mini” CHP applications in the range from 150 kWel to 1 MWel. The

diatribe was finally clarified by the European Union (EU) through the Directive 2004/8/

EC of the European Parliament and of the Council, according to which “micro cogener-

ation unit shall mean a cogeneration unit with a maximum capacity below 50 kWel, and

small scale cogeneration shall mean cogeneration units with an installed capacity below 1

MWel” [82].

1.3.1 Benefits

As a quantitative example, Fig. 1.3 shows the comparison between cogeneration and

conventional generation. The data have been taken from the work of Lee [169], are based

on average values for the United Kingdom, and refer to the year 2010. According to the

author, a typical U.K. coal-fired central power plant has an efficiency equal to about 40%,

while the T&D losses on average are around 8% of the trasmitted power.

The left-hand side of Fig. 1.3 shows a conventional generation system, with electricity

generated by a coal-fired central power plant, and heat generated by a local boiler. That

system requires 3.9 units of energy input to meet the customer’s requirements (i.e., one

unit of electrical energy and one unit of thermal energy). On the right-hand side, the same

electricity and heat requirements are supplied by just 2.5 units of energy input through a
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Figure 1.3: Cogeneration versus conventional generation. The data are based on average values

for the United Kingdom and refer to the year 2010. Data taken from Ref. [169].

local CHP unit.

By introducing the overall (ηo), electrical (ηel), and thermal (ηth) efficiency defined

as

ηo =
Electrical energy + thermal energy

Energy input
, (1.1)

ηel =
Electrical energy

Energy input
, (1.2)

ηth =
Thermal energy

Energy input
, (1.3)

the corresponding values have been calculated for the cogeneration and conventional gen-

eration (Table 1.1). The overall efficiency is equal to 51.3% for the conventional gener-

ation, and to 80.0% for cogeneration. The local CHP unit is thus 55.9% more efficient

than the conventional generation system. The electrical efficiencies are slightly different

(40.0% for cogeneration and 36.8% for the conventional generation), while the thermal

efficiency calculated for the conventional generation is 52.8% higher than the value for

cogeneration (40.0% for cogeneration and 84.7% for the conventional generation). Fi-

nally, the saving of the energy input due to the use of the local CHP unit is equal to 35.9%.

The values given in Table 1.1 refer to the United Kingdom, and might differ from the

average efficiencies for the Netherlands. In particular, most of the Dutch central power

plants are gas-fired units, since the Netherlands are presently the second largest natural

gas producer in Europe and the ninth in the world, accounting for 46.7% of the EU-27

total annual gas production, and for 2.5% of the world total annual gas production [37].

Modern combined-cycle gas turbine plants, which currently dominate the gas-based tech-

nology for intermediate and base-load power generation, feature an electrical efficiency
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Table 1.1: Comparison of overall (ηo), electrical (ηel), and thermal (ηth) efficiency between co-

generation and conventional generation. Data taken from Ref. [169].

ηo [%] ηel [%] ηth [%]
Cogeneration 80.0 40.0 40.0

Conventional generation 51.3 36.8 84.7

that is expected to increase to about 64% by 2020 from the actual values in the range 52-

60% [75]. Furthermore, in the Netherlands the electrical T&D losses account for 4% of

the distributed volumes [1], while the electrical efficiency achieved with local CHP units

might be lower than the 40%-value calculated by Lee [169], especially in the case of a low

power output which is more suited for µCHP. Therefore, when using the average values

for the Netherlands, the difference between the overall efficiency obtained with cogener-

ation and the value achieved with the conventional generation would be lower than those

calculated for the United Kingdom, whereby electricity is mainly generated by means of

coal-fired power plants.

Furthermore, the values mentioned above for the United Kingdom and the Nether-

lands will vary from those relative to other countries, based on the fuels burned in central

power plants for the electricity production, the electrical T&D losses, and the electrical

efficiencies of the local micro CHP system. As a consequence, the advantages of using

cogeneration instead of the conventional generation can vary significantly from country to

country, although appropriately sized CHP units are generally more efficient than conven-

tional generation systems, and allow making substantial savings of the energy input.

Micro cogeneration systems will also have a beneficial impact for reducing GHG emis-

sions, mainly due to the reduction of CO2 and NOx emissions [63, 86, 103, 169, 203], al-

though gas-fired power plants are indeed less polluting than their coal-fired counterparts.

According to a report published by the Energy Information Administration [74], com-

bustion of natural gas produces about 44% less CO2 and about 80% less NOx than coal

combustion, per unit of energy produced.

Moreover, since µCHP systems require the energy conversion unit to be located close

to the customer in order to supply the required thermal energy, their application also re-

duces the electrical T&D losses. Micro cogeneration also offers concrete costs savings to

the customers, by reducing imported electricity, by selling surplus electricity back to the

grid, and by providing affordable heat. Increased cost-effectiveness might also be achieved

by using biomass and/or waste materials as fuels for µCHP applications [80].

1.3.2 Market potential

Buildings with central heating systems represent the main potential for the application

of micro cogeneration technology. Furthermore, although µCHP systems are very flexible
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Figure 1.4: Prediction of European cogeneration capacity and CO2 emissions reduction by sce-

nario. Data taken from Ref. [73].

in terms of fuel input, natural gas is likely to be the primary fuel utilized in micro cogener-

ation. This means that conventional heating systems such as natural gas-fired condensing

boilers will likely be replaced by µCHP units, which are thus seen as a promising next

generation heating technology for countries with extensive natural gas infrastructures.

In the last decade, several studies have been carried out in order to determine the mar-

ket potential of micro cogeneration in Europe, and more specifically in the Netherlands.

In 2001, the potential application of cogeneration (both domestic and industrial) in 28

European countries (i.e., EU-15, Cyprus, Norway, Switzerland, and 10 Central and East-

ern Europe (CEE) countries) was assessed with a modelling process which involved four

different scenarios [73]. Three of these scenarios assumed ratification of the Kyoto Pro-
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tocol within the EU and implementation of the GHG emission targets. Only the best case

scenario (“Post-Kyoto”) included full world-wide Kyoto ratification, while the worst case

scenario (“Deregulated liberalisation”) assumed failure of the Protocol, with the whole

process delayed by ten years. The report concluded that only under the Post-Kyoto sce-

nario significant growth of the application of cogeneration occured until the year 2020, in

order to fulfill the target set by the EC of doubling the cogeneration output as a proportion

of electricity generation from 9% to 18% by 2010 [81]. Alternatively, a continuation of

the current status quo was unlikely to lead to much, if any, growth over the same period.

Under the Post-Kyoto scenario, in the period 2000-2020 cogeneration was projected to

almost triple the capacity from 74 GWel to 195 GWel in the EU-15 (Fig. 1.4a), and from

22 GWel to 54 GWel in the CEE countries (Fig. 1.4b). At the same time, in 2020 the to-

tal annual CO2 emissions saving was predicted to be approximately 270 Mt in the EU-15

(Fig. 1.4c), and almost 200 Mt in the CEE countries (Fig. 1.4d).

An econometric model was developed in 2002 to estimate the potential size of the

European market of µCHP (with electrical power Pel <3 kW) under various scenarios,

for the period 2001-2020 [87]. The selected scenarios were the “business as usual” ap-

proach, where current conditions were assumed, the “medium effort” scenario, where rea-

sonable efforts were made with regard to legislation, policy, and financial incentives, and

the “maximum effort” scenario, whereby considerable initiatives were taken to promote

micro cogeneration. The investigation for both market potential and CO2 emissions re-

duction was carried out for the EU-15, eleven CEE countries, and Norway. The model

indicated that under the best scenario a total of 11.5 million µCHP units could be sold

by 2020 across the twenty-seven countries, leading to an equivalent reduction of 7.3 Mt

of CO2 emissions (Fig. 1.5). For the CEE countries in particular, the prediction revealed

that by 2020 around 670,000 units could be sold, with an equivalent reduction of 1 Mt of

CO2 emissions. Furthermore, among the EU-15 countries, Sweden, the United Kingdom,

and Germany exhibited the greatest market potential in 2002 under the optimal scenario,

followed by Austria, Norway, and Spain.

In 2003, Dentice d’Accadia et al. [60] reported a forecast for the year 2006, based on

which Germany, the United Kingdom, and the Netherlands would become the largest mar-

kets for µCHP installations (Pel <15 kW), thanks to the climate, a tradition of DG on both

supplier and end-user sides, and a large diffusion of gas connection. A second group of

countries (i.e., Italy, Austria, Switzerland, and Belgium) would play a less important, but

still significant, role in the micro cogeneration diffusion. The rest of Europe, both for the

lack of gas connection and the moderate climate, were not expected to play a pivotal role.

Slowe [240] gave a commercial outlook for µCHP (Pel <6 kW) in the period 2005-

2010. According to the author, the European market was dominated by 5-kWel units sold

in Germany. He claimed that while these markets were growing steadily, it was unlikely

that sales would rise above 10,000 units per year by 2010. On the contrary, Slowe saw

a greater interest for µCHP units with an electrical power lower than 3 kW, designed for

single-family homes. The initial markets for these products were likely to be the United

Kingdom, the Netherlands, and Germany, although the market potential could be con-

strained by product availability, engagement by utilities and boiler manufacturers, and

regulatory barriers and issues.
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Figure 1.5: Prediction of micro cogeneration potential in twenty-seven European countries by sce-

nario. Data taken from Ref. [87].

An investigation about the mass market introduction of micro cogeneration (Pel <15

kW) in the Netherlands was carried out in 2006 by Colijn [48], according to whom Dutch

µCHP systems would use natural gas for heating purposes. Since 95% of the 7 million

domestic and light industrial sites have a connection to the gas network, Colijn firstly es-

timated the theoretical potential for micro cogeneration in more than 6.65 million units.

However, a more practical method for analyzing the market potential was based on the

number of central heating boilers mounted each year. Of the 385,000 central heating boil-

ers placed in homes in the Netherlands, up to 80,000 were for new homes, while the rest

were replacements. Therefore, about 300,000 boilers could be replaced by micro cogen-

eration units every year. That number dropped down to 150,000 per year considering as

limiting factors the heat and electricity demands in the average Dutch home, which could

make micro cogeneration uneconomical and not attractive to the end-users. Finally, tak-

ing into account comfort as a further requirement, domestic CHP could directly replace

heating boilers in about 50,000 homes per year.

Another assessment of the micro cogeneration market penetration in the Netherlands

in the period 2010-2030 has been performed in 2008 by de Jong et al. [53]. The authors

considered the µCHP systems having an electrical power equal to 1kW, and based their

predictions on two different scenarios. “Scenario 1” was provided by the Smart Power

Foundation, which is the Dutch foundation within which µCHP developers cooperate, and

assumed a maximum payback period of 5 years, based on adequate support and feed-in

tariffs. “Scenario 2” was a more pessimistic approach, which involved a slower market

penetration. The term “slower” was interpreted as a slower growth after successful launch

in the introductoryphase (2008-2013). The two scenarios are shown in Figs. 1.6a and 1.6b.

According to Scenario 1, the annual sales of µCHP units could increase fourfold in the pe-

riod 2013-2023, from about 75,000 to about 325,000, and then stabilize around 350,000 in
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Figure 1.6: Prediction of micro cogeneration potential in the Netherlands by scenario. Data taken

from Ref. [53].

2030. On the basis of Scenario 2, during the first period (2008-2013) the market developed

at the same rate as that of Scenario 1, then the development was delayed due to several fac-

tors (e.g., profitability, success of µCHP units launch, unfavourable distribution of gas and

electricity prices, high initial costs, and lack of interest among consumers), such that the

large-scale sales held each year at about 50% of the level of Scenario 1. As a consequence,

in Scenario 1 almost 4 millions of µCHP units would be installed in the Netherlands in

2030, while that number dropped to less than 2 millions according to Scenario 2.

More recently, two reports have been published by COGEN Europe [44] and Delta

Energy & Environment [59]. In 2010, COGEN Europe has developed two long-term sce-

narios (i.e., “baseline” and “advanced” scenario), reflecting the influence of several key

factors in shaping the outlook for cogeneration. Under the baseline scenario, the installed

cogeneration capacity rises gradually to the period 2035-2040 at a slightly higher rate of

2.25% than historically, such that by 2040 it will be equal to about 175 GWel, of which 60

GWel due to micro and mini CHP installations (Pel <50 kW). Under the advanced scenario,

the installed CHP capacity will be equal to 200 GWel, of which 35% generated through

micro and mini units. Furthermore, the analysis of the European opportunity for mini and

micro CHP systems (Pel <100 kW) performed in 2011 by Delta Energy & Environment

suggests that the annual sales could reach over 200,000 units by 2015, and over 600,000

units by 2020.

1.3.3 Conversion technologies

Micro cogeneration systems usually consist of four basic elements, namely a prime

mover or conversion unit, an electricity generator, a heat recovery system, and a control

system. The prime mover converts the chemical energy stored within a fuel into useful

forms of energy (i.e., electrical and thermal), and drives the electricity generator, while
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Figure 1.7: A micro cogeneration system based on a spark ignition engine [197].

the residual thermal energy is recovered through the heat recovery system, and distributed

to the surroundings. The main conversion technologies that can be applied to µCHP are

reciprocating engines, Stirling engines, fuel cells, Rankine cycle systems, and micro gas

turbines [71, 80, 197, 202, 235, 264, 281].

Reciprocating engine In a reciprocating engine the prime mover is a piston-driven in-

ternal combustion engine. Spark ignition engines, which make use of a spark plug to

ignite an air-fuel mixture introduced into the cylinder at high pressure, and mostly run

on natural gas, propane, gasoline, or landfill gas, are usually employed in µCHP appli-

cations [71, 80, 197, 235, 264, 281]. In such systems, the most important features re-

quired by a spark ignition engine are long service intervals, maintenance-friendly design,

and prolonged life of all the components, due to the extensive periods of continuous op-

eration; high recovery of the thermal energy available in the exhaust gases and cooling

systems; lean-burn or stoichiometric combustion in order to minimize emissions, while

maintaining stable operating conditions; operational safety and reliability; low fuel con-

sumption [71, 197, 264].

Figure 1.7 shows a typical arrangement for a micro cogeneration system based on a

spark ignition engine. In such system, the fuel is mixed with air and compressed in a

cylinder. This mixture is then ignited by an externally supplied spark and the hot, expand-

ing gas moves a piston, thereby causing the crankshaft to rotate. The mechanical energy

is then used to drive a generator, while the thermal energy from the exhaust gases, from

the lubricating air cooler, and from the jacket water cooler of the engine is recovered using

heat exchangers, and then supplied to the heating system.

The overall efficiency of µCHP systems based on reciprocating engines is in the range

of 85-90%, with electrical efficiencies in the range between 28% and 39% [197], although
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the latter generally does not exceed 26% at sizes below 15 kWel [202].

Reciprocating engines are commercially available and produced in large numbers by a

variety of companies worldwide. The German company SenerTec GmbH [230] produces

the µCHP unit Dachs, which delivers 5.5 kWel and 12.5 kWth, respectively. The overall,

electrical, and thermal efficiency are respectively equal to 88%, 27%, and 61%, with a

fuel input equal to 20.6 kW. The Japanese company Honda Motor Company, Ltd. [114]

has been developing a 1-kWel household cogeneration unit since 2002. The ECOWILL

model currently exhibits an electrical efficiency equal to 26%, and an overall efficiency

equal to 92%. PowerPlus Technologies GmbH [209], currently a subsidiary of Vaillant

GmbH, produces the ecoPOWER system in three different sizes (1, 3, and 4.7 kWel). The

smallest unit is based on the ECOWILL model, while the two larger systems show overall

and electrical efficiency equal to 90% and 25%, respectively.

Stirling engine Unlike internal combustion engines, for which combustion takes place

inside the engine, Stirling engines are piston-driven machines powered by an external ther-

mal energy source. In this engine, a working gas flows between a high-temperature cham-

ber and a low-temperature cooling chamber by means of a displacer piston. On the way

from the hot to the cold chamber, the gas flows through a regenerator (made of wire, ce-

ramic mesh, or porous metal), which captures the heat of the hot gas and returns it to the

cold gas as the latter flows back to the hot chamber.

Stirling engines can be classified on the basis of either the arrangement or the drive

method. Alpha, Beta, and Gamma Stirling engines are distinguished by the position and

number of pistons and cylinders, while the drive methods are based on kinematic drive

and free-piston drive [198, 222, 263].

Overall efficiences in micro cogeneration applications based on Stirling engines can

be in the range from 65% to 85% [197], while so far electrical efficiency values of 20%
have been achieved in large systems, with predicted efficiencies for future models higher

than 24% [202] or even close to 50% [197]. Small Stirling engines achieve lower electrical

efficiency than larger units, typically around 12% [202].

Stirling engines are in between the research and development (R&D) phase and mar-

keting. Field tests are still being carried out, but initial commercial products are available.

Whisper Tech Ltd. [274], from New Zealand, is now a joint venture with Spanish Mon-

dragón Cooperative Corporation, and manufactures and distributes its WhisperGen µCHP

system in Europe. The system has a nominal electrical output up to 1 kW, while the max-

imum thermal output is equal to 14 kW. Requiring a nominal heat input equal to 16 kW,

the overall, electrical, and thermal efficiency are respectively equal to 94%, 6%, and 88%.

Cleanenergy AB [39] from Sweden produces and marketsµCHP engines based on Stirling

technology for biogas, landfill gas, and natural gas use. These engines have an electrical

power output in the range 2-9 kW, while the thermal power output is in the range 8-25

kW. The overall efficiency is larger than 90%, while the electrical efficiency is in the range

22-25%. Stirling Systems Ltd. [255] is a Swiss corporation which has developed it mod-

ule based on a Stirling engine for more than ten years. It delivers an electrical power of

approximately 1.2 kW, while the peak thermal power is equal to about 15 kW. The overall
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efficiency is larger than 90%, and the electrical efficiency is equal to 18%. The English

company Baxi Heating U.K. Ltd. [21] developed the first wall-hung domesticµCHP boiler

in the United Kingdom. The Baxi Ecogen produces up to 1kW of electrical energy, and

up tp 6 kW of thermal energy. The energy input is equal to 7.7 kW, such that the over-

all, electrical, and thermal efficiency are respectively equal to 91%, 13%, and 78%. The

Dutch company Remeha B.V. [213] developed eVita, the world’s first µCHP “combined”

boiler. The eVita boiler operates in the same way as high-performanceboilers, but can also

generate up to 1 kWel and 5 kWth by means of a Stirling engine. The overall, electrical,

and thermal efficiency of the eVita system are respectively equal to 92%, 13%, and 66%.

Fuel cell A fuel cell is a device that converts the chemical energy stored within a fuel into

electricity, through an electrochemical reaction with oxygen or another oxidizing agent. In

the simplest case, hydrogen is used as fuel, although hydrocarbons such as natural gas and

alcohols like methanol can also be utilized. Water and thermal energy are by-products of

this process, and the latter can be recuperated for space and water heating since the reac-

tion is exothermic.

A fuel cell consists of a sandwich of layers, called a fuel cell stack, that are placed

around a central electrolyte. The fuel is oxidized on the anode, and the oxygen is reduced

on the catode, while bipolar plates feed the gases, collect the electrons, and conduct the

reaction heat. To achieve higher capacities, a number of single fuel cells can be connected

in series. There are various types of fuel cells, which differ on the basis of the type of the

electrochemical reaction taking place, the type of electrolyte, and the type of catalyzer. The

most common fuel cells are alkaline fuel cells, direct methanol fuel cells, molten carbon-

ate fuel cells (MCFC), phosphoric acid fuel cells (PAFC), polymer electrolyte membranes

fuel cells (PEMFC), and solid oxide fuel cells (SOFC).

PEMFC used for low-power electricity conversion can currently reach electrical ef-

ficiencies from 28% to 33%, while in the future it may be possible to achieve 36%-

efficiencies for domestic systems [202]. Furthermore, advanced high-temperature MCFC

and SOFC systems are projected to achieve overall efficiencies in the range from 50% to

55%, while hybrid combined fuel cell-heat engine systems are calculated to achieve over-

all efficiencies above 60% in DG applications [264]. Micro cogeneration systems based

on fuel cells have the potential to reach overall efficiencies of about 80%.

In 2007, MCFC and PAFC units were available on the market for commercial and in-

dustrial CHP, and afterwards fuel cells began to be commercialized in a wider variety of

applications [92, 264]. However, fuel cells for micro cogeneration are still in the R&D

phase, with a number of pilot plants currently being tested, although in some cases the

transition from the R&D phase to commercialisation is already in progress. The Swiss

company Hexis AG [108] has developed a µCHP system based on a SOFC, with electrical

and thermal power output equal to 1 kW and 1.8 kW, respectively. It has an overall effi-

ciency of 95%, while the electrical efficiency is in the range 30-35%. Vaillant GmbH, in

cooperation with the New York-based Plug Power, has developed a micro cogeneration unit

based on a PEMFC. The fuel cell heating appliance targets a maximum electrical power

output equal to 4.6 kW, and a maximum thermal power output equal to 7 kW, showing
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overall and electrical efficiency respectively equal to 85% and 35%. The U.S. company

IdaTech, LLC. [117], together with RWE AG and Buderus USA, is developing a PEMFC

system with an electrical power output up to 5 kW, targeting an electrical efficiency up to

30%.

Rankine cycle system Among other technologies which are currently under develop-

ment for micro cogeneration, systems based on the Rankine thermodynamic cycle are ar-

guably one of the most advanced concepts. The most familiar Rankine power plants make

use of the steam turbine, which is one of the most versatile and oldest conversion technolo-

gies used in power generation, still widely utilized for industrial CHP applications, with

power output up to several MWel.

Large steam power plants typically exhibit electrical efficiency in the range from 36-

38%, which decrease to 7-10% for small cogeneration plants [71, 264, 281], while overall

efficiencies can be as high as 80% [80, 264, 281].

As a consequence, for applications up to a few hundred kWel, steam power plants are

inappropriate in order to achieve acceptable performance levels. An important number of

new solutions have been proposed to efficiently overcome this drawback, among which

organic Rankine cycle (ORC) systems are the most widely used. The difference between

the ORC and the steam Rankine cycle lies in the working fluid, which for the former is an

organic fluid (e.g., a refrigerant, a hydrocarbon, a silicon oil, a perfluorocarbon) exhibit-

ing favourable thermodynamic properties [25, 129, 167, 192]. When compared to steam

power plants, ORC plants show high overall efficiency and very high turbine efficiency;

low mechanical stress of the turbine blades and direct coupling between the turbine and the

generator, due to low rotational speeds; no corrosion of the turbine blades, due to the ab-

sence of moisture in the vapournozzles; long life and minimum maintenance requirements;

oil-free operation, due to the use of the working fluid as lubricant; quiet and leakage-free

operation; very high reliability; cost-effective designs [7, 25, 65, 167, 173, 174, 192]

The electrical efficiency of an ORC-based µCHP system is estimated to be between

10% and 20%, depending on temperature levels, while overall efficiencies can be as high

as 90% [71, 202].

ORC technology has been very well-known since the early 1970’s, while the first com-

mercial applications appeared in the 1980’s in the medium-scale power range. Nowadays,

ORC power plants are quickly spreading around the world in the power output range from

few hundreds kWel to 2.5 MWel. However, while in the latter case many units are commer-

cially available, in the former only few solutions are actually suitable. Amovis GmbH, Cli-

mate Energy, LLC., Cogen Microsystems, Eneftech Innovation, Energetix Genlec, Ltd.,

and OTAG Vertriebs GmbH & Co. KG are among the various companies currently in-

volved in the development of µCHP units based on the Rankine cycle, with a power output

lower than 10 kWel.

Summary Table 1.2 compares the abovementioned conversion technologies for micro

cogeneration, on the basis of selected performance criteria. Operational life and reliability
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Table 1.2: Comparison of performance characteristics for micro cogeneration (power output < 50 kWel) conversion technologies. ηo and ηel are

the overall and electrical efficiency, respectively.

Reciprocating engine Stirling engine Fuel cell Rankine cycle system Micro gas turbine

ηo [%] 85-90 80-90 80-85 80-90 70-90

ηel [%] 20-25 10-25 25-33 8-15 14-23

Emissions High Very low/moderate Zero/almost zero N.a. Low

Part-load efficiency Very good Good Excellent Excellent Good

Noise level High Moderate Low Moderate Low/moderate

Fuel flexibility Good High Good Very high Good

Market availability∗ +++ ++ + + +++
∗+ R&D phase, ++ R&D phase/near to market, +++ Commercially available.
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have not been included because of the difficulty to assess them at this stage of the devel-

opment of the various technologies. Micro gas turbines, which are discussed in detail in

Sec. 1.4, are also listed in the table for comparison purposes. Reciprocating engines are

commercially available in large numbers, can achieve high overall and electrical efficien-

cies, and exhibit high electrical efficiencies at part-load operating conditions. They also

have relatively low investment costs, but require frequent maintenance, produce signifi-

cant emissions, and have high noise levels. Due to the fact that combustion takes place in

a separate combustor, Stirling engines offer low emissions as well as a high fuel flexibility.

They also have the potential to achieve high overall efficiency values with moderate elec-

trical efficiencies, though smaller Stirling engines have even lower electrical efficiencies.

Stirling engines have less moving parts than internal combustion engines [80], thus they

exhibit lower friction losses, wear, and vibrational levels, and require less maintenance.

Some of the drawbacks are the currently very high investment costs and the lack of design

and operational experience in the low-power range. Fuel cells are still in the R&D and

field testing phases, but they offer the potential benefit of the highest electrical efficiency

and the lowest emissions. They also exhibit low noise levels, an excellent behaviour at

part-load conditions, and require less frequent maintenance intervals. On the contrary,

fuel cells have moderate fuel flexibility, very high investment (i.e., material and manufac-

turing) costs, and low durability and power density. Systems based on the Rankine cycle

for µCHP are still mainly in the R&D phase, but few solutions are actually commercially

available. Potentially, they offer low emissions and high fuel flexibility, but electrical effi-

ciencies are expected to be low. In addition, some steam engine concepts will allow higher

power-to-heat ratios.

1.4 Micro gas turbines

Micro gas turbines are small-scale gas turbines, which thus operate on the same Bray-

ton cycle as their bigger counterparts, although miniaturisation leads to increased internal

losses in the turbomachinery, because of large relative tip clearances (i.e., the ratio of the

tip clearance to the blade height at the impeller outlet) due to manufacturing tolerances, and

high viscous effects because of low Reynolds numbers. There are no established guide-

lines to categorise small gas turbines for CHP applicationse, therefore a gas turbine has

been defined in the literature as “micro” if it has a power output up to 150 kWel [208], 200

kWel [80, 180], 250 kWel [264], 300 kWel [235], 400 kWel [242], and 500 kWel [281].

They offer many potential advantages in comparison to other conversion technologies

used forµCHP applications [80, 168, 197, 208, 242, 264, 281]. These include compact size

and high specific power; small number of moving parts; low vibrations, noise, and main-

tenance requirements, which lead to low investment and maintenance costs; high fuel flex-

ibility; possibly short delivery time; modularity. Furthermore, when utilized in micro co-

generation applications, micro turbines generate high-grade residual thermal energy (suit-

able for supplying a variety of building and light industrial thermal needs), potential for

very low emissions, and overall efficiencies that can reach 80% and above [208, 235, 281].

On the contrary, micro turbines still exhibit low electrical efficiencies [208, 235, 281],
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and suffer from lower power output and efficiency at high ambient temperatures and at

part-load operating conditions.

1.4.1 The micro turbine package

Figure 1.8 shows a schematic of a recuperated micro turbine CHP unit and the tempe-

rature-entropy diagram of the corresponding thermodynamic air cycle. The main compo-

nents of such a system are the compressor, the turbine, the combustor, the recuperator, the

generator, and the heat recovery unit. At point 1, the compressor sucks air in at ambient

conditions (T1 = Ta and p1 = pa), and pressurizes it to point 2 (T2, p2). Downstream of

the compressor, the air flows into the recuperator cold side, where the flue gases raise its

temperature from T2 at point 2 to T3 at point 3. The pressure at point 3 drops to p3 < p2
because of the pressure losses across the recuperator on the high-pressure side (i.e., the

cold side). Subsequently, the air enters the combustor, where it is burned with the natural

gas, causing a further temperature increase from T3 at point 3 to T4 at point 4. The pres-

sure at point 4 drops to p4 < p3 because of the pressure losses across the combustor. At the

combustor exit, the flue gases expand through the turbine from point 4 (T4, p4) to point 5(T5, p5), and then flow in the recuperator low-pressure side (i.e., the hot side), where they

are cooled from T5 to T6. Due to the pressure losses of the recuperator on the low-pressure

side, the pressure p6 at point 6 is lower than p5. Finally, the flue gases are further used in

the heat recovery unit for either water or space heating, and afterwards they are exhausted

to ambient pressure.

Turbomachinery In a micro gas turbine, the compressor and turbine are commonly

mounted on a single-shaft, which is supported by two sets of bearings. Although large,

axial-flow turbines and compressors are typically more efficient than radial-flow compo-

nents, in the size range of micro gas turbines the latter offer minimum surface and end-wall

losses, and provide the highest efficiency [242]. Centrifugal compressors also provide very

high pressure ratios per single stage. Furthermore, centrifugal machines are less expen-

sive to manufacture, and are similar in terms of design and volume flow rate to automotive

turbochargers, which have been used for almost fifty years to increase the power of recip-

rocating engines.

Today’s world market for automotive turbochargers is around two millions units per

year [242], and is therefore characterized by relatively low production costs. Moreover,

small gas turbines, of the size and power rating of micro turbines, serve as auxiliary power

units on airplanes, such that decades of experience with these applications constitute the

basis for the technological development of micro turbines.

Compressor wheels can be made of aluminium or titanium, wherelse turbine wheels

are made of alloys like Inconel, since they operate at much higher temperatures, but a con-

stant R&D work is underway to introduce ceramic materials for turbines, as well as the

other hot components (e.g., the combustor and the recuperator), in order to increase the

operating temperatures.
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(a) Major components.

(b) Temperature-entropy diagram of the thermodynamic air cycle.

Figure 1.8: A micro cogeneration system based on a recuperated micro gas turbine.

Bearings In a micro gas turbine, the shaft is most commonly supported by either oil-

lubricated or air bearings [242]. The former are mechanical bearings that can be made

of high-speed metal rollers, floating sleeves or ceramic surfaces, which offer the most at-

tractive benefits in terms of life, operating temperature and lubricant flow. Although their

technology is well-known, they require an oil system that adds costs and maintenance.

Air bearings allow the shaft to spin on a thin layer of air, so friction is low and the ro-

tational speed can be increased to higher values. No oil system is necessary, such that air

bearings offer simplicity of operation without the cost, reliability concerns, and mainte-

nance requirements of oil bearings. Concerns however do exist about the reliability of air

bearings under repeated start-ups, shut-downs, and load changes, while they also lengthen

micro turbines start-up time up to two minutes.

Active magnetic bearings are an alternative to rolling element bearings [38]. Their

technology is well-established, but only in the last decade became practical in the gas tur-

bines field, thanks to high-speed micro processing that allows stable control and dynamic
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stiffness and damping. The active magnetic bearing uses the magnetic force to hold the

rotor in place as opposed to the forces of a rolling element or air foil bearings, resulting in

three major technological advantages, namely oil-free operation with no air requirements,

operation in extreme temperature environments, and active control.

Recuperator In order to be financially viable and to achieve the efficiency levels needed

to be competitive in the µCHP market, micro turbines often have a recuperator, which

is a heat exchanger that uses the turbine exhaust gases to pre-heat the pressurized air,

prior to the combustor. This leads thus to increased efficiencies, to fuel savings up to

40% [159, 208, 242], and to lower temperatures of the exhaust gases which enter the heat

recovery unit [242].

The two main performance parameters of a recuperator are the effectiveness and the

pressure drop. The former is the ratio of the actual temperature increase of the air flowing

through the compressor side of the recuperator, to the maximum theoretical temperature

increase. By referring to Fig. 1.8, the recuperator effectiveness is defined as

ηrec =
h3 − h2
h5 − h2

, (1.4)

where h is the specific enthalpy. As the heat transfer approaches reversibility, h2 ap-

proaches h3 and ηrec tends to unity (i.e., 100%). In pratice, recuperator effectiveness values

typically range from 60 to 80%, but very high-performance recuperators can achieve ef-

fectiveness of 90% and beyond [242].

A further increase of the recuperator effectiveness would require a larger heat transfer

area, resulting in equipment costs that might cancel any advantage due to fuel savings,

and in a significant pressure drop through the recuperator, thereby reducing the net power

production, and consequently increasing the micro turbine cost per kWel. As a conse-

quence, the design and optimization of recuperators is a challenge that must be a balance

of performance and costs, as well as reliability and durability. Additional requirements for

micro turbines recuperators have been identified by McDonald [179] and by Muley and

Sundén [188].

A wide variety of efficient surface geometries can be considered for high-effectiveness

recuperators, but the most representative types for micro turbines are the primary surface,

plate-fin, and tubular geometries (Fig. 1.9). Details of the three kind of recuperators can

be found in the work of McDonald [180]. The most common materials used for the recu-

perator of a micro turbine are Type 347 stainless steel for temperatures below 675℃, Type

347 super stainless steel for a temperature limit of 750℃, Inconel 625 for temperatures up

to 800℃, and superalloys (e.g., Haynes 214 and 230) for temperatures up to 900℃ [180].

Generator The design of high-speed generators that could spin at the same rotational

speed of the turbomachinery components, eliminating thus the need for a reduction gear-

box, has been a crucial milestone in the development of micro turbines. In single-shaft

micro turbines, the high-speed generator is directly driven by the shaft, and can also serve
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Figure 1.9: Primary surface (left), plate-fin (center), and tubular (right) micro turbines recupera-

tors [180].

as a motor turning the shaft until sufficient rotational speed is reached to allow the com-

pressor to supply enough air for self-sustaining combustion.

The generator design makes use of either permanent magnet alternators, which have

an efficiency as high as 95%, or permanent magnet discs, which remove iron and eddy

current losses, and whose efficiency levels can reach 98% [172]. Generators however re-

quire the conversion of the high-frequency alternate current (AC) output to 50 Hz or 60

Hz for general use. This involves rectifying the high-frequency AC to direct current (DC),

then inverting the DC to 50 Hz AC or 60 Hz AC, and finally filtering to reduce harmonic

distortion. These operations usually cause an efficiency penalty of the order of 5% [242].

Digital power controllers are generally mounted on single-shaft micro turbines to con-

vert the high- frequency AC power into commercially viable electricity. Power electronics

are therefore a critical component and represent significant design challenges, specifically

in matching the micro turbine output to the required load. They are generally designed to

handle seven times the nominal voltage, to allow for transients and voltage spike, and to

generate three-phase electricity [242].

Furthermore, electronic components control all of the engine/generator operating and

start-up functions. Micro turbines are generally equipped with controls that allow the unit

to be operated either in parallel with or independent of the grid, and they incorporate many

of the grid and system protection features required for interconnection. The controls usu-

ally also allow for remote monitoring and operation.

1.4.2 Major manufacturers

Micro turbines technology dates back to the 1950’s, since they evolved from auto-

motive turbochargers, small jet engines, and auxiliary power units for airplanes, and has

developed rapidly during the last two decades for the electricity conversion. It finally be-

came commercially available at the end of the 1990’s [33, 159, 242, 264].

U.S. companies have exploited their experience from these fields from early on, and

were the first to produce commercial products that were at the cutting edge of micro tur-
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bines technology. The most important U.S. micro turbine manufacturers are nowadays

Capstone Turbine Corporation, Elliott Energy Systems, and Ingersoll-Rand Energy Sys-

tems, while two other major developers are the European Bowman Power Systems and

Turbec AB.

Capstone Turbine Corporation, founded in 1988, is the world’s leading producer of

low-emission micro turbine systems, and was the first to enter the market with commer-

cially viable air bearings technology. Capstone micro turbines are manufactured in the

range from 30 kWel to 1 MWel, and run on both gaseous and liquid fuels.

Elliott Energy Systems (EES) is now a fully-owned subsidiary of Ebara Corporation,

Japan, and was established in 1993. The micro turbines produced by EES are in the range

from 35 kWel to 200 kWel, and make use of high-speed oil-lubricated bearings, in contrast

to the air bearings utilized by Capstone micro turbines.

Ingersoll-Rand (IR) Energy Systems is a division of the IR Company which commer-

cializes its micro turbine since 2001, under the name PowerWorks. IR micro turbines have

a power output equal to either 70 kWel or 250 kWel. The latter has been the largest micro

turbine available, prior to the commercialization of the 1-MWel micro turbine by Capstone.

The main characteristic of the IR micro turbine is the two-shaft design, which offers a free

turbine for multiple purposes and is expected to double the life expectancy of the product,

as a consequence of the fact that the mechanical stress is shared between the two turbines.

This design however increases costs and requires a starting mechanism, because the gen-

erator cannot start the micro turbine, as in single-shaft configurations. Furthermore, the

micro turbine does not incorporate power electronics for transforming the power, but uses

a reduction gearbox which converts the power to the grid frequency. At the beginning of

2011, IR Energy Systems was acquired by FlexEnergy.

Bowman Power Systems (BPS) is headquartered in the United Kingdom and was es-

tablished in 1994, while its first units emerged in 1999. Initially, BPS produced micro

cogeneration systems in three different sizes (45, 60, and 80 kWel), but rather quickly it

focused exclusively on the 80-kWel model. BPS uses Elliott Energy Systems’ engine for

its micro turbines, and produces the power electronics itself. The main feature of BPS

products is the integration of the heat recovery unit with the micro turbine package.

Turbec AB is a Swedish company which was founded in 1998 as a joint venture be-

tween Volvo Aero and ABB, which cooperated in the development of a micro turbine-

based hybrid system for vehicles. At the end of the 1990’s, Turbec AB redesigned the

vehicle-based micro turbine into a more robust industrial product suited for stationary ap-

plications and serial production. The first commercial 100-kWel unit was delivered in

September 2000. Turbec micro turbines are only produced in this size and mostly runs on

natural gas, although the company installed some units which run on waste and biomass

gases, and show similarities to the Capstone and Elliott/Bowman systems, as they make

use of the single-shaft design with a built-in recuperator. However, the package also in-

corporates the heat recovery unit, which was introduced in Capstone micro turbines only

in 2003. Turbec AB has been acquired by the Italian company API Com s.r.l. at the end

of 2003.

Table 1.3 provides the performance characteristics of commercial micro turbine CHP

systems. They are the C30 of Capstone, the TA-100 of EES, the PowerWorks 70 of IR
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Table 1.3: Comparison of performance characteristics for commercial micro turbine cogeneration

systems. Fuel input (Pf); electrical (Pel) and thermal (Pth) power output; overall (ηo), electrical

(ηel), and thermal (ηth) efficiency; power-to-heat ratio (Pel/Pth); NOx and CO emissions are com-

pared for the C30 of Capstone, the TA-100 of EES, the PowerWorks 70 of IR Energy Systems, the

TG80 of BPS, and the T100 of Turbec AB.

C30 TA-100 PowerWorks 70 TG80 T100

Pf [kW] 124 363 267 319 384

P∗el [kW] 28 100 67 76 100

Pth [kW] 54 172 95 121 136

ηo [%] 66.1 74.9 60.7 63 61.5

ηel [%] 22.6 27.5 25.1 25 26.0

ηth [%] 43.5 47.4 35.5 38 35.4

Pel/Pth 0.52 0.58 0.71 0.63 0.74

NOx [g/kWh]† 0.23 0.68 0.20 0.57 0.33

CO [g/kWh]† 0.63 0.66 0.12 0.69 0.20
∗Net of parasitic and conversion losses.
†Levels guaranteed by the manufacturers.

Energy Systems, the TG80 of BPS, and the T100 of Turbec AB. The data show that the

electrical efficiency generally increases as the micro turbine becomes larger, leading to a

lower absolute quantity of the thermal energy available per unit of power output. There-

fore, the power-to-heat ratio for the CHP system increases. In turn, this influences the

economy of the micro turbine project, and may affect the decisions that customers would

make in terms of CHP acceptance, sizing, and other characteristics. Furthermore, each mi-

cro turbine manufacturer listed in Table 1.3 uses a different type of recuperator, and each

one has made individual trade-offs between costs and performance. The latter involves

the extent to which the recuperator effectiveness increases cycle efficiency, the extent to

which the recuperator pressure drop decreases cycle power, and the choice of what cycle

pressure ratio to use. Consequently, the listed micro turbines have different overall effi-

ciencies and different power-to-heat ratios. The values of NOx and CO emissions reflect

the levels guaranteed by the manufacturers.

Parallel to the development and commercialization of “large” micro turbines, research

is being carried out to develop units with a very small power output (≤10 kWel), whose

development involves major technological challenges related to so-called small-scale ef-

fects. Moreover, further engineering challenges are related to so-called small-scale effects.

These are due to i) relatively high viscous losses because of low Reynolds numbers; ii) high

relative tip clearance due to manufacturing tolerances; iii) high heat losses, because of the
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Figure 1.10: A picture (left) and the layout (right) of the Dynajet 2.6 micro gas turbine [26].

large area-to-volume ratios; iv) relative large size-independent losses, such as those from

bearings and auxiliaries, given the low power output.

The Japanese Dynajet 2.6 produced by Nissan Motors Co., Ltd. was the first micro tur-

bine in that range to enter the market of single households at the end of 2002 [165]. The

Dynajet 2.6 (Fig. 1.10) is a single-shaft micro turbine, featuring compact and light-weight

configuration, high-quality electricity, and low noise and vibrations. It has an electrical

power output of 2.6 kW and a thermal efficiency of 12%. The compressor and turbine are

based on Nissan automotive turbochargers, are mounted in a back-to-back layout, and can

rotate up to 100,000 rpm. The high-speed generator is directly connected to the shaft on

the compressor side and can be used as a motor in start-up applications, while a recuperator

is utilized to increase the thermal efficiency and decrease the exhaust gases temperature.

The electrical part consists of a constant-voltage/constant-frequency inverter, an engine

controller, and a battery charger. The Nissan micro turbine can run both on kerosene and

Diesel, and has half the size and weight of reciprocating engine generators with the same

power output level. Furthermore, it emits respectively 1/7 and 1/60 of the NOx and CO

emissions of a reciprocating engine of the same class.

In the United States, a 3-kWel micro gas turbine to be used as a portable power genera-

tor system has been developed by Barber-Nichols Inc. for military use [18]. The compact-

size, low-weight unit operates on JP-8 fuel and relies on the Brayton cycle to generate

120/240 V AC. The compressor and turbine are commercial off-the-shelf (COTS) items

that are mass-produced for automotive turbochargers, and the generator is a 2-pole, high-

speed, permanent-magnet alternator. The recuperator is a commercial product that has

been modified for this application, wherelse the combustor has been built in-house. The

igniter, fuel pump, and controller are COTS components as well.

The Dutch company Micro Turbine Technology B.V. (MTT) is developing a recuper-

ated micro gas turbine with electrical and thermal power output up to 3 and 14 kW, respec-

tively [270]. The MTT micro turbine will be primarily applied in CHP units for domestic

dwellings, but further conceptual studies have shown that it could also be used on long-

distance trucks as an auxiliary power unit combined with the parking heater, and as a range

extender mounted on electric vehicles.

In the µCHP application, the system pay-back time target is from 2 to 4 years depend-
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Figure 1.11: The test-rig built for the recuperated micro gas turbine developed by Micro Turbine

Technology B.V. [270].

ing on the customers’ profile, while CO2 emissions savings are pojected to achieve six tons

per year. Furthermore, although natural gas is the chosen fuel, a separated program has

been started for the development of a combustor for liquid fuels.

The turbomachinery part of the MTT micro turbine consists of a COTS automotive

turbocharger, made of a centrifugal compressor, a radial turbine, and oil-lubricated bear-

ings. The single-can layout combustor and the fuel control system have been developed

in-house, wherelse the stainless steel, primary surface recuperator has been specifically

customized by a manufacturer. The high-speed, permanent-magnet generator is coupled

to the turbocharger through a special coupling shaft. This rotor configuration allows thus

the use of COTS components and shows an excellent thermal insulation of the generator,

although the concept with two coupled rotors and two bearings sets exhibits some draw-

backs with respect to mass production [270].

Figure 1.11 shows the test-rig built for the MTT recuperated microturbine. The inlet

duct with the mass flow meter is located on the left, while the compressor inlet is placed

at the right-hand side of the transparent plastic receiver-box. The vertical combustor is in

the middle and connected to the turbine, while the insulated recuperator is located on the

right. A first experimental campaign has been performed in the period 2008-2009, at the

end of which electrical power and efficiency equal to 2.7 kW and 12.3%, respectively, were

obtained at International Standard Atmosphere (ISA) conditions and 240,000 rpm [270].

At the end of 2010, an electrical efficiency of 16% has been achieved at ISA conditions

with a new micro CHP demonstrator. A prototype has been built and extensively tested in

2011, while field tests have been planned at the end of 2012. The commercial launch is

foreseen one year later.
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1.5 Influence of the centrifugal compressor on the micro

gas turbine performance

The use of single-shaft radial turbomachinery for micro turbines allows for simple

designs, with satisfiying aerothermodynamic and economic constraints, thanks to the evo-

lution that automotive turbochargers have experienced in the past seventy years. Further-

more, the introduction of advanced computational fluid dynamics (CFD) tools and of in-

novative materials in the recent years has led to a marked improvement in the current

state-of-the-art technology of small turbochargers [218, 219].

However, according to McDonald [180], the efficiency levels of centrifugal compres-

sors and radial turbines have almost “stalled” after years of development, while further

improvements by means of CFD methodologies would likely to be only incremental. The

author claims that combustion, mechanical, and generator efficiencies are already at high

levels as well, such that he envisages the turbine inlet temperature and the recuperator

effectiveness as the only two parameters having potential for increasing micro turbines ef-

ficiency.

Nevertheless, improvements in micro turbines performance through suitable modifi-

cations of turbocharger technology are to be expected, especially considering that tur-

bochargers usually employ centrifugal compressors with vaneless diffusers in order to

maximize the flow range and minimize production costs, wherelse gas turbines require

higher efficiency and pressure ratio for a much narrower operating range.

As a consequence, a cycle study of the MTT recuperated micro gas turbine has been

carried out in order to assess the impact of the centrifugal compressor performance on the

system performance. A simplified model of the micro turbine has been developed with

a tool for the thermodynamic analysis and optimization of systems for the production of

electricity, heat, and refrigeration [259], coupled to a program which calculates the ther-

modynamic and transport properties for a large variety of fluids and fluid mixtures, using

many modern physical models [260]. Figure 1.12 shows a simplified model of the micro

gas turbine developed by MTT. Station 1 is the compressor inlet; station 2 is the compres-

sor outlet/cold side recuperator inlet; station 3 is the cold side recuperator outlet/combustor

inlet; station 4 is the combustor outlet/turbine inlet; station 5 is the turbine outlet/hot side

recuperator inlet; station 6 is the hot side recuperator outlet/heat recovery unit inlet; station

7 is the heat recovery unit outlet.

The input data for modelling the components of the thermodynamic cycle have been

taken from the work of Visser et al. [270], and two scenarios have been studied. In the

reference scenario, the total-to-total pressure ratio (p02/p01) and the isentropic efficiency(ηc,is) of the centrifugal compressor are equal to 2.4 and 0.7, respectively. The compressor

pressure ratio and efficiency, the turbine and mechanical efficiencies, the recuperator ef-

fectiveness, and the recuperator and combustor pressure losses have been assumed by the

authors on the basis of manufacturers’ specifications, literature, and engineering consid-

erations. In the best-case scenario, the compressor pressure ratio and isentropic efficiency

have been increased to 3.2 and 0.75, respectively. The other components as well perform

better than what specified by the manufacturers. Table 1.4 summarizes the specifications
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Figure 1.12: A simplified model of the recuperated micro gas turbine developed by Micro Turbine

Technology B.V.

of the micro turbine components, for the two scenarios.

For each scenario, at first the thermodynamic cycle has been modelled at the design

point, represented by the corresponding values given in Table 1.4. Afterwards, for each

scenario further calculations have been carried out by varying the compressor isentropic

efficiency from the design value, wherelse the specifications of all the other components,

as well as the compressor pressure ratio, have been kept constant. All the calculations have

been performed with an air mass flow rate equal to 45 g/s, while natural gas has been used

as fuel. The generator, rectifier, and inverter losses have not been considered, such that the

power output is the power delivered by the shaft. The shaft efficiency has been calculated

as the ratio between the shaft power and the fuel input.

Figures 1.13a and 1.13b show the influence of the compressor isentropic efficiency on

the MTT micro turbine shaft power (Psh) and shaft efficiency (ηsh), for the two scenarios.

In the reference scenario, at design point the micro turbine delivers 2.6 kWel with a shaft

efficiency equal to 15.5%. With increasing ηc,is, Psh increases, so does ηsh. The power

available at the generator would be equal to 3.3 kWel with an 80%-efficient compressor,

with a consequent shaft efficiency equal to 19.5%. Therefore, in the reference scenario,

Psh and ηsh increase on average by 2.1% for every 1%-increase of ηc,is.

In the best-case scenario, at design point the micro turbine delivers 4.96 kWel with

a shaft efficiency equal to 29.6%. Although this analysis is intended for assessing only

the impact of the compressor performance on the micro turbine power and efficiency,

Figs. 1.13a and 1.13b show how large is the influence of better components on the mi-

cro turbine performance, since in the best-case scenario Psh and ηsh have almost doubled,

in comparison with the values calculated for the reference scenario. However, in the best-

case scenario ηc,is affects the micro turbine performance to a minor extent, as Psh and ηsh
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Table 1.4: Components specifications for the cycle study of the recuperated micro gas turbine de-

veloped by Micro Turbine Technology B.V. p02/p01 and ηc,is are the compressor pressure ratio and

isentropic efficiency; ξa1 and ξ34 are the pressure losses trough the inlet pipe and combustor; T04 and

ηt,is are the turbine inlet temperature and isentropic efficiency; ηmech is the mechanical efficiency;

ηrec is the recuperator effectiveness; ξ23 and ξ56 are the pressure losses through the recuperator cold

and hot sides.

p02/p01 ηc,is ξa1 [%] ξ34 [%] T04 [K] ηt,is ηmech ηrec ξ23 [%] ξ56 [%]
Reference 2.4 0.70 0.5 1 1300 0.65 0.97 0.8 1.5 3

Best 3.2 0.75 0.2 0.5 1350 0.70 0.98 0.9 1.5 3

increase on average by 1.4% for every 1%-increase of ηc,is.

Figure 1.13c illustrates the influence of the compressor total-to-total pressure ratio on

the MTT micro turbine shaft efficiency. For each scenario, at first the thermodynamic cy-

cle has been modelled at the design point, represented by the corresponding values given

in Table 1.4. Afterwards, for each scenario further calculations have been carried out by

varying the compressor pressure ratio from the design value, wherelse the specifications

of all the other components, as well as the compressor isentropic efficiency, have been kept

constant. As before, all the calculations have been performed with an air mass flow rate

equal to 45 g/s, using natural gas as fuel, and by considering the power delivered by the

shaft as the system power output. The shaft efficiency has thus been calculated as the ratio

between the power output and the fuel input.

Firstly, by looking at Fig. 1.13c, it is possible to estimate the large influence of better

components on the micro turbine performance, since in the best-case scenario the ηsh-

values are about two times larger than those calculated for the reference scenario. Sec-

ondly, for both scenarios the trend of ηsh shows the existence of an optimum p02/p01, in

correspondence of which ηsh is the highest. For both the reference and best-case scenarios,

it occurs at a pressure ratio in the range 2.6-2.8. Therefore, for the reference scenario the

optimum p02/p01 is higher than that utilized for the previous calculations, wherelse for the

best-case scenario it is lower.

In conclusion, increasing the performance of the current centrifugal compressor adop-

ted for the MTT micro turbine is indeed pivotal in order to achieve higher performance

levels of the µCHP system.

1.6 Motivation and scope

The performance of turbocharger centrifugal compressors are typically very well-kn-

own, thanks to the seven-decade-long technological development in the automotive field,

and to the high-degree of reliability achieved by the current CFD methodologies. How-

ever, differences may be seen in the compressor flow field, and different compressor per-

formance may be required, if turbochargers are employed in applications other than in
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Figure 1.13: The influence of the compressor total-to-total isentropic efficiency and pressure ratio

on the performance of the recuperated micro gas turbine developed by Micro Turbine Technology

B.V.

vehicle engines.

This is the case of the centrifugal compressor studied in this work, since it is part

of an automotive turbocharger which has been utilized in a micro gas turbine for micro

cogeneration applications. As a consequence, the objectives of this work are
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1. To provide a better understanding of the compressor flow structure and loss me-

chanisms, through the use of novel methodologies which allow identifying those

aspects whose improvement can lead to higher compressor performance.

2. To analyze and quantify the influence of the tip clearance on the compressor per-

formance and flow properties, since the unshrouded impellers used in automotive

turbochargers suffer from efficiency decrements, because of the pressure losses and

secondary flows caused by very large clearance gaps.

3. To design and build a test-rig for the automatic acquisition of the performance maps

of very small centrifugal compressors, and for testing either future, new configurati-

ons which aim to improve the performance of the current micro turbine compressor,

or other very small centrifugal compressors.

4. To improve the compressor performance through the development of an original

optimization methodology, which allows investigating the use of vaned diffusers,

since they are claimed to exhibit higher static pressure recovery and efficiency than

vaneless ones, at the expenses of a narrower operating range.

1.7 Thesis outline

This dissertation is structured as follows. Chapter 2 presents a new one-dimensional

methodology which predicts the design and off-design performance of very small single-

stage centrifugal compressors, which operate with fluids obeying to the ideal gas law, by

combinining a thorough analysis of the two-zone model to a set of empirical loss corre-

lations, which are integrated in the secondary zone. This approach sequentially evaluates

the flow properties in the impeller, vaneless diffuser, and volute. In particular, it allows

estimating the source of the impeller losses and the impeller two-zone flow features, rep-

resenting thus an alternative to the models available in the literature. The numerical re-

sults computed by this tool have been validated against the data collected throughout an

experimental campaign, as described in Chap. 3, and allowed the acquisition of further

knowledge about the centrifugal compressor performance and losses.

Chapter 3 describes the test-rig which has been designed and built for the automatic

acquisition of the performance maps of very small centrifugal compressors, and used to

characterize the compressor of the micro gas turbine investigated in this dissertation. In

the future, the test-rig will also be employed for testing optimized components of the com-

pressor stage. Furthemore, the uncertainty propagation analysis has also been carried out,

in order to assess the potential error sources and their effects on the test data. The main

elements of the uncertainty propagation analysis are also described here.

Chapter 4 presents the numerical study performed with a commercial CFD code

which solves the three-dimensional (3D) Reynolds averaged Navier-Stokes (RANS) equa-

tions. Steady-state simulations have been carried to approximate the real, time-dependent

flow physics with satisfactory results and shorter computational time with respect to an

unsteady approach. The results of the CFD computations have been validated against the
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experimental data described in Chap. 3, and allowed to understand the tip clearance in-

fluence on the compressor flow field and performance, and to acquire further knowledge

about the compressor flow structure and loss mechanisms.

Chapter 5 illustrates the influence of the diffuser on the compressor stage performance.

An overview of the flow phenomena which occur at the impeller outlet, and therefore affect

the flow field in the downstream diffuser, is firstly given. A brief description of the two

main categories of diffusers (i.e., vaneless and vaned) follows. Finally, the most important

design parameters of a vaned diffuser are highlighted.

Chapter 6 shows the optimization of vaned diffusers. A genetic algorithm has been

firstly coupled to a in-house CFD code which solves the two-dimensional Euler equations,

and secondly to a commercial code which solves the 3D RANS equations. In the latter

case, a metamodel has been used to reduce the computational costs. The position of the

vanes between the diffuser inlet and outlet, their inclination with respect to the radial di-

rection at the leading and trailing edges, the diffuser vane number, and the diffuser outlet

radius have been selected as design variables. The maximization of the static pressure

recovery and the minimization of the total pressure losses have been chosen as objective

functions.

Chapter 7 draws the conclusions regarding the current work, while recommendations

are suggested for future research activities.



This chapter presents a new one-dimensional methodology which predicts the de-

sign and off-design performance of very small single-stage centrifugal compressors,

which operate with fluids obeying to the ideal gas law, by combinining a thorough

analysis of the two-zone model to a set of empirical loss correlations, which are inte-

grated in the secondary zone. This approach sequentially evaluates the flow properties

in the impeller, vaneless diffuser, and volute. In particular, it allows estimating the

source of the impeller losses and the impeller two-zone flow features, representing

thus an alternative to the models available in the literature.

Excerpts of this chapter appeared in:

Javed A., Yang S.-Y., Olivero M., Pecnik R., and van Buijtenen J. P., 2011, “Performance Evaluation of a Mi-

croturbine Centrifugal Compressor Using a Novel Approach,” Proc. International Gas Turbine Congress

2011, IGTC2011-0144.

Javed A., Olivero M., Pecnik R., and van Buijtenen J. P., 2011, “Performance Analysis of a Microturbine

Centrifugal Compressor From a Manufacturing Perspective,” Proc. ASME Turbo Expo 2011, GT2011-

46374.

“All models are wrong, but some models are useful.”

George E. P. Box.

2
One-dimensional performance analysis
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2.1 Introduction

Three-dimensional (3D) computational fluid dynamics (CFD) codes are nowadays

commonly used to analyze in great detail the flow through a centrifugal compressor stage.

As a result of the growth and sophistication of CFD techniques, it may be imagined that

the need for one-dimensional (1D) performance prediction methods has been largely su-

perseded. However, although over the last decade the role of 1D techniques has clearly

changed, from being a major design tool to a support role for more sophisticated tech-

niques, in the foreseeable future those methodologies are still expected to have a definite

presence in centrifugal compressors design.

Such methods generally require the use of empirical data and correlations, which allow

the inadequate fluid definition to better agree with the real phenomena. These methodolo-

gies are then only as good as the experimental data they rely upon, therefore it is inevitable

that the families of compressors from which the data have been obtained will be better pre-

dicted, especially when limited geometric data have been used to establish the empirical

correlations.

As a consequence, the idea behind the development of any 1D model is to provide

compressors performace maps which can be used in the preliminary design phase with

a minimum amount of input information. This chapter thus presents a 1D performance

analysis code for radial compressors (PARC-1), which allows estimating the design and

off-design performance of very small single-stage centrifugal compressors operated with

fluids obeying to the ideal gas law. This tool predicts the compressor performance (i.e.,

stage total-to-total pressure ratio and isentropic efficiency; impeller inlet and outlet veloc-

ity triangles; impeller internal, external, and mixing losses; vaneless diffuser losses; volute

losses) on the basis of its geometry and operating conditions, and relies on the “level-three

approach” [136], which makes use of a comprehensive set of models to represent the in-

ternal flow physics, and to predict the flow conditions at the stage outlet.

The main components of the compressor stage (i.e., the rotating impeller, the station-

ary vaneless diffuser, and the stationary volute) are modeled separately. They are shown

in Fig. 2.1. In particular, by considering the impeller as divided into an inducer, where the

fluid approaches the impeller blades, and an exducer, where the impeller blades transfer

the energy to the fluid before it flows to the downstream component, different approaches

to model the latter are available. Two of the most utilized methods are the single- and two-

zone techniques, wherelse the new model introduced here combines the advantages of the

two well-known approaches, since it predicts the impeller entropy generation through the

losses models used in the single-zone methodology, while maintaining the features of the

two-zone method.

In the following, firstly the main components and operating principles of a centrifugal

compressor stage are described. Secondly, the two methodologies for impellers analysis

available in the literature are briefly introduced, alongside with the vaneless diffuser and

volute models. The description of the PARC-1 approach follows. Finally, the performance

and losses of the centrifugal compressor adopted for the micro turbine developed by Micro

Turbine Technology B.V. (MTT) are assessed by means of the three 1D methods.
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Figure 2.1: Meridional (left) and front (right) views of a centrifugal compressor.

2.2 The centrifugal compressor

Stage components Figure 2.1 shows the schematic of a single-stage centrifugal com-

pressor. The stage consists of a rotating impeller which energizes the fluid, a stationary

vaned diffuser to recover some of the fluid kinetic energy, and a stationary volute to collect

the fluid and deliver it further downstream. Throughout this dissertation, the impeller inlet

and outlet are referred to as stations 1 and 2, respectively. For vaned diffusers, station 3

is located at the vane leading edge, while station 4 represents the vane trailing edge. The

diffuser outlet is placed at station 5. In a vaneless diffuser, stations 3 and 4 are not used.

Station 6 is the plane in the volute where all the flow is collected, whereas stations 7 and

8 represent the volute throat and outlet, respectively.

Flow path The flow usually approaches the impeller through an inlet duct in the axial

direction, unless prewhirl has been used to impose a non-zero tangential velocity. One

of the functions of the impeller is to create under-pressure at the inducer, so that the flow

proceeds through the inlet duct and then enters the impeller.

Figure 2.2a shows the impeller inlet velocity triangle. The flow is being conveyed to

the inducer at the meridional velocity Cm1, and encounters the impeller rotating at the

blade speed U1. If no prewhirl is applied, the absolute flow angle α1 and the tangential

velocity Cu1 are zero. The relative velocity W1 and flow angle β1 are then determined by

the meridional component of the absolute velocity and the local blade speed. When β1
is equal to the blade angle βb1, the flow approaches the blades “dead-on”. Under many

operating conditions, however, β1 will differ from βb1, such that the blades will be subject

to the angle of incidence

i = βb1 − β1. (2.1)

Afterwards, the flow enters the rotating impeller, is propelled through it, and is con-

tinuously energized while passing through the bladed passages. When the impeller bends
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(a) Inlet. (b) Outlet.

Figure 2.2: Impeller velocity triangles. C and W are the absolute and relative flow velocities, while

Cm and Cu are the tangential and meridional components of the absolute velocity. α and β are

the absolute and relative flow angles , while βb is the blade angle. U is the blade speed, while the

rotational speed N indicates the direction of rotation. At the inlet, i is the incidence angle. At the

outlet, Csl is the slip velocity, while Cu2∞ is the tangential component of absolute velocity for Csl = 0.

from the axial to the radial direction, very complex forces come to act on the fluid, gener-

ating a complicated flow field in the passages. At the impeller outlet, in the relative frame

of reference, the flow leaves the rotating impeller almost according to the blade angle. In

the absolute frame of reference, the fluid flows in the tangential direction, due to the very

large tangential component of absolute velocity, as a consequence of the impeller rotation.

Therefore, it is fundamental that great care is taken to diffuse this high-velocity flow as

efficiently as possible, in order to achieve the maximum static pressure rise. Finally, on

leaving the stage, the flow is collected and delivered to the downstream components by

means of a volute.

Figure 2.2b shows the impeller outlet velocity triangle. The meridional velocity Cm2

is dictated by the conservation of mass equation, while the absolute velocity C2 and flow

angle α2 result from the relative flow angle β2 and the blade speed U2. Under ideal con-

ditions, the relative flow angle would precisely follow the blades, thus it would be equal

to the blade angle βb2 (i.e., the backsweep angle). In practice, the two angles differ by an

appreciable amount, which is quantified through the slip velocity

Csl = Cu2∞ −Cu2, (2.2)

where Cu2∞ is the tangential component of absolute velocity which would exist if the flow

exactly followed the blades. A slip factor is usually derived as

σ = 1 −
Csl

U2
= 1 −

Cu2∞ −Cu2

U2
, (2.3)

such that the slip reduces the magnitude of the tangential component of the absolute ve-

locity from that attainable in the ideal case

Cu2 = σU2 +Cm2 tanβb2. (2.4)
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Figure 2.3: The concept of relative eddy in a backswept centrifugal impeller. The rotational speed

N indicates the direction of rotation.

From a physical point of view, the slip factor can be understood by means of the so-

called concept of relative eddy (Fig. 2.3), which is an inviscid flow effect. According

to this theory, a fluid element entering the impeller does not rotate around its own axis

with an angular velocity equal to that of the impeller, but moves around the compressor

axis while maintaining a constant orientation relative to the stationary shroud. However,

in the relative frame of reference, the fluid element rotates at an angular velocity equal

in magnitude to that of the impeller, but opposite in direction. The relative vorticity of

the flow entering the impeller will thus set up a recirculating flow pattern relative to the

impeller itself and affect the primary flow by causing underturning across the impeller

outlet plane. Several correlations have been used to calculate the slip factor [29, 205, 252,

256], but in this work the empirical expression introduced by Wiesner [277] has been used

σ = 1 −

√
cos βb2

Z0.7
I

, (2.5)

where ZI is the impeller blade number.

Performance A centrifugal compressor performance is usually given by means of maps

in which the stage total-to-total pressure ratio (πtt) and isentropic efficiency (ηtt,is) are

plotted as a function of the corrected mass flow rate and rotational speed, which are re-

spectively defined as

ṁcorr =
ṁ

√
T01

Tref

p01

pref

, (2.6)

Ncorr =
N√
T01

Tref

, (2.7)
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Figure 2.4: An illustrative performance map of a centrifugal compressor. πtt is the stage total-to-

total pressure ratio, ṁcorr is the corrected mass flow rate, Ncorr is the corrected rotational speed, and

ηtt,is is the stage total-to-total isentropic efficiency.

where Tref =288.15 K and pref =101,325 Pa. The stage total-to-total pressure ratio and

isentropic efficiency are respectively defined as

πtt =
p08

p01
, (2.8)

ηtt,is =
(p08
p01
)
γ−1
γ

− 1

T08

T01
− 1

. (2.9)

Figure 2.4 shows a generic compressor performancemap. On the one hand, as the mass

flow rate through the compressor is reduced, at constant rotational speed, the pressure ratio

increases until the surge margin is reached. Surge or stall is an extremley unstable operat-

ing region where the flow pulsates violently through the compressor stage and represents

the stability limit to the lowest mass flow rate that the compressor can accomodate. On

the other hand, the highest values of mass flow rate are limited by choking, which is a

thermodynamic limit to compressible flow occurring when the local velocity is equal to

the speed of sound. This means that no further increase of the mass flow rate is possible,

neither by decreasing the back pressure nor by increasing the rotational speed.
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2.3 The impeller model

2.3.1 The inducer

The impeller analysis begins with the estimation of the flow properties at the inducer,

which increases the angular momentum of the fluid without increasing the radius. By con-

sidering total atmospheric flow conditions at the impeller inlet, the flow properties across

the inducer can be established for any operating condition through an iterative procedure

which proceeds until the value of the inlet relative Mach number has reached convergence.

Afterwards, the impeller inlet velocity triangles are determined at hub, mid-span, and

shroud.

A blockage factor equal to 2% and an axial velocity ratio parameter equal to 1.02 in

the case of axial inlet have been used [136], while span-averaged incidence losses has been

determined using the correlation given by Oh et al. [193].

2.3.2 The exducer

Subsequently, the flow properties at the impeller outlet can be estimated by either the

single-zone or the two-zone models.

The single-zone model This method, also known as meanline method, is still the most

practical approach for the design and performance analysis of centrifugal compressors. It

consists of 1D equations for fluids which obey to the ideal gas law, empirical flow mod-

els, and loss correlations; assumes that there is no flow separation across the impeller;

makes use of the impeller efficiency, slip factor, and governing equations to evaluate the

flow properties and compressor performance [134, 135]. However, both the strength and

weakness of such method lie in the empirical correlations used to calculate the efficiency

and slip factor. As a consequence, a considerable amount of work has been done to derive

such correlations using hundreds of test cases and experimental data [12, 166, 275, 276].

The single-zone model developed for the current study uses the set of loss correlations

introduced by Oh et al. [193], and is primarily based on the theory provided by Whitfield

and Baines [275]. The analysis begins by assuming the passage flow to be isentropic, and

an iterative procedure is then applied to calculate the impeller outlet relative Mach number(M2rel) using the non-dimensional mass flow equation

ṁ
√
RT01rel/γ

A2p01rel

= s∗ cos β2M2rel (1 + γ − 1
2

M2
2rel)−

γ+1
2γ−2 (1 + U2

2 −U
2
1

2cpT01rel

)
γ+1
2γ−2

, (2.10)

where ṁ is the mass flow rate; R is the specific gas constant; γ is the ratio of specific heat

capacities; p01rel and T01rel are the impeller inlet relative total pressure and temperature;A2

and β2 are the impeller outlet area and relative flow angle; s∗ is the impeller entropy gain;

U1 and U2 are the impeller inlet and outlet blade speeds; cp is the specific heat capacity at

constant pressure. Equation 2.10 combines the continuity, energy, and entropy equations,

and is solved by means of additional sub-models necessary to calculate A2, β2, and s∗.
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Once M2rel has been calculated, the computation of the other flow properties follows,

but an additional iteration is performed to determine the slip factor. Subsequently, the

impeller entropy gain is computed by considering the impeller internal losses (i.e., blade

loading, skin friction, clearance, and mixing losses), and the impeller outlet relative total

temperature (T02rel)
s∗ = exp−∆s/R = [1 − (γ − 1

γR
) ∑∆hint

T02rel

]
γ
γ−1

, (2.11)

where ∆s is the entropy change of the actual process, and ∑∆hint is the summation of

the impeller internal losses. Furthermore, the impeller enthalpy gain calculation involves

the external losses (i.e., disc friction, recirculation, and leakage losses), which give rise

to an increase in the impeller outlet total enthalpy without any corresponding increase in

pressure [275].

Finally, the impeller total-to-total pressure ratio and isentropic efficiency are calculated

as

πtt = [∆heul − (∑∆hint +∆hD +∆hV)
cpT01

+ 1]
γ
γ−1

, (2.12)

ηtt,is =
∆heul − (∑∆hint +∆hD +∆hV)

∆heul +∑∆hext

, (2.13)

where ∆heul is the total enthalpy rise calculated by means of the turbomachinery Euler

equation; ∆hD and ∆hV are the vaneless diffuser and volute losses; T01 is the impeller

inlet total temperature;∑∆hext is the summation of all the external losses.

The two-zone model The fluid dynamics of centrifugal compressors is one of the most

complicated arrays of flow processes routinely encountered in engineering. At subsequent

impeller locations, the boundary layers and the core flow are influenced by the Coriolis

force, which is a very strong cross-passage force selective according to the velocity, and

acts as a pseudo-centrifuge to separate the high- and low-velocity fluid elements. Hence,

a low-momentum, secondary flow develops around the core and gathers near the shroud/

suction side corner, wherelse the high-momentum, primary flow constitutes the rest of the

flow field. The flow field at the impeller outlet is thus very complex, 3D, and turbulent,

because of the blades curvature and the rotation.

Although the meanline method is still the most practical approach for predicting com-

pressors performance [12], it lacks the capability of predicting the performance of sep-

arated flows, and considerably relies upon experimental data due to the extensive use of

empirical flow models and loss correlations. On the contrary, the two-zone model assumes

a portion of the fluid to pass through the secondary flow, carrying the losses, and the rest to

be the isentropic primary zone. This methodology does not require any correlation based

on experimental data to calculate the impeller losses, and proper mixing calculations are

performed at the impeller outlet to estimate the mixed-out state flow properties.

The two-zone model is then a fine and reliable alternative to the single-zone technique.
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It applies to fluids obeying to the ideal gas law, and consists of diffusion ratio calculations,

primary and secondary flow calculations, and mixed-out state calculations.

The diffusion ratio is defined as

DR =
W1

W2p

, (2.14)

and connects the impeller inlet flow conditions, represented by the relative velocity W1,

to the impeller outlet primary flow conditions, represented by the relative velocity W2p.

The amount of diffusion in the impeller passage has been estimated by means of the two-

element in series model [136]. According to this model, the impeller passage is considered

to be made of an inlet portion (element “a”) and a rotating, diffusing passage (element

“b”), for which the effectiveness values ηa and ηb have been specified equal to 0.4 and

0.3, respectively [136]. The effectiveness is defined as the ratio of the ideal to the actual

pressure recovery coefficients, where the former is computed from the known impeller

geometry and inducer flow conditions, such that the latter yields as a consequence. Due to

their definitions, the ideal pressure recovery coefficient of element “b” is constant over the

whole range of flow conditions, while the ideal pressure recovery coefficient of element

“a” varies with the incidence angle.

Once the diffusion through the impeller passage has been calculated, the primary and

secondary flows properties have to be estimated. To do so, the division of the mass and

passage area between the primary and secondary flow zones, like two separate streamtubes

extending from inlet to outlet, has to be established. This is done by means of the secondary

flow mass fraction (χ) and the secondary flow area fraction (ε), which are defined as

χ =
ṁs

ṁ
, (2.15)

ε =
As

A2
, (2.16)

where ṁs is the secondary flow mass flow rate, ṁ is the overall mass flow rate, and As is

the area occupied by the secondary flow. Many researchers often used a constant value

for χ, which varied from 0.25 to 0.35 for small impellers [136], but further relationships

can be seen in Fig. 2.5, which shows simple data-driven physical models representing

the variation of χ and ε at different operating conditions, for three large and nine small

impellers. In this work, the correlation given for the CETI impellers

χ = 0.5ε2 + 0.05ε, (2.17)

has been initially considered, but it led to unsatisfactory results, because χ and ε were

overpredicted, resulting in increased impeller losses and considerably lower efficiencies.

This is due to the fact that the impeller investigated in this dissertation is 35% smaller than

the smallest CETI impeller. As a consequence, the following new relationship has been

derived through CFD investigations [140] to substitute Eq. 2.17

χ = 0.282ε2 + 0.0489ε. (2.18)
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Figure 2.5: Secondary flow mass fraction (χ) and secondary flow area fraction (ε) for different

centrifugal impellers. Data taken from Ref. [136].

Subsequently, the outlet flow conditions of the primary zone have been calculated

based on work of Oh et al. [194], and on the jet-wake model introduced by Japikse [135,

136]. This part of the impeller model does not contain any iterative procedure, while the

secondary flow properties have been calculated by means of successive iterations, which

begin with the estimation of the secondary flow relative Mach number at the impeller oulet(M2rel,s). The secondary flow is modelled assuming that

1. the fluid is perfectly guided by the blades,

2. the primary and secondary flow static pressures are equal to each other (i.e., un-

loaded tip condition), and

3. the front cover friction is negligible.

However, Rohne and Banzhaf [221] revealed that the first assumption is not correct, and

introduced the tangential velocity factor

Fu,s =
Cu2s

Cu2p

, (2.19)

where Cu2p and Cu2s are the tangential velocities of the primary and secondary flows, re-

spectively. The authors found Fu,s to be in the range 0.81-0.99, and specifically in the

range 0.92-0.94. Following their measurements of unshrouded centrifugal impeller with

backswept blades, a value equal to 0.93 has been used here.

The second and third assumptions provide the means to calculate the impeller entropy

gain of the secondary flow

s∗ = exp−∆s/R = [ T2p

T02rel,s

(1 + γ − 1
2

M2
2rel,s)]

γ
γ−1

, (2.20)
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where T2p is the impeller outlet static temperature of the primary flow , and T02rel,s is the

impeller outlet relative total temperature of the secondary flow. In order to establish the

secondary zone fluid properties at the impeller outlet, Eq. 2.20 is solved simultaneously

with the non-dimensional mass flow equation given by Eq. 2.10, where the impeller outlet

area, relative flow angle, and relative Mach number have been substitued with those rel-

ative to the secondary flow. When convergence is reached, the secondary flow properties

and velocity triangle at the impeller outlet can be finally computed.

Subsequently, the primary and secondary zones are assumed to undergo rapid mixing.

The mixed-out state is an effective state which allows establishing the thermodynamic state

point of the flow leaving the impeller, on a mass-averaged basis. The mixing of the isen-

tropic and non-isentropic flows leads thus to a static pressure rise and a total pressure drop,

and the mixing losses have been calculated in terms of enthalpy change as the difference

between the mass-averaged total properties at the impeller outlet and those at the mixing

station. An iterative process has been carried out to calculate the mixed-out zone outlet

properties, until convergence is reached for the energy equation

T02mix = (1 − χ)T02p + χT02s +
γ − 1

γR
(Ẇdf + Ẇrec + Ẇleak) , (2.21)

where T02mix, T02p, and T02s are the impeller outlet total temperature of the mixed-out, pri-

mary, and secondary flows, while Ẇdf, Ẇrec, and Ẇleak are the disk friction, recirculation,

and leakage losses, expressed as specific enthalpy change.

2.4 The vaneless diffuser model

The vaneless diffuser has been analyzed by means of detailed 1D flow equations for

vaneless diffusers given by Stanitz [251]. They represent a model to analyze compressible

flows, considering also wall friction effects and area changes. The effects of the mixing

losses due to non-uniform flow conditions at the impeller outlet/diffuser inlet and the heat

transfer are not considered. The variations of the fluid properties are determined as a func-

tion of the radius for a prescribed variation of the diffuser height, by a succession of states

through the vaneless diffuser.

Figure 2.6 shows the coordinates system for a point on the mean surface of revolution

generated about the rotation axis by the centerline between the shroud and hub diffuser

walls. The cylindrical coordinates r, θ, and x give the radial, tangential, and axial posi-

tions of the point, respectively. The diffuser effective height b (Fig. 2.6b) measured across

the passage in the normal direction is function of the radius only, and is equal to the dif-

fuser geometric height minus the boundary layer displacement thickness on the diffuser

walls. The use of b is required by continuity considerations in order to calculate the proper

velocity component normal to the cross-sectional flow area of the vaneless diffuser. As a

consequence, no investigation of the boundary layer thickness in the vaneless diffuser has

been performed.

A fluid particle on the mean surface of revolution is shown in Fig. 2.6a. It has the

dimensions rdθ and dr/ sin(φ) on the surface of revolution, while the height is equal to b
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(a) A fluid particle on the surface of revolution generated by the centerline between the diffuser walls.

It has the dimensions rdθ and dr/ sin(φ), and flows with tangential velocity Cu. φ represents the

diffuser inclination.

(b) Diffuser profile, velocity components, and coordinates in the meridional plane. Cm, Cr, and Cx

are the meridional, radial, and axial components of the absolute velocity. b is the diffuser effective

height, while φ represents the diffuser inclination.

Figure 2.6: The coordinates system for the one-dimensional model for the vaneless diffuser.
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on a plane normal to that surface. The slope of the centerline between the shroud and hub

diffuser walls (i.e., the diffuser inclination) is represented by the angle φ

φ = arctan
dr

dx
= φ(r). (2.22)

For the vaneless diffuser mounted on the centrifugal compressor investigated here, φ is

equal to 90○.

The motion on the mean surface of revolution is assumed to be steady and, since the

flow conditions are assumed to be uniformalong b andθ, mixing losses resulting from non-

uniform flow conditions in the tangential direction at the impeller outlet can be neglected.

Since experiments [28] indicate that these losses take place in the immediate vicinity of

the impeller outlet, they can be neglected in the rest of the vaneless diffuser.

Finally, the velocity C of a point on the mean surface of revolution is tangent to the

surface and has component Cr, Cu, and Cx in the r-, θ-, and x-direction, respectively.

In this analysis, however, it is more convenient to consider the meridional velocity Cm,

which is tangent to the centerline between the diffuser walls in the meridional plane, and

is defined as

Cm =
√
C2

r +C
2
x. (2.23)

From Eq. 2.23, the flow angle on the mean surface of revolution is defined as

α = arctan
Cu

Cm

. (2.24)

The fluid state at any radius on the mean surface of revolution is then described by the

thermodynamic properties, the fluid velocity, and the flow direction, which are calculated

by solving the following equations:

• Radial momentum equation

1

ρ

dp

dr
+Cm

dCm

dr
−
C2

u

r
+ c f

C2 cos α

b sin φ
= 0. (2.25)

• Tangential momentum equation

Cm

dCu

dr
+
CmCu

r
+ c f

C2 sin α

b sin φ
= 0. (2.26)

• Continuity equation
1

ρ

dρ

dr
+

1

Cm

dCm

dr
+
1

b

db

dr
+
1

r
= 0. (2.27)

• Energy equation for adiabatic flows

T0 = T +
γ − 1

2γR
C2. (2.28)
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• Equation of state for ideal gases

p = ρRT. (2.29)

Equations from 2.25 to 2.29 have been solved with a step-by-step integration by means

of the fourth-order Runge-Kutta method.

The results obtained with this model are quite accurate, provided that the inlet flow

conditions are uniform. This is not usually the case, so the value of the skin friction co-

efficient c f which appears in Eq. 2.26 has been adapted to increase the precited losses. In

this work, the friction factor recommended by Japikse [133] has been used

c f = 0.01(1.8 × 105
Re

)0.2 . (2.30)

2.5 The volute model

The volute is simulated with a 1D model which takes into account the realistic effects

of diffusion and losses in this component [136, 137]. The key geometric parameter is the

outlet-to-inlet area ratio

ARV =
A8

A5
=
πφ2

8/4
2πr5b5

, (2.31)

where φ8 is the volute outlet diameter, and r5 and b5 are the diffuser outlet radius and

height, respectively.

The aerodynamic losses can be estimated through three simple assumptions. Firstly,

the meridional component of the kinetic energy entering the volute is assumed to be com-

pletely lost, so that it can be written as

Km =
1

1 + λ2
V

, (2.32)

where λV = Cu5/Cm5 is the volute inlet swirl parameter, being Cu5 and Cm5 the volute inlet

tangential and meridional components of the absolute velocity.

The second and third assumptions are related to Cu. For an accelerating flow (Cu5 <
C8), it is assumed that no losses occur, wherelse for a decelerating flow (Cu5 > C8), it

is assumed that the pressure losses correspond to the total pressure losses in a sudden

expansion mixing process. The losses due to flow deceleration are computed as

Ku =
(λV − 1/ARV)2

1 + λ2
V

. (2.33)

By introducing the total pressure loss coefficient KV = Ku + Km, these three assump-

tions lead to two different values of the static pressure recovery coefficient CP, depending

on whether the flow condition corresponds to a diffusing (λVARV > 1, Eq. 2.34) or an
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accelerating flow (λVARV < 1, Eq. 2.35)
CPV =

2 (λV − 1/ARV)
ARV (1 + λ2

V
) , (2.34)

CPV =
(λ2

V − 1/AR2
V)(1 + λ2

V
) . (2.35)

Once KV and CPV have been computed, the volute outlet flow conditions can be cal-

culated, since

KV =
p05 − p08
p05 − p5

, (2.36)

CPV =
p8 − p5
p05 − p5

. (2.37)

Finally, the stage total-to-total pressure ratio and isentropic efficiency are defined by

Eqs. 2.8 and 2.9.

2.6 The one-dimensional performance analysis code for

radial compressors

The computation of the impeller losses without using empirical loss correlations is the

main advantage of the two-zone model described in Sec. 2.3. However, although that ap-

proach predicts the flow of centrifugal impellers with more accuracy than the single-zone

model, it lacks the capability of providing information about the source of the impeller

losses, since it calculates them lumped together.

As a consequence, a new analysis tool has been developed on the basis of the two-zone

model, but with a different approach for predicting the secondary zone entropy generation,

which now stems from the empirical loss correlations utililized in the single-zone model.

The empirical loss correlations have been taken from the work of Oh et al. [193], but

the new methodology calculates the losses through the flow properties of the secondary

zone, where all the losses are supposed to originate from. Therefore, differences in both

losses magnitude and trend are expected, since the single-zone method usually employes

the impeller outlet flow properties to calculate the losses.

As with the two-zone model, the flow properties of the secondary zone have been cal-

culated using an iterative procedure, which starts by estimating the relative Mach number

of the secondary flow at the impeller outlet, and then proceeds by calculating the velocity

triangle at the impeller outlet. The change in enthalpy due to the internal losses is then

computed through the single-zone loss correlations, while the entropy gain is calculated

using Eq. 2.11, where the impeller outlet relative total temperature T02rel has been substi-

tuted by the impeller outlet relative total temperature of the secondary flow T02rel,s. The

iterative procedure is stopped when the continuity is conserved in Eq. 2.10.
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Figure 2.7: Schematic of the one-dimensional performance analysis code for radial compressors

operated with fluids obeying to the ideal gas law.

Figure 2.7 shows a schematic of the novel 1D performance analysis code for radial

compressors. The PARC-1 code allows estimating the design and off-design performance

of very small single-stage centrifugal compressors operated with fluids obeying to the ideal

gas law. This new methodology has been implemented in a programming environment for

algorithm development, data analysis, visualization, and numerical computation [178].

2.7 Results and discussion

This section shows the numerical results computed by the single-zone, two-zone, and

PARC-1 models. The models have been utilized for the analysis of the centrifugal com-

pressor adopted for the MTT recuperated micro gas turbine. The geometric details of the

compressor can be found in Sec. 3.1. Firstly, the compressor stage performance as calcu-

lated by the three models are validated against the experimental data shown in Chap. 3.

Secondly, the comparison of the impeller internal, external, and mixing losses as com-

puted by the three methods follows. Finally, the compressor performance and losses have

been calculated at the best efficiency point at 220 krpm, and at the micro turbine design

point (i.e., ṁ = 50 g/s and N = 240 krpm).
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2.7.1 Comparison between experimental and numerical results

Figure 2.8 shows the comparison of the stage total-to-total pressure ratio and isen-

tropic efficiency between the experimental and numerical results, at 190 and 220 krpm,

and varying mass flow rate, respectively. The numerical results have been computed by

the single-zone, two-zone, and PARC-1 models.

The 1D methods capture the stage total-to-total pressure ratio trend, but they show

a poor capability in predicting it at high mass flow rates. This might be due to the fact

that the geometric details of the impeller throat are not considered in the models. As a

consequence, in proximity of the choking condition, the numerical models underpredict

πtt, with respect to the experimental results. At low mass flow rates, the two-zone and

PARC-1 models exhibit a better agreement with the test data, while the single-zone model

overpredict them to a large extent.

The numerical tools also capture the stage total-to-total isentropic efficiency trend, al-

though they all overpredict it. The deviation between the numerical and experimental re-

sults decrease from the single-zone to the PARC-1 models, while the two-zone approach

gives intermediate results. Therefore, the single-zone model underestimates the losses,

while the PARC-1 methodology yields higher losses, which thus lead to lower efficiencies.

As a consequence, although the mixing and external losses are calculated in the same way

for the two-zone and PARC-1 methods, the summation of the internal losses computed

with the latter is higher than the lumped losses computed by the former. Furthermore,

the best efficiency point is calculated at a lower mass flow rate than the measured value.

As for the pressure ratio, the single-zone model shows the worst behaviour at high mass

flow rates, wherelse the two-zone and PARC-1 models exhibit a better agreement with the

experimental results.

2.7.2 Internal losses

Figure 2.9 shows the impeller internal losses (i.e., incidence, blade loading, skin fric-

tion, and clearance losses) computed by the single-zone and PARC-1 models, at 190 and

220 krpm, and varying mass flow rate, respectively. The two-zone model does not provide

the calculation of the individual loss mechanisms, so it has not been included in the com-

parison.

Incidence losses (Fig. 2.9a) are due to flow adjustments with respect to the impeller

inlet blade angle. At off-design conditions, the flow enters the impeller at an incidence

angle which is either positive or negative, causing the flow velocity to reduce or increase,

respectively. In this work the incidence losses are the average of the values calculated at

hub, mid-span, and shroud. The two models use the same relationship for calculating this

loss, thus the trends are very similar. At both speeds, there is a point of minimum inci-

dence loss, which occurs at higher mass flow rates with increasing rotational speed. When

compared with Fig. 2.8, these points do not correspond to the best efficiency points in

the compressor map at the same rotational speeds, indicating thus a non-optimum inducer

blade angle. However, the incidence loss does not have a significant effect upon compres-

sor performance as long as the impeller can operate reasonably well at different incidence
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(c) Total-to-total pressure ratio.
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(d) Total-to-total isentropic efficiency.
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(e) Total-to-total pressure ratio.
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(f) Total-to-total isentropic efficiency.

Figure 2.8: Comparison of the stage total-to-total pressure ratio and isentropic efficiency between

experimental (closed symbols) and one-dimensional numerical (hollow symbols) results at 190 and

220 krpm, and varying mass flow rate, respectively. The numerical results have been computed by

the single- and two-zone models, and by the one-dimensional performance analysis code for radial

compressors (PARC-1).
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(a) Incidence losses.
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(b) Blade loading losses.
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(c) Skin friction losses.
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(d) Clearance losses.

Figure 2.9: Impeller internal losses (i.e., incidence, blade loading, skin friction, and clearance

losses) computed by the single-zone model and the one-dimensional performance analysis code for

radial compressors (PARC-1), at 190 and 220 krpm, and varying mass flow rate, respectively.

values close to the design point value [136].

Blade loading losses (Fig. 2.9b) are generated because of the negative velocity gradi-

ents in the boundary layer, and the associated flow separation. They are directly related

to the impeller diffusion factor (Eq. 2.14), since the amount of diffusion within the im-

peller influences the flow velocities, affecting thus the boundary layer development, and

the eventual flow separation. For both models, the blade loading losses decrease with in-

creasing mass flow rate, due to lower secondary flow and flow recirculation, although for

the single-zone model the rate of decrease is higher. The latter also exhibit higher losses

than the PARC-1 code. The discrepancy lies in the different diffusion behaviour, such that

the velocity of the primary flow utilized by the PARC-1 model might be on average higher

than the impeller outlet velocity used by the single-zone model, thus leading to lower blade

loading losses because the flow separation is postponed, or even avoided.
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Skin friction losses (Fig. 2.9c) originate from the shear forces which act on the im-

peller walls and are caused by turbulent friction. They are considered to be equivalent to

those experienced by a fully developed flow in a pipe of circular cross-sectional area with

a diameter and length equal to the average hydraulic diameter and length of the impeller

flow passage, respectively. Skin friction losses increase for both models with increasing

mass flow rate, since the fluid is flowing faster, leading to higher friction around protrud-

ing objects. Furthermore, the increase in mass flow rate causes an increase in the wetted

area as the secondary zone reduces, resulting in higher skin friction losses. The PARC-1

code predicts slightly higher losses, as a consequence of higher flow velocities.

Clearance losses (Fig. 2.9d) result from the leakage flow through the clearance gap,

due to the pressure gradient between the pressure and suction sides of the impeller blades.

The clearance gap flow influences the secondary flow significantly. The tip clearance in

running condition of the current centrifugal compressor is not known, but a value equal

to 5% [195] of the impeller outlet blade height has been used to asses this type of losses.

The clearance losses increase with increasing mass flow rate up to a maximum value, for

both models, then they decrease while approaching the choking condition. Whitfield and

Wallace [276] showed a similar trend, though no sign of losses reduction close to choking

was visible. However, the impeller analyzed by those authors did not have any backsweep

angle. A further reason of such difference could lie in the different tangential velocities at

the impeller outlet. In this study, higher clearance losses are computed by the single-zone

model, because of the higher impeller outlet tangential velocities utilized in the calcula-

tions.

2.7.3 Mixing losses

Figure 2.10 shows the impeller mixing losses computed by the single-zone, two-zone,

and PARC-1 models, at 190 and 220 krpm, and varying mass flow rate, respectively. These

losses result from the mixing of the wake with the isentropic stream, and depend on the

downstream location at which the mixing station is considered. For the single-zone model,

a correlation based on the jet-wake area distribution in the impeller passage is used [193],

wherelse the two-zone and PARC-1 methods consider the mixing losses to be produced

when the low-momentum, secondary flow is mixed with the high-momentum, primary

flow.

The two-zone and PARC-1 models show very similar trend and values, at both speeds,

as they perform proper flow mixing calculations. The mixing loss reduces as the operating

point moves from the surge to choking condition, because the secondary area diminishes

with increasing mass flow rates. On the contrary, the single-zone model exhibits an oppo-

site trend, since the mixing loss increases with increasing mass flow rate, and has lower

values as well. The strong discrepancy with the two other models might be due to assump-

tion of the secondary flow area fraction which appears in the empirical correlation used

by the single-zone model.
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(a) Single-zone model.
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(b) Two-zone and PARC-1 models.

Figure 2.10: Impeller mixing losses computed by the single- and two-zone models, and the one-di-

mensional performance analysis code for radial compressors (PARC-1), at 190 and 220 krpm, and

varying mass flow rate, respectively.

2.7.4 External losses

Figure 2.11 illustrates the impeller external losses (i.e., disk friction, recirculation, and

leakage losses) computed by the single-zone, two-zone, and PARC-1 models at 190 and

220 krpm, and varying mass flow rate, respectively.

Disk friction losses (Fig. 2.11a) are represented by an enthalpy rise due to the work

done on the fluid by the shear between the rear face of the impeller and any adjacent sta-

tionary surface. They consider rotating disks in a stationary housing, and depend on the

Reynolds number, according to the correlation used by Oh et al. [193]. Disk friction losses

decrease as the mass flow rate increases, at each rotational speed, since the secondary flow

is reduced at higher mass flow rates, resulting then in a lower amount of flow leaking into

the clearance gap between the impeller disk and the housing. However, with increasing

rotational speed, they increase due to increased friction and blade speed. The three models

predict the disk friction losses with similar trends and magnitude, although the small devi-

ations among the results can be explained with the different flow velocities at the impeller

outlet.

Recirculation losses (Fig. 2.11b) are caused by the recirculation of the low-momentum

flow from the vaneless space back into the impeller passages. At low mass flow rates, the

recirculation losses are high at both rotational speeds, because of high tangential velocities,

which might force the flow to recirculate back into the rotating impeller. They diminish

as the mass flow rate is increased at constant rotational speed, because of lower diffusion

rates and absolute flow angles. The single-zone model predicts slightly higher recircula-

tion losses because of higher velocities.

Finally, an additional enthalpy rise is due to the fluid flowing from the blades pressure

to suction sides, reducing the energy transfer from the impeller to the fluid. However, for
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ṁcorr [g/s]

∆
s/
R

Single-zone model

Two-zone model

PARC-1 model

190 krpm

220 krpm

00

00

00

000

000

000000

1

1

12

3 4

5

5

6

6 7

8

8

9

.

.

.

.

.

(a) Disk friction losses.
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(b) Recirculation losses.
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(c) Leakage losses.

Figure 2.11: Impeller external losses (i.e., disk friction, recirculation, and leakage losses) computed

by the single- and two-zone models, and the one-dimensional performance analysis code for radial

compressors (PARC-1), at 190 and 220 krpm, and varying mass flow rate, respectively.

unshrouded impellers, some leakage flow re-enters into the impeller bladed passages from

the inducer/shroud gap, re-energizes the flow, and generates the so-called leakage losses

(Fig. 2.11c). The two-zone and PARC-1 methods show similar results, while the values

calculated with the single-zone model are higher. As the mass flow rate increases at con-

stant rotational speed, the leakage losses decrease. However, the leakage losses increase

as the rotational speed increases, because the fluid is flowing faster.

2.7.5 Performance and losses analysis

Table 2.1 shows the effects of the different loss mechanisms on the stage total-to-total

isentropic efficiency, calculated with the single-zone, two-zone, and PARC-1 models. The

comparison has been performed at the best efficiency point for a rotational speed equal to
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Table 2.1: Effects of the different loss mechanisms on the stage total-to-total isentropic efficien-

cy at the best efficiency point at 220 krpm, computed by the single- and two-zone models, and the

one-dimensional performance analysis code for radial compressors (PARC-1).

Losses Single-zone Two-zone PARC-1

Incidence −0.0% −0.0% −0.0%
Blade loading −1.7% / −0.7%
Skin friction −6.5% / −9.9%
Clearance −2.6% / −2.8%
Mixing −0.1% −1.6% −3.3%

Disk friction −0.7% −0.5% −1.0%
Recirculation −0.3% −0.1% −0.3%
Leakage −1.9% −1.0% −2.1%

Vaneless diffuser −4.3% −2.0% −4.2%

Volute −6.9% −2.6% −5.5%

Total −25.0% −28.2% −29.8%

Efficiency 75.0% 71.8% 70.2%

220 krpm. The blade loading, skin friction, and clearance losses have not been calculated

for the two-zone model, since it only allows for the computation of the impeller internal

losses as lumped together in a single term.

The skin friction losses are the highest for both the single-zone and PARC-1 models,

and the valuex calculated with the PARC-1 code are higher, due to a higher average veloc-

ity in the impeller bladed passages. On the contrary, the blade loading losses calculated

with the single-zone model are higher, because of a higher diffusion factor. The clearance

losses are of the same order of magnitude, while the incidence losses are negligible for the

the three models.

Further differences can be noticed when comparing the mixing losses. Those calcu-

lated with the single-zone model are almost zero, as this approach does not consider the

separation between high- and low-momentum flows. On the contrary, the mixing losses

are higher for the two-zone and PARC-1 models. The latter calculates the highest mixing

losses, because of a larger deviation between the flow properties at the mixing station and

at the impeller blades trailing edge.

Among the impeller external losses, the leakage losses are the highest for all of the

three models, as a consequence of a large amount of leakage flow which re-enters into the

impeller bladed passages at the inducer. On the other hand, the recirculation flow at the

impeller outlet is lower. Further losses are due to the flow deceleration in the vaneless

diffuser and volute. The losses occurring in the latter component are higher than those

due to the diffuser deceleration, as a consequence of a stronger diffusion taking place in
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Table 2.2: Effects of the different loss mechanisms on the stage total-to-total isentropic efficiency at

the micro turbine design point (i.e., ṁ = 50 g/s and N = 240 krpm), computed by the one-dimensional

code for radial compressors.

Losses

Incidence −0.3%
Blade loading −1.1%
Skin friction −7.3%
Clearance −2.4%
Mixing −5.9%

Disk friction −1.2%
Recirculation −2.6%
Leakage −2.0%

Vaneless diffuser −5.1%

Volute −4.1%

Total −32.0%

Efficiency 68.0%

the volute.

Overall, as visible in Fig. 2.8, the stage total-to-total isentropic efficiency calculated

with the single-zone model is the highest, while that computed with the PARC-1 code

is the lowest. The difference between the numerical and experimental results is equal to

8.5%, 4.5%, and 2.3% for the single-zone, two-zone, and PARC-1 models, respectively.

Finally, the PARC-1 tool has been used to estimate the design point performance of

the centrifugal compressor adopted for the MTT micro turbine. The calculated stage total-

to-total pressure ratio and isentropic efficiency are equal to 2.79 and 0.68, respectively,

while the corresponding experimental data provided by MTT are equal to 2.69 and 0.71.

Therefore, the PARC-1 model overpredicts the pressure ratio by 3.6%, and underpredicts

the efficiency by 4.7%.

Table 2.2 illustrates the effects of the different loss mechanisms on the stage total-to-

total isentropic efficiency, calculated by the PARC-1 method at the micro turbine design

point. The skin friction losses account for the largest share, and contribute to decrease

the efficiency by 7.3%, followed by the mixing losses (−5.9%), and the vaneless diffuser

losses (−5.1%). Furthermore, at this operating condition the mixing, recirculation, and

vaneless diffuser losses are higher than the values calculated at the best efficiency point

at 220 krpm, because of a higher impeller outlet velocity, due to the increased rotational

speed.
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2.8 Conclusions

A new methodology for the assessment of the performance and loss mechanisms of

very small centrifugal compressors has been presented in this chapter. The PARC-1 model

has been implemented in a programming environment for algorithm development, data

analysis, visualization, and numerical computation. The main features of the PARC-1

code, and the results of its application to the centrifugal compressor adopted for the MTT

micro turbine can be summarized as follows:

• The model has been developed on the basis of the single- and two-zone method-

ologies, and combines the advantages of the two, since the loss correlations have

been integrated in the secondary zone. In particular, this tool distinguishes between

high- and low-momentum flows within the impeller bladed passages as the two-

zone model, and allows evaluating the impeller loss mechanisms, as possible with

the single-zone methodology.

• The numerical results obtained with the PARC-1 model at 190 and 220 krpm, and

varying mass flow rate, have been compared to the experimental data related to

the performance of the micro compressor for the MTT system, obtained with the

µTURCO-rig (see Chap. 3). The comparison shows a good agreement, except close

to the choking condition. This model is generally able to capture the stage total-

to-total pressure ratio and isentropic efficiency trends, although it overpredicts the

test data. However, in proximity of the choking condition the code underpredicts

the pressure ratio, since the geometric details of the impeller throat have not been

not considered. Furthermore, the best efficiency point is calculated at a lower mass

flow rate than the measured value.

• The PARC-1 model has been used to estimate the loss mechanisms at 190 and 220

krpm, and varying mass flow rates. According to computed results, the skin friction

losses are the highest among the internal losses, while the recirculation losses are

the highest among the external losses. Furthermore, the mixing losses are very high

at low mass flow rates, and rapidly decrease with increasing mass flow rates.

• The new model has been utilized as well for the compressor performance analysis at

the micro turbine design point (i.e., ṁ = 50 g/s and N = 240 krpm). The calculated

stage total-to-total pressure ratio and isentropic efficiency are equal to 2.79 and 0.68,

respectively, while the corresponding experimental data provided by MTT are equal

to 2.69 and 0.71. Therefore, the PARC-1 methodology overpredicts the pressure

ratio by 3.6%, and underpredicts the efficiency by 4.7%.

• On the basis of the computed results, at the micro turbine design point the skin

friction losses contribute to the largest efficiency decrease (−7.3%), followed by

the mixing losses (−5.9%), and the vaneless diffuser losses (−5.1%).
• The PARC-1 methodology has to be tested with other micro compressors, in order

to further solidify its role as an efficient method to analyze very small centrifugal

compressors.
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• Further numerical simulations are required to improve the capability of this novel

approach to properly quantify the diffusion ratio, the relationship between the sec-

ondary flow mass and area fractions, and the tangential velocity factor, which are

employed in the model.



A test-rig has been designed and built for the acquisition of the performance maps

of very small centrifugal compressors, and used to characterize the micro turbine com-

pressor, which is the object of investigation of this dissertation. Its operating princi-

ples, main components, and instrumentation are described in detail in this chapter.

The data collected throughout an experimental campaign have been used to validate

the numerical results documented in Chaps. 2 and 4. In the future, the test-rig will also

be employed for testing optimized components of the compressor stage. Furthemore,

the uncertainty propagation analysis has also been carried out, in order to assess the

potential error sources and their effects on the test data. The main elements of the

uncertainty propagation analysis are also described here.

“There are two possible outcomes: if the result confirms the hypothesis,
then you’ve made a measurement. If the result is contrary to the hypothesis,
then you’ve made a discovery.”

Enrico Fermi.

3
Experimental setup

59
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3.1 Introduction

The possibility to perform experimental investigations is paramount in the design pha-

ses of centrifugal compressors, as well as in their optimization in subsequent development

stages. Furthermore, having a flexible test facility where different compressor configura-

tions can be tested with minor modifications leads to reduced costs and time. Besides,

computational fluid dynamics (CFD) is nowadays a very important tool in the design of

centrifugal compressors. However, due to the complexity of the flow field through the

compressor, accurate analyses may be difficult to obtain. Therefore, the validation of the

numerical solutions with experimental data is pivotal.

The turbomachinerypart of the micro turbine developed by Micro Turbine Technology

B.V. (MTT) currently consists of an automotive turbocharger. The performance maps of

the centrifugal compressor were made available by the original equipment manufacturer

(OEM), but the experimental data provided to the author by the OEM could not be con-

sidered sufficiently reliable for a proper validation of the numerical analyses (see Chaps. 2

and 4). In addition, in order to obtain a multi-purpose test-bench for very small compres-

sors, it has been decided to design and build a specific set-up at the TU Delft Process &

Energy Department.

The main goal of the experimental campaign successively conducted with the micro

turbine radial compressor test-rig (µTURCO-rig) was then the acquisition of the perfor-

mance maps (i.e., pressure ratio and efficiency as function of mass flow rate and rotational

speed) of the centrifugal compressor adopted for the MTT micro gas turbine system.

The experiments were performed in parallel to CFD investigations which allowed gain-

ing further knowledge about the flow structure, performance, and loss mechanisms of the

centrifugal compressor stage. Therefore, the main use of the collected experimental data

was the validation of the numerical models employed for those analyses.

Furthermore, theµTURCO-rig will be available for future tests of newly designed con-

figurations which aim to improve the micro turbine compressor performance.

In this chapter, the operating principles, main components, and instrumentation of the

the µTURCO-rig are firstly described. Subsequently, a brief introduction about the un-

certainty propagation analysis is given, since the latter has been performed to assess the

potential error sources and their effects on the test data. Finally, the experimental results

are presented and discussed.

3.2 The experimental facility

The µTURCO-rig is shown in Fig. 3.1a, while the tested compressor stage is visible

in Fig. 3.1b. The latter is equipped with an unshrouded centrifugal impeller, a vaneless

diffuser, and a volute (Fig. 3.1c). It is designed for air and delivers a pressure ratio of

about 2.7, at the design mass flow rate and rotational speed equal to 50 g/s and 240 krpm,

respectively.

The impeller has 6 full and 6 splitter blades, with a backsweep angle equal to −34○.

The blade angle at the inducer tip is equal to −64○. The blades thickness is constant from
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(a) The whole test-rig. (b) The centrifugal compressor stage.

(c) The impeller and vaneless diffuser. (d) Main dimensions in mm of the im-

peller and vaneless diffuser.

Figure 3.1: The test-rig built at the TU Delft Process & Energy Department, and the tested cen-

trifugal compressor.

the leading to the trailing edges and equal to 0.5 mm. A tip clearance equal to 0.375 mm

has been measured at the inducer, with the compressor standing still in ambient air, as the

difference between the shroud and the blade tip diameters. The impeller and diffuser main

dimensions are given in Fig. 3.1d. The impeller inlet hub and shroud diameters are equal

to 9.6 and 26.2 mm, respectively, while the impeller outlet diameter is equal to 39 mm.

The diameter at the impeller blades trailing edge is equal to 37 mm. The pinched vaneless

diffuser is 2.6-mm-high at the inlet and 1.7-mm-high at the outlet, where the diameter is

equal to 66 mm. The volute outlet diameter is equal to 27.6 mm.

Figure 3.2 shows an isometric view of the µTURCO-rig, whose major components can

be identified. A turbine is used in order to power the compressor, as powering it with an

electric motor was deemed more complex and costly. The turbine is supplied externally

with pressurized air from two oil-free screw compressors that provide a total combined
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Figure 3.2: An isometric view of the test-rig built at the TU Delft Process & Energy Department.

capacity equal to 6.06 m3/min at a nominal pressure equal to 8 bar and room temperature.

A 4-m3 buffer tank is located between the screw compressors and the turbine control valve,

across which the pressure is decreased to about 3 bar. The turbine control valve is used

to vary and control the compressor rotational speed, by changing the amount of air which

flows through the turbine. It can be operated either manually or automatically.

The mass flow rate across the compressor stage is controlled by an adjustable throttle

valve which is positioned downstream of the compressor outlet. The maximum rotational

speed which has been reached as of 05-06-2012 is equal to 220 krpm, but a second buffer

tank, with a 5-m3 volume, has been recently placed downstream of the first tank. The

larger system capacity would allow increasing the maximum rotational speed achievable

by the compressor, and bring it to the design value equal to 240 krpm. The experimental

results will be therefore updated as soon as they are available.

The test-rig is also equipped with an autonomous oil circuit that lubricates the shaft and

bearings. The oil is stored in a tank, pumped through the circuit by an hydraulic pump, and

heated up by means of an electrical heater, since it seems that a less viscous oil applies a

lower pressure on the bearings. The heater can deliver a maximum thermal power equal to

2 kW and is placed upstream of the bearing arrangement. The oil pressure can be adjusted

using a valve which allows the oil by-passing the bearings and flowing back into the oil

tank. A filter located between the electrical heater and the bearing system is used to clarify

the oil before it enters the bearings housing.

3.2.1 Instrumentation

Figure 3.3 shows a simplified process and instrumentation diagram of the µTURCO-

rig. An immersible thermal gas mass flow meter is used for measuring the compressor

mass flow rate. The mass flow meter has been calibrated to measure air and can stand
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Figure 3.3: The simplified process and instrumentation diagram of the test-rig built at the TU Delft

Process & Energy Department.

Figure 3.4: Pressure transmitters and thermocouples installation at the compressor inlet and outlet.
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temperatures up to 400℃.

The compressor rotational speed is measured with a speed sensor whose functional

principle is based on 1-MHz pulse induction and eddy current discrimination, performed

with a solenoid sensor that is mounted in the compressor housing, through a bore. The

sensor detects and counts the compressor vanes one by one.

Static pressure and total temperature measurements at the compressor inlet and outlet

are performed following the SAE standards [243, 244]. The number and position of pres-

sure transmitters and thermocouples following these standards are shown in Fig. 3.4. At

the inlet, the pressure is measured with pressure transmitters that can stand media temper-

atures up to 125℃. At the outlet, the allowable media temperature is up to 155℃. The

total temperature is measured with type K thermocouples.

The specifications of all the measuring instruments are summarized in Table 3.1.

3.2.2 The data acquisition system

The data acquisition hardware consists of a computer connected to a National Instru-

ments (NI) cDAQ-9172 chassis through a USB interface. The NI cDAQ-9172 is an eight-

slot chassis designed to be used with C-series input/output (I/O) modules and is capable

of measuring a broad range of analog and digital I/O signals and sensors.

The analog input modules are the NI 9201, NI 9203, and NI 9211. They are con-

nected to the rotational speed sensor, the pressure transmitters and the mass flow meter,

and the thermocouples, respectively. The analog output module is the NI 9265, which is

connected to the turbine control valve. The specification of all the modules mounted on

the NI cDAQ-9172 chassis are given in Tables 3.2 and 3.3.

A data acquisition program has been developed in LabVIEW [191] for measuring, log-

ging, and displaying the relevant data throughout the experiment, controlling the compres-

sor rotational speed, and post-processing the measured data. Therefore, the main portion

of the software consists of three loops running in parallel.

The capture loop senses events that are triggered when the user operates any kind of

control on the front panel (Fig. 3.5a). When such an event occurs, it is cued and processed

by the process loop. The acquisition & control loop runs according to a timer and con-

tinuously acquires data. Since the loop rate is equal to 100 ms, while the data acquisition

task is set to continuously acquire samples at a frequency equal to 1 kHz, an average of

100 samples/channel per loop are stored and displayed on the front panel.

The static pressures and total temperatures at the compressor inlet and outlet and the

mass flow rate are then used to calculate the compressor stage pressure ratio and effi-

ciency. This happens when the operator presses the “Calc. parameters” button on the

post-processing panel (Fig. 3.5b). The pressure ratio and efficiency are calculated through

a running-average algorithm over a time span defined by the operator in terms of num-

ber of loops. A 10-loop interval has been adopted for the experimental campaign aimed

at obtaining the compressor performance maps, thus 1000 samples are averaged for each

variable each time that post-processing is performed. Furthermore, as redundant pressure

transmitters and thermocouples are used at the compressor inlet and outlet, an additional

averaged value is calculated on the basis of the sensors number at each location.
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Table 3.1: Specifications of the measuring instruments. R and FS stand for reading and full scale, respectively.

Instrument Company Model Location Range Accuracy Output signal

Mass flow meter Sierra Instruments Steel-Mass Model 640S Inlet 0-100 g/s ±1.0%R+0.5%FS 4-20 mA

Rotational speed sensor Acam-Messelectronic PicoTurn-SG Shroud 0.39-320 krpm ±0.25%FS 0.4-4.5 V

Pressure transmitter AE Sensors AE-SML-10.0 Inlet 0-6 bar ±0.5%FS 4-20 mA

Pressure transmitter STS Sensors ATM (Ex) Outlet 0-8 bar ±0.5%FS 4-20 mA

Thermocouple Labfacility Type K Inlet and outlet −40-+1100℃ ±1.5℃ or 0.4%R∗ ±10 mV
∗Whichever is greater

Table 3.2: Specifications of the National Instrument analog input modules. R and FS stand for reading and full scale, respectively.

Module Signal type Channels Resolution [bits] Max sampling rate [S/s] Signal input range Accuracy

NI-9203 Current 8 16 200 k ±20 mA ±0.04%R±0.02%FS

NI-9201 Voltage 8 12 500 k ±10 V ±0.04%R±0.07%FS

NI-9211 Thermocouple 4 24 15 ±80 mV 1.3℃

Table 3.3: Specifications of the National Instrument analog output module.

Module Signal type Channels Resolution [bits] Max update rate [S/s] Range

NI-9265 Current 4 16 100 k/ch 0-20 mA
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Since these values are averaged during a short period of time (i.e., one second), in

accordance with the guidelines given by American Society of Mechanical Engineers [11]

they can be utilized for further calculations. The averagedpressure, temperature, mass flow

rate, and rotational speed used for the post-processing are visible on the top, left-hand side

of the post-processing panel (Fig. 3.5b). The post-processed flow properties are visible on

the bottom, left-hand side of the panel. The performance maps are immediately available

to the operator on the right-hand side of the panel. The compressor stage pressure ratio

and efficiency as functions of the corrected mass flow rate are shown above and below,

respectively.

According to the SAE standards [243, 244], during a test “data shall not be taken until

reasonable thermal stability is achieved”. Those standard define a thermal condition to be

stable when the normalized temperature difference across the compressor is lower than, or

equal to, a defined ∆T, over a specified amount of time ∆t

T02 − T01

T01
≤ ∆T, (3.1)

where T01 and T02 are the total temperatures at the compressor inlet and outlet, respec-

tively. In this case, ∆T has been set equal to 0.5℃ and ∆t has been specified equal to 60

s. An operator-definable watch-dog timer has been implemented in the software to allow

the operator understanding when the thermal stability criterion is fulfilled. The watch-dog

timer is always set to 0 every time the software is launched. This condition is indicated

by the fact that the “Stability” LED on the post-processing panel is off. When the stability

criterion is achieved, the timer is started and the LED switches on as soon as the specified

∆t is elapsed. The operator can then reset to 0 the timer by means of a “Reset” button. The

thermal stability block is located on the post-processing panel and is visible at the center

of the left-hand side.

The turbine control valve can be operated either manually or automatically. The turbine

control valve block is located on the front panel, at the bottom, right-hand side (Fig. 3.5a).

In the manual mode, the operator can prescribe the valve opening percentage by moving

the pointer up and down, or by directly typing the percentage in the white window at its

right. In the automatic mode, a proportional-integral-derivative (PID) controller operates

the µTURCO-rig when the “Auto Control” button is pressed by the operator, after that

the desired valve opening percentage has been set. The PID controller is contained in the

acquisition & control loop and is executed at the same speed of that loop (i.e., 100 ms). Its

proportional, integral, and derivative values have been extrapolated after that numerous

tests have been carried out at various settings and system disturbances.

3.3 Uncertainty propagation analysis

In this section, the main concepts related to the theory of uncertainty propagation are

briefly recalled, together with the elements specifically applied in this case, while the re-

sults of the application of such analysis are reported in Sec. 3.4.

For each quantity Xi measured in any experimental facility, various elemental sources
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(a) The front panel.

(b) The post-processing panel.

Figure 3.5: The front and post-processing panels of the LabVIEW program developed for the test-rig

built at the TU Delft Process & Energy Department.
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of systematic and random uncertainties exist, due the corresponding elemental systematic

and random errors. All the elemental uncertainties are then summed up, such that for every

Xi only the total systematic and random uncertainties are given. The mutual combination

of the total systematic and random uncertainties gives the total combined uncertainty of

Xi. All of the total combined uncertainties are then propagated in order to obtain the value

of the uncertainty affecting the final engineering variable of interest, namely the pressure

ratio and the efficiency of the compressor stage.

Errors, and thus uncertainties, may arise from different sources, such as calibration,

data acquisition, and test techniques [46, 47]. Within each source, there may be several el-

emental sources of systematic and random uncertainties. If for the i-th variableX there are

M elemental systematic and random errors identified as significant and whose uncertain-

ties are respectively bXi,1
, bXi,2

, . . . , bXi,M
and sXi,1

, sXi,2
, . . . , sXi,M

, then the total uncertainties

of the measured parameter Xi are calculated as the root-sum-square combination of the

elemental uncertainties

bXi
=
√

b2Xi,1
+ b2Xi,2

+ . . . + b2Xi,q
=

¿ÁÁÁÀ M

∑
q=1

b2Xi,q
, (3.2)

sXi
=
√

s2Xi,1
+ s2Xi,2

+ . . . + s2Xi,q
=

¿ÁÁÁÀ M

∑
q=1

s2Xi,q
. (3.3)

Once the total systematic (Eq. 3.2) and the random (Eq. 3.3) uncertainties have been cal-

culated for each measured variable Xi, the total combined uncertainty uXi
of Xi is given

as

uXi
=
√
b2Xi
+ s2Xi

, (3.4)

from which the total combined expanded uncertainty yields

UXi
= tuXi

, (3.5)

where t is called “student’s factor”. In this work, t = 2 for a 95% level of confidence has

been assumed, since the large-sample assumption is appropriate for most engineering and

scientific applications [11, 47].

Consequently, the total combined uncertainties of the elemental values have to be prop-

agated to the so-called final results. The set of described assumptions and concepts is

called “uncertainty propagation theory”, and lies on the fact that if the relationship be-

tween the measured variables and the final results is known, then the uncertainties of the

former can be propagated to compute the uncertainties of the latter [11].

One of the main approaches followed in order to incorporate the uncertainties of the

measured values in the final results is the Taylor series method (TSM) [11, 128], which

has been used here because the data available from the instruments specifications can be

directly applied in the uncertainties calculation, the systematic and random uncertainties

of each component can be calculated separately, the computational time for the systematic

uncertainty calculation is low, and the computed sensitivity factors may be used for the
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uncertainty analysis.

The use of the TSM for propagating the uncertainties of the measured variables into

the final results has been extensively decribed in the literature [24, 45–47, 155], therefore

in this dissertation only the equations used for the uncertainties propagation are briefly

recalled. The total systematic br and random sr uncertainties of the final result r are

b2r =
J

∑
i=1

θ2
i b

2
Xi
, (3.6)

s2r =
J

∑
i=1

θ2
i s

2
Xi
, (3.7)

where θi = ∂r/∂Xi is the sensitivity factor. From Eqs. 3.6 and 3.7, the total combined

expanded uncertainty of the final result is defined as

U2
r = 2u

2
r = 2 (b2r + s2r ) . (3.8)

The uncertainty propagation represents a very useful tool in all the phases of an ex-

perimental campaign, from the initial planning to the detailed design, debugging, testing

of operational procedures, and data analysis [190]. It is also a crucial component of the

performance assessment of flow measuring techniques.

Two of the parameters that help to know which variables are the most important or

have more influence on the final result when an experimental investigation is planned, are

the uncertainty magnification factor (UMF) and the uncertainty percentage contribution

(UPC) [47].

The UMF is defined as the factor that, for a given measured variable Xi, indicates the

influence of the uncertainty of that variable on the uncertainty of the final result. Accord-

ing to the TSM, the total combined uncertainty can be rewritten as

u2r =
J

∑
i=1

( ∂r
∂Xi

)2 u2Xi
, (3.9)

where the partial derivative ∂r/∂Xi relates a variation in the result r to a variation in the

measured variable Xi, and uXi
is defined by Eq. 3.4. Each term of Eq. 3.9 is now divided

by r2, while the terms on the right-hand side are multiplied by (Xi/Xi)2, yielding

u2r
r2
=

1

r2

J

∑
i=1

(Xi

Xi

)2 ( ∂r
∂Xi

)2 u2Xi
=

J

∑
i=1

(Xi

r

∂r

∂Xi

)2 (uXi

Xi

)2 . (3.10)

It is therefore possible to define UMF from Eq. 3.10 as

UMFi ≡
Xi

r

∂r

∂Xi

. (3.11)

From Eq. 3.11, it can be seen that if UMF is greater than 1, the influence of the variable

uncertainty is magnified as it propagates into the final result, while it diminishes if UMF is
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lower than 1 [47]. Since the UMFs are squared in Eq. 3.10, their signs are of no importance,

thus only the absolute values are considered.

The definition of UPC follows from Eq. 3.9. Dividing Eq. 3.9 u2r gives

1 =
∑J

i=1 ( ∂r∂Xi

)2 u2Xi

u2r
, (3.12)

which allows to define UPC as

UPCi ≡
(Xi

r

∂r

∂Xi

)2 (uXi

Xi

)2

(ur

r
)2 × 100. (3.13)

The UPC of a variable determines the percentage contribution of the uncertainty of that

variable to the squared uncertainty of the final result. Since it contains the effects of both

the UMF and the magnitude of the uncertainty of that variable uXi
, it is useful in the

planning phases once the variables uncertainties are estimated [47].

3.4 Results and discussions

Figure 3.6 shows the performancemaps of the MTT micro turbine centrifugal compres-

sor, obtained with the µTURCO-rig. The stage total-to-total pressure ratio and isentropic

efficiency are plotted versus the corrected mass flow rate and rotational speed. Data have

been acquired at 120, 160, 190, and 220 krpm. However, at 220 krpm, the data have not

been acquired in thermally stable conditions, due to operational issues involving the screw

compressors which power the turbine. In particular, the buffer tank is quickly exhausted,

causing then pressure fluctuations which negatively affect the flow. This in turn leads

to temperature fluctuations which do not allow reaching thermal stability. Nevertheless,

a second buffer tank has been recently installed, in order to pressurize the 5-m3-volume

buffer tank. New experiments at 220 krpm will therefore be performed soon, in order to

obtain experimental data that are not affected by flow temperature fluctuations.

The experiments have been conducted from high to low mass flow rates, for each rota-

tional speed. The surge condition was identified when the characteristic sound produced

by the vibrating impeller blades was heard. Multiple tests are instead required close to the

choking condition in order to properly identify it. The maximum stage total-to-total isen-

tropic efficiency is of the same order of magnitude at each rotational speed (∼0.7), while

the maximum pressure ratio was measured at 220 krpm, and it is equal to 2.3.

The average uncertainties for the calculated performance quantities (see Sec. 3.3) are

summarized in Table 3.4 for all rotational speeds. The uncertainties decrease as the ro-

tational speed increases, although the decrement is generally small. The efficiency un-

certainty exhibits the highest values, but the largest decrease from low to high rotational
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(b) Total-to-total isentropic efficiency.

Figure 3.6: Performance maps of the centrifugal compressor adopted for the recuperated micro gas

turbine developed by Micro Turbine Technology B.V.

Table 3.4: Average uncertainties affecting the engineering quantities of the final results (i.e., cor-

rected mass flow rate ṁcorr, corrected rotational speed Ncorr, total-to-total pressure ratio πtt, total-

to-total isentropic efficiency ηtt,is).

Quantity 120 krpm 160 krpm 190 krpm 220 krpm

ṁcorr 3.05% 2.48% 2.34% 2.25%

Ncorr 0.78% 0.63% 0.57% 0.52%

πtt 3.69% 3.54% 3.41% 3.30%

ηtt,is 18.56% 12.07% 9.00% 7.11%

speeds.

The results of the uncertainty propagation from the test data to the final results are

also shown in Fig. 3.6 in the form of error bars. The uncertainty of the rotational speed

measurements increases with increasing rotational speed, since the accuracy of the rota-

tional speed sensor is function of the full scale (i.e., 320 krpm, see Table 3.1), while the

accuracy of the analog input module for the rotational speed measurements depends on

both the reading and the full scale (see Table 3.2). The uncertainty of the corrected mass

flow rate decreases from the choking to surge condition (i.e, decreasing mass flow rate),

at all rotational speeds, because the accuracies of both the mass flow meter and the analog

input module for the mass flow rate measurements depend on both the reading and the full

scale (see Table 3.2).

On the contrary, the uncertainties of the calculated pressure ratios increase with de-
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creasing mass flow rates, at all rotational speeds, because the measured static pressures

are higher closer to the surge condition. At the same time, the uncertainties at high rota-

tional speeds are higher than those computed at lower rotational speeds, as a consequence

of larger measured static pressures. Furthermore, a speed increase results in a larger dif-

ference between the values calculated at low mass flow rates and those obtained at high

mass flow rate rates. This deviation is equal to 12.3% at 120 krpm and to 35.4% at 220

krpm. Therefore, it can be observed that, for a given speed-line, the uncertainty difference

between values at low and high mass flow rates is large if the rotational speed is high as

well. The trends of the calculated pressure ratios uncertainties might be due to the fact

that the pressure transmitters uncertainty is function of the full scale only (see Table 3.1),

but the accuracy of the analog input module for the static pressure measurements depends

on both the reading and the full scale (see Table 3.2).

The uncertainties of the calculated efficiencies decrease with decreasing mass flow

rate at a given speed-line, for all the rotational speeds, while they decrease with increasing

rotational speed at a given mass flow rate. This is due to the fact that the total temperature

uncertainty exhibits a large influence as it is propagated, although its contribution is lower

than that of the static pressure uncertainty. The difference between the uncertainties at low

and high mass flow rates is of the same order of magnitude for all rotational speeds.

Tables 3.5 and 3.6 show the UMFs and UPCs for the stage total-to-total pressure ratio

and isentropic efficiency, respectively. Only three operating points, corresponding to three

values of mass flow rate, are reported at 120, 160, and 190 krpm, since these conditions

are sufficient to obtain the trends affecting these two parameters.

According to the UMFs values for the stage total-to-total pressure ratio (Table 3.5), the

influence of the uncertainties due to the static pressure at the compressor inlet (UMFp2
)

and outlet (UMFp5
) does not increase while propagating the uncertainty, since these two

variables have values close to 1. The UMFs corresponding to the other variables are of

the order of magnitude of 1×10−4, therefore the influence of their uncertainties decreases

when the latter are propagated. The UPCs for the pressure ratio show that its uncertainty

largely depends on the static pressures uncertainties. Furthermore, the UMF-values are not

influenced neither by the rotational speed nor by the mass flow rate, wherelse the UPC-

values vary with the rotational speed and mass flow rate. In particular, UPCp2
increases

with increasing rotational speed and mass flow rate, while UPCp5
shows an opposite be-

haviour. The latter behaviour is noticeable for UPCT05
as well, while UPCT02

is directly

proportional to the rotational speed, but inversely proportional to ṁ. As a consequence, at

high rotational speeds and mass flow rates, the uncertainty due to the pressure transmitters

located at the compressor inlet has a pivotal contribution to the pressure ratio uncertainty.

Table 3.6 shows the UMFs and UPCs for the stage total-to-total isentropic efficiency.

The influence of the pressure and temperature uncertainties, both at the inlet and outlet,

increase when they are propagated. This explains why the error bars in Fig. 3.6b are larger

than those in Fig. 3.6a. The influence is however lower at high rotational speeds and flow

mass rates, at which the UMF-values decrease for both the static pressure and total tem-

perature. The efficiency uncertainties are therefore less influenced by the propagation of

the pressures uncertainties with increasing mass flow rate and rotational speed. As a con-

sequence, the vertical error bars visible in Fig. 3.6b are larger at low speeds. In addition,
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Table 3.5: Uncertainty magnification factors (UMFs) and uncertainty percentage contributions (UPCs) for the stage total-to-total pressure ratio.

Quantity 120 krpm 160 krpm 190 krpm

ṁ [g/s] 40 50 60 40 50 60 40 50 60

UMFp2
1.004 1.003 1.002 1.004 1.003 1.002 1.004 1.003 1.001

UPCp2
[%] 57.631 61.780 63.746 71.209 72.859 73.966 78.699 79.630 79.712

UMFp5
1.004 1.002 1.001 1.002 1.001 1.001 1.002 1.001 1.000

UPCp5
[%] 42.369 38.220 36.254 28.790 27.141 26.034 21.301 20.370 20.288

UMFT02
1 × 10−4 2.230 1.370 0.821 2.110 1.390 0.839 2.110 1.460 0.695

UPCT02
[%] 1 × 10−6 1.450 0.590 0.219 1.620 0.713 0.264 1.780 0.857 0.196

UMFT05
1 × 10−4 1.810 0.944 0.524 1.040 0.634 0.365 0.754 0.496 0.240

UPCT05
[%] 1 × 10−6 0.787 0.227 0.710 0.269 0.100 0.329 0.136 0.059 0.014

UMFṁ 1 × 10−4 0.849 0.856 0.593 2.150 1.510 0.948 2.720 1.930 0.909

UPCṁ [%] 1 × 10−5 0.179 0.254 0.171 1.470 0.923 0.497 2.590 1.600 0.558



7
4

3
.4

R
E

S
U

L
T

S
A

N
D

D
IS

C
U

S
S
IO

N
S

Table 3.6: Uncertainty magnification factors (UMFs) and uncertainty percentage contributions (UPCs) for the stage total-to-total isentropic effi-

ciency.

Quantity 120 krpm 160 krpm 190 krpm

ṁ [g/s] 40 50 60 40 50 60 40 50 60

UMFp2
6.688 4.326 3.696 2.368 2.179 2.065 1.687 1.620 1.611

UPCp2
[%] 50.039 46.883 46.568 51.420 51.757 52.473 55.587 56.086 58.574

UMFp5
6.682 4.322 3.694 2.363 2.176 2.063 1.682 1.617 1.610

UPCp5
[%] 36.787 29.003 26.484 20.790 19.280 18.469 15.045 14.347 14.908

UMFT02
11.244 10.207 9.281 5.914 5.575 5.293 4.285 4.129 3.815

UPCT02
[%] 7.201 13.299 15.006 16.448 17.313 17.532 18.338 18.521 16.736

UMFT05
11.241 10.205 9.280 5.912 5.574 5.292 4.283 4.127 3.815

UPCT05
[%] 5.972 10.815 11.942 11.342 11.650 11.527 11.030 11.046 9.782

UMFṁ 1 × 10−4 5.650 3.690 2.190 5.080 3.280 1.950 4.570 3.110 1.460

UPCṁ [%] 1 × 10−5 0.156 0.193 0.125 1.060 0.656 0.353 1.830 1.130 0.410
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ṁcorr [g/s]

π
tt

120 krpm±0.942 krpm

160 krpm±1.019 krpm

190 krpm±1.080 krpm

220 krpm±1.145 krpm

0

0

0

000000000000

1

1

1

1111

22

2

2

2

2

3

3

3

4

4 5

6

6

7

7

7

8

8 9

.

.

.

.

.

.

(a) Total-to-total pressure ratio.
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(b) Total-to-total isentropic efficiency.

Figure 3.7: Performance maps of the centrifugal compressor adopted for the recuperated micro gas

turbine developed by Micro Turbine Technology B.V., with reduced uncertainties due to improved

static pressure measurements.

the temperature uncertainty influence on the efficiency uncertainty increases at increasing

rotational speed, for both UPCT02
and UPCT05

. The same trend is noticeable for UPCp2
,

while the UPCp5
-values diminish as the speed augments. The comparison between the

UPCs for the pressure and those for the temperature shows also that the latter are smaller

than the former, such that the thermocouple uncertainties produce smaller uncertainties in

the efficiency than the pressure transmitters uncertainties. As for the pressure ratio, the

contribution of the mass flow rate uncertainty is negligible.

The results of the uncertainty propagation analysis allow to find out that the pressure

transmitters play the most important role in defining the final results uncertainties. There-

fore, in order to reduce them, the accuracy of the static pressure measurements should

be improved. This could be achieved (see Table 3.1) by reducing the measuring range of

the pressure transmitters, such that the full scale would be lower, and by improving the

accuracy of the transmitters themselves. A reduced pressure transmitters full scale would

also improve the accuracy of the analog input module utilized for the static pressure mea-

surements (see Table 3.2). Furthermore, although their contribution on the pressure ratio

and efficiency uncertainties is lower than that of the pressure transmitters, improving the

accuracy of the thermocouples would also lead to reduced uncertainties of the final results.

Figure 3.7 shows the performance maps of the centrifugal compressor in case the pres-

sure transmitters full scale would be reduced to 1.2 bar and 4 bar at the compressor inlet

and outlet, respectively. The uncertainties of the pressure ratio and efficiency would de-

crease noticeably at all rotational speeds and mass flow rates. The uncertainties of the

mass flow rate would be lower as well.

Table 3.7 summarizes the average uncertainties of the calculated performance quanti-

ties at all rotational speeds, due to improved static pressure measurements. The average

uncertainties of the corrected mass flow rate are 11.8%, 19.0%, 21.8%, and 23.1% lower
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Table 3.7: Average uncertainties of the corrected mass flow rate (ṁcorr), corrected rotational speed

(Ncorr), stage total-to-total pressure ratio (πtt), and stage total-to-total isentropic efficiency (ηtt,is),
due to improved static pressure measurements.

Quantity 120 krpm 160 krpm 190 krpm 220 krpm

ṁcorr 2.69% 2.01% 1.83% 1.73%

Ncorr 0.78% 0.63% 0.57% 0.52%

πtt 1.68% 1.49% 1.33% 1.20%

ηtt,is 10.77% 6.57% 4.73% 3.65%

than the values shown in Table 3.4, at 120, 160, 190, and 220 krpm, respectively. The av-

erage uncertainties of the compressor stage total-to-total pressure ratio decrease by 54.5%,

57.9%, 61.0%, and 63.6%, while those of the total-to-total isentropic efficiency decrement

by 42.0%, 45.6%, 47.4%, and 48.7%. The uncertainties of the corrected rotational speed

did not change, because they are not affected by static pressure measurements.

3.5 Conclusions

An experimental set-up called µTURCO-rig, which is capable of providing the per-

formance maps of very small, high-speed centrifugal compressors, has been designed,

commissioned, and built. The main features of the µTURCO-rig and the most important

experimental results can be summarized as follows:

• The compressor impeller is driven by a turbine powered by pressurized air coming

from a buffer tank, pressurized in turn by two screw compressors. The shaft speed is

varied by a turbine control valve, while further equipment (e.g., compressor throttle,

inlet and outlet pipes, oil lubrication system) necessary to operate the test-rig was

also integrated into the set-up, as well as the instrumentation and data acquisition

system.

• The test-rig is robust, reliable, and versatile, as it can accomodate impellers with

diameters up to 20 mm, and rotational speeds up to 220 krpm.

• An initial experimental campaign allowed to obtain the preliminary performance

maps of the compressor stage currently adopted for the MTT micro gas turbine, at

a rotational speed as high as 220 krpm.

• The aerodynamic performance of the micro turbine compressor has been quantified

by means of a series of experiments carried out at four different corrected rotational

speeds (i.e., 120, 160, 190, and 220 krpm), from high to low mass flow rates. The
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surge condition was identified when the typical sound emitted by the vibrating com-

pressor blades was heard.

• The highest estimated stage total-to-total isentropic efficiency is approximately 0.7

at all rotational speeds, while the maximum measured stage total-to-total pressure

ratio is equal to 2.3 at 220 krpm.

• The results of these experiments have been summarized in the form of performance

maps, and have also been used for the validation of the numerical models described

in Chaps. 2 and 4.

• The uncertainty propagation analysis has been carried out, according to the method-

ology briefly described here, and the results have been displayed in the form of error

bars in the performance maps, and in tables.

• The results of the uncertainty propagation analysis show that the static pressure un-

certainty highly influences both the pressure ratio and efficiency uncertainties. In

particular, the uncertainty of the compressor inlet static pressure is preponderant

with respect to that of the outlet static pressure.

• Substituting the actual pressure transmitters with ones having better accuracy and

lower full scale would therefore reduce the uncertainties of the final results. For

example, the uncertainties of the corrected mass flow rate, stage total-to-total pres-

sure ratio, and stage total-to-total isentropic efficiency could be on average 18.9%,

59.3%, and 45.9% lower than those calculated with the current pressure transmitters.

• Also the total temperature uncertainty contributes to the efficiency uncertainty, but

to a lower degree than the static pressure uncertainty. The mass flow rate uncertainty

does not have any impact at all on the pressure ratio and efficiency uncertainties.

• The µTURCO-rig will also be used in the future to experimentally verify newly

designed configurations which aim to improve the micro turbine compressor perfor-

mance, or other very small centrifugal compressors.





This chapter presents the numerical study performed with a commercial compu-

tational fluid dynamics code which solves the three-dimensional Reynolds averaged

Navier-Stokes equations. Steady-state simulations have been carried to approximate

the real, time-dependent flow physics with satisfactory results and shorter computa-

tional time with respect to an unsteady approach. The analysis allowed to acquire

further knowledge about the compressor flow structure, performance, and loss mech-

anisms, and to understand the tip clearance influence on the compressor flow field

and performance.

Excerpts of this chapter appeared in:

Olivero M., Javed A., Pecnik R., Colonna P., and van Buijtenen J. P., 2011, “Study on the Tip Clearance

Effects in the Centrifugal Compressor of a Micro Gas Turbine by Means of Numerical Simulations,” Proc.

International Gas Turbine Congress 2011, IGTC2011-0233.

Olivero M., Javed A., and van Buijtenen J. P., 2010, “Aerodynamic Analysis of a Micro Turbine Centrifugal

Compressor,” Proc. ASME Turbo Expo 2010, GT2010-23112.

“The world’s an exciting place when you know CFD.”

John N. Shadid.
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4.1 Introduction

Computational fluid dynamics (CFD) has been extensively used in recent years for the

analysis of the flow through rotating turbomachinery, and nowadays has become an essen-

tial tool for the design of all types of turbomachinery.

Although it is not an exact science, since the results of its application can be uncor-

rect due to numerical and modelling errors, unknown boundary conditions and geometric

details, and wrong assumptions about the flow steadiness [62], CFD has been fully inte-

grated in the early phases of the design process because of the high costs associated with

experiments.

This is particularly true for centrifugal compressors, which experience viscous, tur-

bulent, unsteady, and three-dimensional (3D) flows, whose measurements could be ex-

tremely expensive or even impossible to realise. As a consequence, CFD is required for a

better understanding of these flow phenomena, and provides fundamental advancements

in analysing the flow field inside a centrifugal compressor.

This chapter describes the numerical investigation of the centrifugal compressor adop-

ted by the micro turbine under development at Micro Turbine Technology B.V. (MTT) by

means of a commercial CFD code which solves the 3D Reynolds averaged Navier-Stokes

(RANS) equations. The analysis has been performed by using a steady-state model, which

approximates the real, time-dependent flow physics with satisfactory results and shorter

computational time with respect to an unsteady approach.

The simulations have allowed understanding the most significant flow phenomena of

the compressor flow field (e.g., supersonic relative Mach number at the tip of the impeller

blades, and impeller secondary flow structures), and the influence of the impeller tip clear-

ance on the compressor performance and flow field.

4.2 Computational method

4.2.1 Geometry and grid generation

The 3D impeller geometry has been created with a geometry creation tool specialized

for turbomachinery blades [8], which allowed defining the curves for the hub, shroud, and

blade profiles (Fig. 4.1).

At first, the impeller has been modeled without considering the tip clearance, in order

to simplify the creation of the geometry and the following grid generation. As a conse-

quence, to avoid complications and uncertainties in the CFD computations due to the tip

clearance, in the simulated geometry the blade has been extended up to the shroud. Fur-

thermore, a 13.45-mm-long stationary inlet duct has been placed in the numerical domain,

upstream of the impeller, in order to reduce the effect of the inlet boundary condition on

the potential field of the blade. The volute has not been included in the computational

domain because its geometric details were not available.

Figure 4.2a shows the structured grid of an impeller passage containing a full and a

splitter blade, which has been generated with a meshing tool tailored for the CFD analysis
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(a) Front view. (b) Side view.

Figure 4.1: The impeller geometry created for the computational fluid dynamics analysis.

(a) The impeller hub and blades. (b) The whole domain.

Figure 4.2: The domain grid for the computational fluid dynamics analysis.
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Table 4.1: Grid cell number of the components of the computational domain.

Inlet duct Impeller Diffuser Total

512 161,568 122,400 284,480

512 321,984 320,000 642,496

512 638,080 633,600 1,272,192

of turbomachinery blade rows [10]. The adopted topology is based on a H-Grid method,

whereby an O-Grid is added around the blades to increase the grid orthogonality in that

region. The grids of the inlet duct and the vaneless diffuser (Fig. 4.2b) have been generated

using a multi-purpose grid generator for unstructured grids [90]. To resolve the boundary

layer on the impeller and vaneless diffuser walls, the dimensionless wall distance y+ of the

first grid node off the wall has been set equal to 1.

Overall, for the case without tip clearance, the computational domain grid has 642,496

hexahedral elements. The choice of the cell number is the consequence of a grid sensi-

tivity analysis performed at the micro turbine design point (i.e., ṁ = 50 g/s and N = 240

krpm), and summarized in Table 4.2, which compares for three grid sizes (see Table 4.1)

total and static pressures, total and static temperatures, and absolute and relative velocities

calculated at the impeller inlet, at the impeller blades leading and trailing edges, and at the

diffuser inlet and outlet. For the impeller, the largest deviation is equal to 3.3%, is calcu-

lated for the absolute velocity between the baseline and the fine grids, and occurs at the

blades leading edge. The average difference between the baseline grid and the coarse and

fine ones is equal to 0.35% at the impeller inlet and blades leading edge, then it increases

to 0.63% at the impeller blades trailing edge. For the diffuser, the largest deviation is cal-

culated for the static pressure between the baseline and the finer grids, is equal to 2.3%,

and occurs at the inlet. The average difference between the baseline grid and the coarse

and fine ones is equal to 0.76% at the inlet and decreases to 0.63% at the outlet. For both

the impeller and diffuser, in general the differences between the coarse and the baseline

grids are negligible, wherelse they are slightly larger between the baseline and fine grids.

The numerical computations have been simplified by neglecting the clearance gap.

However, tip clearances have a significant impact on compressors performance and such

influence is even more remarkable for small turbomachinery. Thus, including the clearance

gap between the blades tip and the shroud was the following step to improve the accuracy

of the CFD simulations, and analyze the dependence of the compressor performance on

the clearances. In particular, a 0.375-mm-tip-clearancehas been measured with a calliper,

with the compressor standing still in ambient air, as the difference between the shroud and

the blade tip diameters at the inducer. Due to thermal expansion, impeller tip deflection,

shaft bending, and inertia effects, the tip clearance in running conditions is lower than that

measured and therefore not exactly known. As a consequence, it has been assumed to be

constant from the leading to the trailing edge of the impeller blades, and three other dif-



NUMERICAL AERODYNAMIC ANALYSIS 83

Table 4.2: Impeller and diffuser flow parameters comparison for the grid sensitivity analysis. Total

(p0) and static (p) pressures, total (T0) and static (T) temperatures, and absolute (C) and relative

(W) velocities are compared at the impeller inlet, at the impeller blades leading and trailing edges,

and at the diffuser inlet and outlet for three grid sizes. The values have been normalized by those

relative to the 642,496-cell grid.

# cells p p0 T T0 C W

Impeller inlet

284,480 1.000 1.000 1.000 1.000 1.000 1.000

642,496 1.000 1.000 1.000 1.000 1.000 1.000

1,272,192 0.997 1.001 0.999 1.000 1.033 1.005

Impeller blades leading edge

284,480 0.999 1.000 1.000 1.000 0.994 1.002

642,496 1.000 1.000 1.000 1.000 1.000 1.000

1,272,192 0.998 1.000 0.999 1.000 1.022 1.008

Impeller blades trailing edge

284,480 0.998 1.000 0.999 1.002 1.003 1.012

642,496 1.000 1.000 1.000 1.000 1.000 1.000

1,272,192 1.019 1.010 1.000 0.998 1.005 0.981

Diffuser inlet

284,480 0.991 0.996 0.999 1.000 1.012 /

642,496 1.000 1.000 1.000 1.000 1.000 /

1,272,192 1.023 1.012 1.001 0.998 1.012 /

Diffuser outlet

284,480 0.991 0.991 0.999 0.999 0.994 /

642,496 1.000 1.000 1.000 1.000 1.000 /

1,272,192 1.016 1.013 0.999 0.998 0.995 /
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Table 4.3: Simulated tip clearance values. The relative tip clearance is calculated as the ratio of

the tip clearance to the blade height at the impeller outlet (RC = c/b2).

c [mm] 0.052 0.130 0.182 0.375

RC [%] 2.0 5.0 7.0 14.4

ferent values of tip clearance have been studied (see Table 4.3). In the table, the relative

tip clearance is calculated as the ratio of the tip clearance to the blade height at the im-

peller outlet (RC = c/b2). In the numerical domain, the tip clearance has been changed

by reducing the blade height from the case with no tip clearance, in order not to affect the

operating condition, thus the velocity triangles, and keep the flow passage area constant.

For the four cases, the impeller grid cell number has increased to 426,674 hexahedral el-

ements, because 10 cells have been added in the spanwise direction in the tip clearance

area. In the literature, a lower cell number for even larger clearance gaps has also been

used [110, 143], while Weiss et al. [273] stated that a three-cell layer in the clearance gap

is sufficient for accurate prediction of clearance flows. Moreover, the turbulence model in

the adopted CFD code automatically switches on the wall functions for higher values of

y+.

4.2.2 Numerical aspects and boundary conditions

The computational analysis has been performed by means of the commercial CFD

code which solves the 3D RANS equations using a finite-volume-based method [9]. The

convergence of the steady-state simulations has been set to 1 × 10−5 for the root mean

square residuals of all the equations and has been controlled through a physical timescale

option. In the current analysis, the timescale factor has been calculated as 1/ω, where ω
is the angular velocity expressed in rad/s. The mass, momentum, energy, and turbulence

equations have been solved with a high-resolution advection scheme. Furthermore, mass-

flow-averaged total properties and area-averaged static properties [52] have been used for

monitoring purposes during the simulations and for the post-processing of the results.

The definition of the boundaries of the computational domain is shown in Fig. 4.3. At

the inlet, total pressure (i.e., 101,325 Pa) and temperature (i.e., 293.15 K) have been spec-

ified, while the direction has been set normal to the inlet plane. The turbulence intensity at

the inlet has been kept at 5%, which is the recommended value when no information about

the inlet turbulence is available. At the outlet, a mass flow rate has been imposed at the

design point, but a static pressure has been specified at off-design operating conditions.

The working fluid for the simulations is air and its thermodynamic properties are ob-

tained with the ideal gas equation of state, with a molar mass of 28.96 kg/kmol. A zero-

pressure polynomial equation with four coefficients has been applied to describe the spe-

cific heat capacity, since a thermally perfect gas would better approximate the behaviour

of the specific heat capacity at constant pressure (cp) in comparison to a calorically perfect
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Figure 4.3: The domain boundaries for the computational fluid dynamics analysis.

gas. This is due to the fact that the latter exhibits constant cp and cv (i.e., the specific heat

capacity at constant volume), while the former is characterized by thermodynamic and

chemical equilibrium; specific gas constant R as function of cp and cv only; internal en-

ergy, enthalpy, and specific heat capacities as functions of temperature only. Sutherland’s

law has been used for the dynamic viscosity and the thermal conductivity.

The total energy model has been switched on to include the heat transfer and the shear

stress transport k − ω (SST k − ω) turbulence model [181, 182] has been adopted. This

model was developed to overcome the deficiencies of the standard k−ω model developed

by Wilcox [278–280] and the baseline k−ω model introduced by Menter [181, 182]. The

latter combines the advantages of the k −ω and the k − ǫmodels, but still fails to properly

predict the onset and amount of flow separation from smooth surfaces, because it does

not account for the transport of turbulent shear stress, leading to an overprediction of the

eddy viscosity. On the contrary, the SST k − ω model accounts for the transport of the

turbulent shear stress and gives highly accurate predictions of the onset and the amount

of flow separation under adverse pressure gradients by including the transport effects into

the formulation of the eddy viscosity. This in turns gives an improvement in terms of flow

separation predictions, as demonstrated in many test cases [19, 20].

The lateral faces of the domain have been specified as rotational periodic boundaries

and the walls have been modeled as adiabatic and smooth. The impeller shroud has been

specified as counter-rotating, such that the relative motion between the rotating impeller

and the stationary shroud is captured. The no-slip condition has been imposed on all walls,

apart from the inlet duct shroud and hub, where the free-slip condition has been used, in

order not to account for losses in this portion of the domain.

For the steady-state simulations, the frozen rotor approach has been used at the inter-

face between the stationary and rotating components. In this model, the frame of reference

is changed, but the relative orientation of the components across the interface is fixed, such

that the two frames of reference are connected to each other with a fixed relative position
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throughout the calculation. When the frame changes, the appropriate equation transforma-

tions are made and the fluxes are scaled by the pitch change. This kind of analysis requires

the least amount of computational effort, but the transient effects at the interface are not

modeled, thus the losses occurring as the flow is mixed between stationary and rotating

components are not accounted for.

4.3 Results and discussion

The first part of the section deals with the 0%-relative-tip-clearance configuration. The

comparison between the experimental and numerical results is firstly described, then the

analysis of the compressor flow field follows. The second part of the section deals with

the investigation of the tip clearance influence on the compressor performance. The CFD

results are firstly compared to the experimental data, then the tip clearance influence on

the performance and flow field is described.

4.3.1 The case without tip clearance

Comparison between experimental and numerical results

Figure 4.4 shows the comparison between the numerical results and the experimental

data (see Chap. 3) at 120, 160, 190, and 220 krpm, and varying mass flow rate, respec-

tively. The experimental value for the design point has been provided by MTT. Since the

volute has not been included in the numerical domain, the one-dimensional (1D) model

introduced in Chap. 2 has been used to take into account the realistic effects of diffusion

and losses in this component. In the figure, the stage total-to-total pressure ratio and isen-

tropic efficiency are plotted as a function of the corrected mass flow rate at four corrected

rotational speeds.

Before describing in detail the comparison performed here, it is important to high-

light the main assumptions taken to create the CFD domain, since they are likely to be the

cause of the differences between experimental and numerical results. Eventual discrepan-

cies might then be explained by the absence of

• The long pipe located at the compressor inlet in the µTURCO-rig.

• The heat transfer through the compressor walls, since the computations have been

performed adiabatically.

• The tip clearance, which would affect somehow the maximum mass flow rate and

reduce the pressure ratio and efficiency.

• The surface roughness, because smooth walls have been used in the CFD domain.

• The leakage between the impeller back disk and the diffuser.

The CFD simulations capture the pressure ratio trend, but they overpredict it, at all

rotational speeds (Fig. 4.4a). The deviation between numerical and experimental results
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(b) Total-to-total isentropic efficiency.

Figure 4.4: Comparison of stage total-to-total pressure ratio and isentropic efficiency between nu-

merical (hollow symbols) and experimental (closed symbols) results at 120, 160, 190, and 220 krpm,

and varying mass flow rate, respectively, and at the micro turbine design point (i.e., ṁ = 50 g/s and

N = 240 krpm), for the case without tip clearance.

increases with increasing speed at low mass flow rates, at which a better agreement is how-

ever noticed up to the speed-line corresponding to 220 krpm. Particularly, at the lowest

mass flow rate, the discrepancy between computations and measurements increases from

1.8% at 120 krpm to 6.4% at 220 krpm. On the other hand, the numerical computations

anticipate the choking condition, in that the lowest pressure ratio is reached by the CFD

model at a lower mass flow rate, at all rotational speeds. By comparing the lowest pressure

ratio obtained through the numerical model with the closest experimental datum, it can be

seen that the deviation in terms of mass flow rate decreases with increasing speed. The

difference increases from −12.9% at 120 krpm to −4.5% at 220 krpm. At the design point,

the CFD model overpredict the experimental value by 6.0%.

The numerical computations are also able to capture the efficiency trend at all rota-

tional speeds (Fig. 4.4b), although they overpredict the efficiency with respect to the ex-

perimental values. This is not true at the design point, since the CFD value is 1.7% lower

than the experimental one. Further on, contrarily to what was seen for the pressure ratio,

at low mass flow rates the deviation between CFD and experimental values decreases from

17.7% at 120 krpm to 11.2% at 220 krpm. By increasing the mass flow rate, once again

the numerical model anticipate the choking condition, such that in general the largest de-

viations are seen at off-design conditions at all speeds. Further on, the CFD simulations

show that the compressor best-efficiency-point is of the same magnitude for all speeds and

occurs very close to the mass flow rate at which it is calculated with the experimental data

at 120 and 160 krpm, while it occurs at a lower mass flow rate at 190 and 220 krpm. The

difference between numerical and experimental values is −8.0% for the former and 19.0%
for the latter.

The numerical simulations are thus capable of capturing the characteristic curves of
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the overall compressor performance, though some difficulties are faced in identifying the

choking condition, because with increasing speed the CFD computations anticipate it with

respect to the experiments. However, for this analysis, the limitations of the frozen rotor

approach and of the turbulence model, especially at off-design conditions, must be taken

into account. Particularly, the use of a steady-state model can give misleading results for

operating conditions far from the design point, where the flow can strongly recirculates

at the impeller-diffuser interface, and eventually the turbulence model might not satisfy

completely the calculations. The 1D code used to calculate the flow properties at the vo-

lute outlet could also lead to errors, since it is an approximation employed to account for

the losses in this component.

Since the MTT micro turbine will operate at the design point or in its proximity for

most of the time, it can be concluded that the CFD results are sufficiently reliable.

Flow field analysis

Figure 4.5 shows the relative Mach number, meridional velocity, and normalized en-

tropy contours on different sections normal to the meridional direction, at the micro tur-

bine design point. The shown sections are located at eight streamwise positions, from 20

to 90% of the impeller meridional length, separated by a 10%-step.

The relative Mach number is illustrated in Fig. 4.5a. A region of supersonic relative

Mach number can be seen at the full blade leading edge, on the suction side. It extends

normal to the blade in the pitchwise (i.e., tangential) direction, but it also grows in the

spanwise (i.e., from the impeller hub to shroud) direction, from the full blade tip to about

1/4 of the full blade height. At the design point, the meridional component of the abso-

lute velocity is high, due to a relative high mass flow rate. As a consequence, the relative

flow angle is lower than the blade angle, leading to a positive angle of incidence, which

forces the flow to accelerate as it enters the blade rows. The region of high velocity is

then followed by an area of low relative Mach number, which grows along the streamwise

(i.e., from the impeller inlet to outlet) direction both in the spanwise and in the pitchwise

directions. In particular, the relative Mach number decelerates more rapidly in the im-

peller passage between the full blade suction side and the splitter blade pressure side. By

moving towards the impeller outlet, the region of low velocity increases in thickness from

the shroud. The maximum extension from shroud to hub occurs at the full blade trailing

edge. On the contrary, at the splitter blade trailing edge the relative Mach number is below

unity, but the region of low relative Mach number generated from the full blade suction

side interacts with the splitter blade as well. When this area encounters the splitter blade

leading edge, a thin region of low velocity is created on the splitter blade suction side.

Its thickness increases in the spanwise direction towards the splitter blade trailing edge,

where it has the maximum extension.

Figure 4.5b shows the meridional velocity, which is the absolute velocity component

that represents the mass flow rate, through the continuity equation. Similarly to what has

been noticed for the relative Mach number, a low-velocity region developing from the

shroud can be observed on the suction sides of both the full and splitter blades, although

it is larger for the former. At the trailing edge it extends from the shroud down to the hub.
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(a) Relative Mach number. (b) Meridional velocity.

(c) Normalized entropyy.

Figure 4.5: Relative Mach number, meridional velocity, and normalized entropy contours on eight

impeller sections normal to the meridional direction, at the micro turbine design point (i.e., ṁ = 50

g/s and N = 240 krpm), for the case without tip clearance. The entropy has been normalized by the

air specific gas constant (R = 287 J/kg⋅K).

The highest meridional velocity occurs near the hub on the suction sides.

As a consequence of the wake development at the shroud/suction side, losses are ex-

pected to be generated in this part of the impeller. Figure 4.5c illustrates the entropy

generation in the impeller bladed passages. The entropy has been normalized by the air

specific gas constant (R = 287 J/kg⋅K). On each of the sections shown in the figure, the

losses productions concentrates in the proximity of the shroud, while at the full blade lead-

ing edge it corresponds to the high-relative Mach number region visible in Fig. 4.5a. The

entropy production is largest at the blades trailing edge, very close to the shroud.

Since the highest loss production has been found close to the shroud, a detailed insight

of this region is given in Fig. 4.6, which shows the relative Mach number and static pres-

sure contours on a section located at 90% of the impeller spanwise direction.
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(a) Relative Mach number. (b) Static pressure.

Figure 4.6: Relative Mach number and static pressure contours on a section located at 90% of the

impeller spanwise direction, at the micro turbine design point (i.e., ṁ = 50 g/s and N = 240 krpm),

for the case without tip clearance.

As visible in Fig. 4.6a, the relative Mach number is supersonic at the full blade lead-

ing edge, where a big region of high velocity develops on the suction side, and extends

upstream normal to the suction side. At the splitter blade leading edge the relative Mach

number is about 0.8. On the suction sides of both blades, the relative Mach number then de-

creases in the streamwise direction. A large wake develops right behind the high-velocity

region visible on the full blade, but on the splitter side the low-velocity region is more

visible only further downstream.

Figure 4.6b shows that an area of low static pressure is visible on the full blade suction

side and at the splitter blade leading edge. The static pressure increases on the splitter

blade pressure side from the leading to the trailing edges, while for the full blade it is

constant up to about half length, then starts increasing towards the trailing edge. A very

small region of high static pressure is also visible at the full blade leading edge. This

can explain the large difference between the static pressure on the full blades suction and

pressure sides, in proximity of the full blades leading edge. On the other hand, the static

pressure difference between the splitter blades sides is lower.

Finally, the calculated static pressure recovery coefficient of the vaneless diffuser (see

Eq. 5.1) is equal to 0.47. It is thus located at the lower end of the ranges documented in

the literature [137, 151], since less than 50% of the high kinetic energy available at the

diffuser inlet is converted into static pressure.

4.3.2 The case with tip clearance

Comparison between experimental and numerical results

Figure 4.7 illustrates the tip clearance influence on the compressor stage performance

at 220 and 240 krpm, and varying mass flow rate, respectively. The comparison at the
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two rotational speeds has not been plotted on the same graph in order to have a better

visualization of the results. The case without tip clearance has been included as well to

calculate the performance drop with increasing tip clearance. The experimental results at

220 krpm and varying mass flow rate, and at the micro turbine design point are also shown

in Fig. 4.7.

The performance drop with increasing tip clearance at both rotational speeds can be

noticed from Fig 4.7, although the values for the 2%-relative-tip-clearance are very close

to those of the case without clearance, especially at low mass flow rates.

The tip clearance influence is stronger on the pressure ratio than on the efficiency, as

a consequence of a lower influence on the temperature, but in both cases the differences

increase with increasing mass flow rate and tip clearance.

In particular, the deviation with respect to the 0%-relative-tip-clearance increases with

increasing mass flow rate, showing thus a stronger influence close to the choking condition

for all the tip clearances. This trend is more visible at 240 krpm. On the contrary, close to

the surge condition the deviations from the case without tip clearance are lower, and are

almost of the same order of magnitude for both speeds.

The following correlation between tip clearance and efficiency drop has been published

as an empirical formula [233]

−
∆η

η
=

2ac

b1 + b2
, (4.1)

where a is a constant, c is the clearance gap, and b1 and b2 are the blade height at the lead-

ing and trailing edges, respectively. Eckert and Schnell [69] chose a = 0.9, while Pflei-

derer [206] recommended a = 1.5 ÷ 3.0. The average line calculated by Pampreen [201]

roughly agrees with the equation given by Eckert and Schnell, provided that b1/b2 = 4 and

η = 0.8. In this case, the stage total-to-total isentropic efficiency decrement at design point

can be estimated with a = 1.67, provided that η = 0.699 and b1/b2 = 3.19. The value for a
is then within the interval suggested by Pfleiderer [206].

The comparison described here confirms thus that the values of tip clearance chosen

for the analysis are plausible, since the deviation between computational and experimental

results is generally in a good range of confidence, although at design point the numerical

results are lower than the experimental data, even for the 0%-relative-tip-clearance. How-

ever, the computational study cannot be utilized to estimate the tip clearance in running

conditions, because the CFD results do not show a constant relationship with the test data,

at the different tip clearance values. Such analysis should then be carried out through an

experimental campaign, whose results might solidify the CFD results shown here.

Flow parameters at the impeller outlet

Figure 4.8 shows the tip clearance influence on the flow parameters at the impeller

outlet, at the micro turbine design point. The velocities have been normalized by the blade

speed at the impeller blades trailing edge (UTE = 465 m/s), while pressures and temper-

atures have been normalized by the total pressure and temperature specified at the CFD

domain inlet (see Sec 4.2.2).

Since the tip clearance has been changed by trimming the blade, in order not to change
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(a) Total-to-total pressure ratio.
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(b) Total-to-total isentropic efficiency.
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(c) Total-to-total pressure ratio.
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(d) Total-to-total isentropic efficiency.

Figure 4.7: Tip clearance influence on the stage total-to-total pressure ratio and isentropic efficiency

at 220 (above) and 240 (below) krpm, and varying mass flow rate, respectively. The relative tip

clearance (RC) is calculated as the ratio of the tip clearance to the blade height at the impeller

outlet. The experimental results at 220 krpm and varying mass flow rate, and at the micro turbine

design point (i.e., ṁ = 50 g/s and N = 240 krpm) are also shown.
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the flow passage area, an increase in clearance gap causes the blade to be shorter. For con-

stant mass flow rate and rotational speed and negligible density change, the meridional

velocity therefore increases with increasing tip clearance, as does the tangential velocity,

although the tip clearance influence is small for both components (Fig. 4.8b). By increas-

ing the tip clearance from 0 mm to 0.375 mm, the meridional and the tangential velocities

increase by 16.1% and 11.2%, respectively.

This translates into the relative velocity increment, and in the absolute velocity de-

crease with increasing tip clearance, though the former shows an increase rate steeper

than the decrement of the latter (Fig. 4.8a). By cutting down the blade to achieve the high-

est tip clearance, the absolute velocity drops by 5.1% while the relative velocity increases

by 12.1%. Furthermore, the steepest increase of the relative velocity occurs by doubling

the tip clearance from 0.182 to 0.375 mm, wherelse at lower clearance gaps the slope is

flatter. The same trend is visible for the absolute velocity.

Consequently, the absolute flow angle is slightly influenced by the tip clearance, since

the tangential and meridional velocities increase with the same slope, while the relative

flow angle decreases noticeably with increasing tip clearance (Fig. 4.8c). The flow direc-

tion at the diffuser seems thus to be influenced only to a small extent by the tip clearence.

Furthermore, both the total and static pressures decrease with increasing tip clearance,

although the total pressure shows a steeper descent slope as a consequence of the decrease

in absolute velocity (Fig. 4.8d). The pressures decrease linearly with increasing clear-

ance gap, while the temperatures show a faster descent from the 5%-relative-tip-clearance

(Fig. 4.8e). The total and static temperatures decrease both as the gap becomes larger, but

their decrement is slower than for the pressures. Particularly, the slope is 0.42% and 0.35%
for the total and static temperature, respectively, and it increases to 4.3% and 2.6% for the

total and static pressures, respectively.

The impeller total-to-total isentropic efficiency is shown in Fig. 4.8f, where the lin-

ear correlation between tip clearance change and efficiency drop can be seen as well. As

a result of the numerical simulations performed for this investigation, the latter relation-

ship is ∆η = −0.53RC, which indicates a steeper decrement than that found in the litera-

ture, such as ∆η = −0.30RC [139, 201], ∆η = −0.35RC + 0.01 for RC > 0.03 [189] and

∆η = −0.25RC for RC < 0.1 [233]. The efficiency decreases with increasing tip clearance,

and the deficit can be calculated by means of Eq. 4.1 if a = 1.37, provided that η = 0.804
and b1/b2 = 3.19. In this case a is 9.5% lower then the left-hand side margin of the range

proposed by Pfleiderer [206].
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(a) Absolute (C2) and relative (W2) velocity.
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(b) Tangential (Cu2) and meridional (Cm2) veloc-

ity.
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(c) Absolute (α2) and relative (β2) flow angle.
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(d) Total (p02) and static (p2) pressure.
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(e) Total (T02) and static (T2) temperature.
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(f) Total-to-total isentropic efficiency (ηtt,is) and

entropy rise (∆s).

Figure 4.8: Tip clearance influence on the impeller outlet flow parameters at the micro turbine

design point (i.e., ṁ = 50 g/s and N = 240 krpm). The relative tip clearance is calculated as the ratio

of the tip clearance to the blade height at the impeller outlet. The velocities have been normalized by

the blade speed at the impeller blades trailing edge (UTE = 465 m/s). Pressures and temperatures

have been normalized by the total pressure and temperature specified at the computational domain

inlet (p01 = 101,325 Pa and T01 = 293.15 K).
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Figure 4.8f illustrates the entropy rise at the impeller outlet, that is defined as [94]

∆s =
γ

γ − 1
ln( T

T01
) − ln( p

p01
), (4.2)

where γ is the ratio of the specific heat capacities, and p01 and T01 are the total pressure

and temperature at the impeller inlet. The static pressure p and the static temperature

T have been calculated at the impeller outlet. The entropy raises more by increasing tip

clearances, but it does so at a slower rate as the clearances become larger, as a consequence

of a steeper decrease in total temperature at higher clearances. In particular, the entropy

increases by 1% for every tip clearance percent if RC ≤ 5%, but the slope diminishes to

0.26% for 5% ≤ RC ≤ 14.4%.

Impeller streamwise distribution of the flow parameters

Figure 4.9 shows the tip clearance influence on the impeller streamwise distribution of

the flow parameters, at the micro turbine design point. The streamwise direction follows

the impeller side, is based on the meridional coordinate, and is normalized so that it ranges

from 0 at the inlet to 1 at the outlet. The full blade leading and trailing edges are located

at 0.18- and 0.94-stream, and are indicated by LE and TE in the figure, respectively. The

splitter blade leading edge is placed around 0.4-stream, but it is not shown there. The

velocities have been normalized by the blade speed at the impeller blades trailing edge(UTE = 465 m/s), while pressures and temperatures have been normalized by the total

pressure and temperature specified at the CFD domain inlet (see Sec 4.2.2).

The absolute and relative velocities are illustrated in Fig. 4.9a. As expected, the for-

mer increases from inlet to outlet, but only at about 0.75-stream the tip clearance starts to

influence the velocity field, such that the absolute velocity decreases with increasing tip

clearance closer to the trailing edge. The relative velocity decreases quickly right down-

stream of the full blade leading edge, then again close to the splitter blade leading edge,

but at a less steep slope. This does not hold for the 14.4%-relative-tip-clearance case, for

which the relative velocity is almost constant along the majority of the bladed passage.

In all cases, the relative velocity increases with increasing tip clearance, but downstream

of the trailing edge the tip clearance influence smoothens out, as visible for the absolute

velocity as well.

Figure 4.9b shows the velocity components. The meridional velocity increases firstly

at the full blade leading edges and secondly at the splitter blade leading edge, then it de-

creases from 0.5-stream to the impeller outlet, at a faster rate for lower tip clearances. The

tangential velocity steeply decreases between the full and splitter blades leading edges,

then with a flatter slope from 0.4-stream to about 0.6-stream and from there to about 0.85-

stream it has a constant trend. This is not true for the case with the highest tip clearance,

for which the tangential velocity increases right after the descent phase. For both velocity

components the effect of the tip clearances is stronger from about 0.35-stream, and in both

cases it increases with increasing tip clearances.

The pressures and temperatures ratios are depicted in Figs. 4.9c and 4.9d, respectively.
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(a) Absolute (C) and relative (W) velocity.
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(b) Tangential (Cu) and meridional (Cm) velocity.
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(c) Total (p0) and static (p) pressure.
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(d) Total (T0) and static (T) temperature.
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(e) Entropy rise.

Figure 4.9: Tip clearance influence on the impeller streamwise distribution of flow parameters at

the micro turbine design point (i.e., ṁ = 50 g/s and N = 240 krpm). The relative tip clearance (RC)
is calculated as the ratio of the tip clearance to the blade height at the impeller outlet. The velocities

have been normalized by the blade speed at the impeller blades trailing edge (UTE = 465 m/s).
Pressures and temperatures have been normalized by the total pressure and temperature specified

at the computational domain inlet (p01 = 101,325 Pa and T01 = 293.15 K). LE and TE are the full

blades leading and trailing edges, respectively.
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The tip clearances influence is larger for the total and static pressures and it can be no-

ticed only from mid-stream to the impeller outlet. On the other hand, the total and static

temperature are less influenced by the clearance gaps, whose effects are visible very close

to the trailing edge, especially for the total temperature. In all the four cases, the values

decrease with increasing tip clearances. Furthermore, as a possible consequence of the

high-velocity leakage flow present in the region between the trailing edge and the impeller

outlet, the total pressure distribution flattens downstream of the trailing edge, as do both

temperatures. This does not hold for the static pressure, which continuously rises from

inlet to outlet.

Figure 4.9e shows that the entropy rise (Eq. 4.2) grows in the streamwise direction,

with higher levels for larger tip clearance. In particular, a very steep growth occurs down-

stream of the full blade trailing edge, then the rate is less steep to 0.4-stream, and from

there to about 0.8-stream it seems to be almost constant. In the last 20% of the streamwise

direction, the entropy rise is again stronger across the trailing edge.

Spanwise distribution of the flow parameters at the impeller blades trailing edge

Figure 4.10 illustrates the tip clearance influence on the spanwise distribution of the

flow parameters at the impeller blades trailing edge, at the micro turbine design point.

The spanwise direction follows the impeller width within the end-walls (i.e., from hub to

shroud) and is normalized so that it ranges from 0 at the hub to 1 at the shroud. The veloc-

ities have been normalized by the blade speed at the impeller blades trailing edge (UTE =
465 m/s), while the pressures and temperatures have been normalized by the total pressure

and temperature specified at the CFD domain inlet (see Sec 4.2.2).

The absolute and relative velocities are shown in Fig. 4.10a. The absolute velocity

slightly increases from hub to 0.7-span, then it decreases rapidly up to the shroud. The

influence of the tip clearance is more noticeable from about 0.7-span, from where the ab-

solute velocity decreases more rapidly with increasing tip clearance. The relative velocity

has an opposite behaviour, but the tip clearance effect is visible along the whole spanwise

direction, especially close to the end-walls.

Figure 4.10b illustrates the velocity components. The tangential velocity shows a dis-

tribution similar to that of the relative velocity and from 0.65-span the tip clearance influ-

ence is stronger. The meridional velocity distribution is influenced by the blockage of the

flow passage, as a consequence of a thicker boundary layer due to tip clearance leakage

flow and mixing. The meridional velocity thus decreases closer to the shroud, while it

has higher values near the hub, to preserve mass conservation. In particular, a very low

meridional velocity at the shroud might cause flow reversal, if the low-momentum flow

would not overcome the pressure gradient.

The relative flow angle increases constantly from hub to shroud, although the differ-

ence between the values at the two end-walls is not large, while the absolute flow angle

increases from hub to 0.15-span, then decreases to mid-span and increases again up to the

shroud, where a highly tangential flow can be noticed (Fig. 4.10c).

The static pressure shows a flat distribution from hub to shroud, while the total pres-

sure decreases mostly from 0.7-span to the shroud (Fig. 4.10d). The same occurs to the
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(a) Absolute (C) and relative (W) velocity.

Normalized spanwise direction

N
o
rm

al
iz

ed
v
el

o
ci

ty

Cu/UTE
Cm/UTE

0

0

0

0

0

0

0

0000000

11

1

22

2

33

44

4

55

66

6

77

8

.

.

.

.

.

.

.

......

(b) Tangential (Cu) and meridional (Cm) velocity.
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(c) Absolute (α) and relative (β) flow angle.
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(d) Total (p0) and static (p) pressure.
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(e) Total (T0) and static (T) temperature.
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(f) Entropy rise.

Figure 4.10: Tip clearance influence on the spanwise distribution of flow parameters at the impel-

ler blades trailing edge, at the micro turbine design point (i.e., ṁ = 50 g/s and N = 240 krpm).

The relative tip clearance (RC) is calculated as the ratio of the tip clearance to the blade height at

the impeller outlet. The velocities have been normalized by the blade speed at the impeller blades

trailing edge (UTE = 465 m/s). Pressures and temperatures have been normalized by the total

pressure and temperature specified at the computational domain inlet (p01 = 101,325 Pa and T01 =
293.15 K).



NUMERICAL AERODYNAMIC ANALYSIS 99

(a) Relative velocity. (b) Relative total pressure.

Figure 4.11: Tip clearance influence on the relative velocity and relative total pressure at the im-

peller blades trailing edge, at the micro turbine design point (i.e., ṁ = 50 g/s and N = 240 krpm).

The relative tip clearance (RC) is calculated as the ratio of the tip clearance to the blade height

at the impeller outlet. The relative velocity has been normalized by the blade speed at the impeller

blades trailing edge (UTE = 465 m/s). The relative total pressure has been normalized by the total

pressure specified at the computational domain inlet (p01 = 101,325 Pa). FB and SB are the full

and splitter blades. PS and SS are the pressure and suction sides. The rotational speed N indicates

the direction of rotation.

total temperature, which means that the leakage flow affects there the work transfer, while

the static temperature increases almost linearly in the spanwise direction (Fig. 4.10e). For

both total and static pressure and both total and static temperature, the highest values are

seen at the lowest tip clearances.

The entropy rise from hub to shroud is show in Fig. 4.10f. Entropy increases almost lin-

early between the end-walls and the tip clearance influence is identified, as the the entropy

levels are higher in presence of larger clearance gaps. However, the deviations among the

cases with tip clearances are low, and even negligible close to hub and shroud.

Flow field at the impeller blades trailing edge

Figure 4.11 shows the contours of the relative velocity and relative total pressure at the

impeller blades trailing edge, at the micro turbine design point. The relative velocity has

been normalized by the blade speed at the impeller blades trailing edge (UTE = 465 m/s),
while the relative total pressure has been normalized by the total pressure specified at the

CFD domain inlet (see Sec 4.2.2).

The classical jet-wake structure can be seen in Fig. 4.11a, which illustrates the normal-



100 4.4 CONCLUSIONS

ized relative velocity field. For the case without tip clearance, the wake region is located

at the shroud/suction side corner and on the full blade suction side it is larger than on the

splitter blade suction side. As the tip clearance increase, the wake region becomes larger

in the pitchwise (i.e., tangential) direction for both the full and splitter blades and the

flow velocity near the shroud increases, because the tip clearance leakage flow becomes

stronger in the pitchwise direction as the tip clearance increases, thus the low-speed flow

is pushed towards the pressure side. Furthermore, the high-speed leakage flow mixes with

the low-speed flow, such that the average velocity in the wake region increases. In the

spanwise direction, the wake region has a constant width on the full blade suction side,

while it becomes smaller on the splitter blade suction side, as a consequence of the fact

that the normalized relative velocity increases in the hub/suction side corner, so that the jet

and wake regions are divided diagonally from the hub/suction side to the shroud/pressure

side corner. On the full blade suction side this distribution is more marked at higher tip

clearances.

The normalized relative total pressure contours are shown in Fig. 4.11b to investigate

the loss characteristics, since the classical jet-wake theory [56, 135] states that impeller

losses occur in the wake region. The normalized relative total pressure flow field is similar

to that of the normalized relative velocity, and the low pressure can be seen in the wake

region, which enlarges both in the spanwise and pitchwise directions with increasing tip

clearance.

4.4 Conclusions

In this chapter, a commercial CFD code which solves the 3D RANS equations has been

used to acquire further knowledge about the compressor flow structure, and tip clearance

influence on the compressor performance. The investigations have been performed at the

micro turbine design point (i.e., ṁ = 50 g/s and N = 240 krpm).

At first, the computational domain did not include any clearance gap, in order to sim-

plify the impeller geometry and grid generation. The numerical results have been com-

pared with the experimental data and such comparison showed good agreement, especially

at the design point and at low mass flow rates. On the contrary, some discrepancies have

been highlighted at high mass flow rates.

From the compressor flow field analysis, the following can be concluded:

• The supersonic relative Mach number in the inducer causes the development of a

low-velocity region on the full blade suction side. This area grows from shroud

to hub and has its maximum extension in the spanwise direction at the full blades

trailing edge.

• On the splitter blades suction side, the relative Mach number is lower and the low-

velocity region smaller. Therefore, at the impeller outlet the wake due to the full

blades is larger than that due to the splitter blades.

• The largest loss production occurs in proximity of the shroud and has its maximum
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extension in the spanwise direction in correspondance of the large wake developed

from the full blades suction side.

• The calculated static pressure recovery coefficient of the vaneless diffuser is equal

to 0.47. It is thus located at the lower end of the ranges documented in the litera-

ture, since less than 50% of the high kinetic energy available at the diffuser inlet is

converted into static pressure.

Furthermore, the tip clearance influence on the performance and flow field of the cen-

trifugal compressor have been studied. Four different values of tip clearance have been

used. The following can be concluded:

• The stage total-to-total pressure ratio and isentropic efficiency decrease by 13.4%
and 5.6%, respectively, for every 10%-increase of tip clearance. Equation 4.1 can

be used to calculate the stage total-to-total isentropic efficiency drop with a = 1.67,

provided that η = 0.699 and b1/b2 = 3.19. Furthermore, the decrease of the impeller

total-to-total isentropic efficiency due to increasing tip clearance can be estimated

with Eq. 4.1, provided that a = 1.37, η = 0.804, and b1/b2 = 3.19.

• The values of total and static pressures and temperatures at the impeller outlet de-

crease with increasing tip clearance, although the pressures decrease linearly with

increasing clearance gap, while the temperatures are more influenced at higher clear-

ances. The velocity drop is more noticeable when the clearance gaps are large,

wherelse the velocity components are influenced only marginally by increasing tip

clearances.

• The entropy grows with increasing clearances, but the rate is slower as the clearances

become larger, as a consequence of a steeper decrease of the total temperature at

higher gaps.

• In the impeller streamwise direction, the total and static flow properties are affected

by the increasing tip clearance especially closer to the blades trailing edge. On the

other hand, the tip clearance influences the velocities along the whole streamwise

direction, but its influence is lower at the impeller outlet. The entropy is larger at

higher tip clearances, and a steep increment is noticeable right behind the full blades

leading edge.

• At the outlet, the strongest tip clearance effects are observed close to the shroud due

to the leakage flow in that region. The static pressure has a constant distribution

from hub to shroud, while the static temperature linearly increases in that direction.

The magnitude of the properties is generally lower for higher clearance gaps.

• As observed for the case without tip clearance, a wake is visible in the shroud/suction

side corner. With increasing tip clearance, it enlarges and is pushed towards the pres-

sure side, because the tangential tip clearance leakage flow strengthens at higher tip

clearances. Due to a velocity increase at the hub/pressure side corner with increas-

ing tip clearance, the jet and wake structures are divided diagonally and a deficit of
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relative total pressure is visible in the wake. As a consequence, losses increase with

increasing tip clearance.



In this chapter, the influence of the diffuser on the compressor performance is

described. Firstly, an overview of the impeller outlet flow phenomena is given, in

order to identify their effects on the downstream flow field. A brief description of the

two main categories of diffusers (i.e., vaneless and vaned) follows. Finally, the most

important design parameters of a vaned diffuser are highlighted.

“There are many paths to the top of the mountain, but the view is always
the same.”

Chinese proverb.

5
The role of the diffuser

103
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5.1 Introduction

In a centrifugal compressor, the energy is transferred to the fluid by the impeller blades.

Although impellers are designed for very good diffusion within the bladed passages, up to

50% of the energy transferred to the fluid remains available at the impeller outlet as kinetic

energy [4, 130, 136–138, 153, 171, 262]. As a consequence, for the centrifugal compres-

sor stage to be efficient, that kinetic energy has to be converted into static pressure as much

as possible.

In a centrifugal compressor stage the diffuser is located downstream of the impeller

and upstream of the volute. A complicated flow field develops in the impeller and strong

fluctuations in the velocity and flow angle in the circumferential and axial directions can

be seen at the impeller outlet [56, 66, 161, 162]. In particular, a jet-wake flow pattern

exists at the impeller outlet. The jet or primary flow can be considered isentropic and is

typically located on the blades pressure side. On the contrary, the wake or secondary flow

carries turbulence and losses, and usually gathers at the shroud/suction side corner. As

a consequence, the velocity of the flow leaving the impeller will be higher on the pres-

sure side and on the hub, due to recirculation and separation. As the impeller rotates, the

velocity entering the diffuser will then vary from that on the suction side to that on the

pressure surface, as well as from that at the shroud to that at the hub. Furthermore, at

high pressure ratios, the tangential velocity will be high, eventually leading to transonic

and turbulent flow, while shock waves and boundary layer separation might occur as well.

The flow at the diffuser inlet is thus highly unsteady, viscous, three-dimensional (3D), and

non-uniform, and the pressure non-uniformity caused by the volute further influences the

diffuser flow [14, 88, 101, 111, 245, 267]. Further on, both the impeller and volute affect

the diffuser flow field and its performance, thus a diffuser should not be designed without

considering the other two elements. At the same time, the diffuser has a challenging task

in matching together the two elements of the compressor stage.

Centrifugal compressors can be equipped with either a vaneless or a vaned diffuser

(Fig. 5.1). Broadly speaking, those fitted with vaneless diffusers have a wider operating

range, but lower efficiency and pressure recovery, whereas those mounting a vaned diffuser

exhibit higher pressure recovery and efficiency, but a narrower operating range. A vane-

less diffuser is thus used whenever a large operating range is needed and manufacturing

costs have to be kept low, wherelse vaned diffusers are typically used in high-pressure-ratio

centrifugal compressors and in applications where the need to vary the flow rate is not a

priority.

The two most important parameters to evaluate the performance of a diffuser are the

static pressure recovery coefficient (CP) and the total pressure loss coefficient (K), which

are defined as

CP =
p5 − p2

p02 − p2
, (5.1)

K =
p02 − p05

p02 − p2
, (5.2)
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(a) Vaneless diffuser. (b) Vaned diffuser.

Figure 5.1: Typical diffusers for a centrifugal compressor.

where subscripts 2 and 5 indicate the diffuser inlet and outlet, respectively, while subscript

0 represents the total condition. According to Kim et al. [151], vaneless diffusers typically

have a static pressure recovery coefficient in the range from 0.45 to 0.6, and vaned diffusers

in the range from 0.55 to 0.70. Japikse and Baines [137] claim that typical values of pres-

sure recovery can range from 0.3-0.4 up to 0.8-0.9, although high-performance diffusers

more commonly exhibit pressure recovery from 0.6 to 0.7.

In the following, an overview of the flow phenomena which occur at the impeller out-

let, and therefore affect the flow field in the downstream diffuser, is given. Subsequently,

the vaneless and vaned diffusers are briefly described. Finally, the most important design

parameters of a vaned diffuser are highlighted.

5.2 The flow at the impeller outlet

The flow in a centrifugal impeller experiences a diffusing process through a highly

curved, rotating passage. The high- and low-momentum flows are separated into clearly

distinguished high- and low-energy flows because of rotation, Coriolis forces, blade cur-

vature, boundary layer development, and tip clearance effects. The low-momentum flow

is typically swept into the shroud/suction side corner, while the isentropic core (i.e., the

high-momentum flow) constitutes the rest of the flow field.

The possibility of a separated flow, referred to as a “neutral zone”, was firstly consid-

ered in the early 1920’s by Carrard [34, 35], while in 1932 Fischer and Thoma [89] showed

the existence of a separated flow through flow visualization and measurements in a water

centrifugal pump. By using dye injected into the impeller passage, the authors noticed re-

gions of very low momentum flow occupying a large portion of the passage on the blades

suction side (i.e., the trailing surface).
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Figure 5.2: The idealized jet-wake model. The rotational speed N indicates the direction of rotation.

Despite this evidence, fully attention was drew to separation in centrifugal impellers

only thanks to the work presentend in 1960 by Dean and Senoo [56], who named this

phenomenon the “jet-wake” model (Fig. 5.2). According to the authors, most of the flow

leaves the impeller in the jet, which is almost free-loss in the relative frame of reference,

wherelse the wake has a lower velocity, with even lower relative total pressure, but it may

occupy a much larger passage area. In the authors’ work, the flow was assumed to be two-

dimensional (2D), the jet and wake divided the passage in the tangential direction, and the

wake gathered on the blades suction side.

Evidence of the existence of a strongly non-uniform impeller flow was also given by

the work of Fowler [91], in which a huge impeller rotated slowly with an observer sitting

in the hub. A few years later, Moore [185, 186] published his work on a rotating diffuser,

and was able to prove the existence of a separated region on the suction side.

The most important information about impeller flows came from the laser measure-

ments performed by Eckardt [66–68], which allowed to remove the ambiguities of inter-

preting experimental data taken outside the impeller. Eckardt [66] performeddetailed mea-

surements at the outlet of a radial (i.e., with no backsweep) impeller with high-frequency

measuring systems. The results showed pronounced jet-wake patterns, as a consequence

of a region near the shroud/suction side corner with low mass flow and high losses, and one

on the pressure side with lower losses. The flow distortions caused by the impeller wakes

were also observed in the vaneless diffuser, up to a radius ratio (i.e., the ratio between the

radius of any given location in the diffuser and the impeller outlet radius) higher than that

predicted by theoretical models.

In a following work [67], Eckardt carried out laser velocimeter measurements of the

velocity flow field in an impeller with no backsweep rotating at 18,000 rpm, that was de-

signed to deliver a pressure ratio equal to 3 at a mass flow rate equal to 7.2 kg/s. Figure 5.3a

shows the meridional velocity at five sections along the streamwise direction (i.e., the di-

rection which follows the impeller surface and is based on the meridional coordinate).

Those experimental results refer however to a pressure ratio equal to 2.1, at 5.31 kg/s and

14,000 rpm. Right behind the inducer (plane 2) there are no irregularities in the flow, but

some emerge close to the shroud at plane 3. The irregularity is then noticeable as a region
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(a) 2.1-pressure-ratio impeller without backsweep, ro-

tating at 14,000 rpm with mass flow rate equal to 5.31

kg/s. Adapted from Ref. [67].

(b) 4.7-pressure-ratio impeller with 30○-backsweep,

rotating at 22,345 rpm with mass flow rate equal to

4 kg/s. Adapted from Ref. [162].

Figure 5.3: Measurements of the meridional velocity (Vm) in two centrifugal impellers. Vm has

been normalized by the blade speed at the impeller outlet (U2), and is shown on different sections

normal to the meridional direction.

of loss on plane 4, where it has moved to the shroud/suction side corner. The separated

area then grows and flattens as the flow moves towards the impeller outlet (plane 5), where

it can be recognized as a wake.

Eckardt [68] further presented experimental data concerning an impeller similar to the

previous one, but with a backsweep angle equal to 30○. The velocity field is similar to that

of the original impeller, thus with the separation starting at the shroud and growing in size

towards the impeller outlet. However, in this case, at the best efficiency point, the author

noticed less migration of the wake to the suction side, not even at the impeller outlet. Flow

separation occurred at the choking condition only.

In order to study the wake formation and development, Johnson and Moore [144–146]

measured the three mutually perpendicular velocity components and the rotary total pres-

sure. They found that the wake flow was due to the accumulation of low relative total

pressure flow at the shroud/suction side corner of the impeller passage, and to the con-

vection of low relative total pressure fluid by secondary flows (i.e., flows normal to the
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primary flow parallel to the blades walls). The authors identified the adverse static pres-

sure gradient between the inlet and outlet of the axial to radial impeller bend, near the

shroud/suction side corner, as the cause of that accumulation. They also showed that the

mass flow rate influenced the position of the wake at the impeller outlet. The wake moved

from the suction side to the shroud/suction side, corner and then to the shroud when the

mass flow rate increased from low to high values. It was concluded that the secondary

flows contribute to the wake formation and have a strong influence on the location of the

wake at the impeller outlet. since they depend on the mass flow rate as well.

Inoue and Cumpsty [118] showed that with increasing radius the tangential velocity

profile did not vary as significantly as the radial velocity across the spanwise direction,

while the circumferential distortions of the radial velocity in the vaneless diffuser were

still visible at a radius ratio equal to 1.3. However, those distortions decreased rapidly

with radius, as a consequence of the energy transfer between the jet and wake regions.

Krain [162] performed laser-2-focus measurements to study the behaviour of a new

backswept impeller of his own design. The design point pressure ratio was equal to 4.7,

at a mass flow rate of about 4 kg/s and a rotational speed equal to 22,345 rpm. The merid-

ional view of that impeller is sketched in Fig. 5.3b, where the large and smoothly varying

radius of curvature on the shroud is noticeable. This is due to a small inducer diameter in

relation to the impeller outlet diameter, such that the shroud profile is very different from

that on the impeller tested by Eckardt [67], which can be see in Fig. 5.3a. Figure 5.3b

shows the meridional velocity distributions measured at six sections along the streamwise

direction. In this case, at the impeller outlet (plane 6) the meridional velocity did not ex-

hibit a feature that could be described as a wake, but rather a region of reduced velocity

near the shroud, which led to a smoother impeller outlet flow. The big difference between

these measurements and those performed by Eckardt [67] is that in the latter case the low-

velocity region remained close to the shroud, did not grow nor deepen, and did not migrate

to the shroud/suction side corner.

Mounts and Brasz [187] developed a 3D Navier-Stokes algorithm to study the un-

steady flow field interaction between the impeller and vaneless diffuser of a centrifugal

compressor. The results showed that the initial dynamic variations in velocity and flow

angle quickly disappeared with increasing diffuser radius, while the dynamic fluctuations

in the static pressure originating from the impeller blade loading did not reduce apprecia-

bly with radius.

Hathaway et al. [104, 105] studied the flow field of a low-speed centrifugal compressor

using laser anemometry. The results obtained were in good agreement with those showed

in previous works. The authors found that the low-momentum fluid moved from the blade

surfaces outward to the blade tip. The flow which moved up to the pressure and suction

sides was entrained into the tip clearance jet and transported towards the shroud/pressure

side corner of the passage, contributing then to the formation of the low-momentum wake

typical of unshrouded centrifugal impellers.
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(a) Unpinched. (b) Shroud pinch. (c) Hub and shroud pinch. (d) Constant area dif-

fuser.

Figure 5.4: Different types of the inlet geometry for a vaneless diffuser.

5.3 The vaneless diffuser

In its simplest configuration, a vaneless diffuser consists of two parallel walls which

form a radial annular passage from the impeller outlet radius to some diffuser outlet radius.

The fluid is thus allowed to flow along the radial direction, such that the kinetic energy can

be converted into static pressure. Different inlet configurations are possible (Fig. 5.4), and

generally some degrees of pinch (i.e., a reduction of the diffuser height) are used to stabilize

the flow which enters the diffuser.

Figure 5.5 shows the velocity triangles in a vaneless diffuser at the inlet (station 2) and

at an arbitrary location (station a). For an isentropic flow, the angular momentum of the

fluid entering the diffuser will remain constant, such that

Cu2r2 = Cu,ara, (5.3)

whereCu and r are the tangential velocity and the radius, respectively. From the continuity

equation yields

ṁ = Cm2ρ2A2 = Cm,aρaAa, (5.4)

where Cm is the meridional velocity, A is the flow passage area, and ρ is the flow density.

For a diffuser with constant height b, the flow passage areas at the diffuser inlet (A2) and

at any arbitrary location (Aa) are defined as

A2 = 2πr2b, (5.5)

Aa = 2πrab. (5.6)

Substituting Eqs. 5.5 and 5.6 in Eq. 5.4 yields

Cm2ρ2r2 = Cm,aρara. (5.7)
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Figure 5.5: Velocity triangles at the inlet of a vaneless diffuser (station 2), and at an arbitrary loca-

tion within the vaneless diffuser (station a). C and α are the absolute flow velocity and angle, while

Cu and Cm are the tangential and meridional components of the absolute velocity. The rotational

speed N indicates the direction of rotation.

The absolute flow angles at the diffuser inlet (α2) and at any arbitrary location (αa) are

then given by

tan(α2) = Cu2

Cm2
, (5.8)

tan(αa) = Cu,a

Cm,a

=
Cu2r2ρara

Cm2r2ρara

=
Cu2ρa

Cm2ρ2
. (5.9)

For given diffuser inlet conditions, Eq. 5.9 finally reduces to

tan(αa) = const × ρa. (5.10)

From Eq. 5.10 yields that for an isentropic, incompressible flow in a vaneless diffuser

of constant height, the absolute flow angle is constant, leading to the so-called logarithmic

spiral path. On the other hand, for compressible flows the density changes with pressure

and temperature in such a way that the absolute flow angle increases in the radial direc-

tion with increasing radius, so that the flow turns more than the simple logarithmic spiral,

giving rise to increased friction losses. These losses can be especially high for diffusers

with large radius-to-width ratios, like those employed in low-flow or high-pressure appli-

cations. Vaneless diffusers are thus practical for centrifugal compressors with pressure

ratios of approximately 2.5, and are rarely used in compressors with pressure ratios above

3.5 [136]. Came and Robinson [31] claimed that for pressure ratios above 3 a vaned dif-

fuser is more or less mandatory.

The major characteristic of a vaneless diffuser is the lack of a throat. Therefore, there

is no real possibility of diffuser choking, leading then to a wide range of operating condi-

tions. Furthermore, the absence of vanes does not generate a vane-driven vibratory cou-

pling between the impeller and the diffuser, which can lead to the impeller blades and
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diffuser vanes excitation, and eventually to possible fatigue failure. Vaneless diffusers are

also simple and cheap to manufacture, and are more tolerant to erosion and fouling. More-

over, the dependence between losses and mass flow rate is relatively low when compared

to vaned diffusers, for which losses at off-design conditions might rapidly rise due to in-

cidence and shocks. Further on, vaneless diffusers offer no perturbation to the flow, and

do not produce unfavourable pressure waves. Thus, they are often mounted on centrifugal

compressors if a stable operating margin and low noise emissions are desired. Centrifugal

compressors equipped with vaneless diffusers are mainly used in the process and refriger-

ation industries, and in automotive turbochargers.

5.4 The vaned diffuser

The fluid through a vaneless diffuser describe a long path, which can even be as long as

360○, resulting then in high friction losses. The path length cannot be easily reduced, as a

large diffuser outlet radius is necessary to achieve the required amount of diffusion through

the conservation of angular momentum. As a consequence, the commonly adopted ap-

proach to shorten the flow path is to insert diffuser vanes.

The principle of vaned diffusers is thus to provide additional reduction of the tangential

velocity over the vaneless concept by reducing the angular momentum. The inlet tangen-

tial velocity can be decreased by 50%, leading to an effective reduction of the radial extent

by half, when compared to a vaneless diffuser, such that vaned diffusers are advantageous

when small size is fundamental. The additional diffusion achieved by a vaned diffuser over

a vaneless configuration can then significantly reduce the losses occurring in the down-

stream components of the compressor stage.

In a vaned diffuser, there is usually a vaneless gap between the impeller outlet and

the vanes leading edge. It reduces the circumenferential pressure gradient at the diffuser

inlet, smoothens out the velocity variations between the impeller blades and the diffuser

vanes, and reduces the Mach number at the diffuser vanes leading edge, in order to avoid

shocks or overspeeding on the vane profile. In the vaneless space, the flow describes a

logarithmic spiral path to the vanes leading edge, after which it reaches the semivaneless

space. The throat area, which is very critical in that controls the choking condition of the

compressor stage, is located right downstream of the semivaneless space. Afterwards, the

flow is constrained by the vaned passages and finally enters the downstream component.

Diffuser vanes reduce the tangential velocity more rapidly than in a vaneless space,

therefore leading to an increased diffusion rate and a reduced flow path length. Losses are

thus reduced, leading to more efficient compressor stages. According to Osborne [199],

at design point centrifugal compressors fitted with vaned diffusers can exhibit efficiency

values up to 7% higher than those having vaneless diffusers, while Boyce [27] states that

the difference can be as high as 4%. However, their flow range is highly influenced by the

diffuser vanes. If the mass flow rate is changed at constant rotational speed, the absolute

flow angle at the impeller outlet will vary, affecting the incidence losses at the diffuser

vanes leading edges, which will increase if the absolute flow angle will depart from the

vane leading edge angle. As a consequence, the efficiency of compressors mounting vaned
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(a) Airfoil type. (b) Channel type. (c) Flat-plate type. (d) Thin spiral type.

Figure 5.6: Different types of a vaned diffuser. The rotational speed N indicates the direction of

rotation.

diffusers will degrade more rapidly at off-design conditions, such that the efficient operat-

ing range of a centrifugal compressor is usually limited in presence of vaned diffusers.

The most common designs for a vaned diffuser make use of profiled vanes and stra-

ight centerline channels. The profiled configurations can vary from vanes having simple

straight walls (Fig. 5.6c), through logarithmic spirals (Fig. 5.6d), to complex profiles based

on airfoils tested in axial compressors (Fig. 5.6a). A fourth category is that of channel dif-

fusers (Fig. 5.6b), which capture the oncoming flow and force it from an angular motion

to a linear one, along the path of the diffuser. In a channel diffuser the point of minimum

geometric area (i.e., the throat) is usually located right at the diffuser vanes leading edge.

Channel diffusers are normally employed for operations at high Mach numbers, and make

use of the principle of straight-line diffusion to reduce losses and hence improve the com-

pressor stage efficiency. Japikse [136] and Japikse and Baines [138] stated that the airfoil

diffuser is classically perceived as delivering performance levels and operating ranges in

between those of the vaneless and channel diffusers, although this is too much of a gen-

eralisation and in general there is no clear indication of one type of vaned diffuser being

superior to the other.

Vaned diffusers can be divided into two further families on the basis of the so-called

solidity

σ = c/s, (5.11)

where c is the chord length and s is the pitch, which represents the distance between the

leading edge of two successive diffuser vanes. Vaned diffusers can be either conventional if

the solidity is higher than one or low-solidity when it is lower than unity. One of the earliest

works on low-solidity vaned diffusers (LSVDs) for a radial impeller has been presented

by Sutton [257], who performed a test on a centrifugal pump, while the first reference of

a LSVD applied to a compressor was given in a Japanese patent by Senoo [231]. In a

LSVD, there are less and smaller vanes, and the distance between them is large, such that

no geometric throat appears. This leads to the extension of the flow range towards higher

flow rates. LSVDs are then a good compromise between vaneless and vaned diffusers,

since they have better pressure recovery than the former and wider flow range than the

latter.



THE ROLE OF THE DIFFUSER 113

(a) Two-dimensional view. (b) Three-dimensional view.

Figure 5.7: Essential features of the geometry of a vaned diffuser. L, b, and w are the diffuser vane

length, height, and width, respectively. Stations 2 and 5 represent the diffuser inlet and outlet, while

stations 3 and 4 are located at the diffuser vane leading edge and at the diffuser throat.

5.5 Design parameters for vaned diffusers

The performanceof vaned diffusers depends upon both geometric and flow parameters.

Regardless of the type of vaned diffuser, among the former one can find the divergence an-

gle, the length-to-width ratio, the area ratio, the diffuser height, the vane profile, the vane

leading edge shape, the vane number, and the inlet radius ratio. The main flow parameters

which influence vaned diffusers performance are the incidence angle and the throat block-

age.

The essential features of a vaned diffuser are summarized in Fig. 5.7 for a channel dif-

fuser. The nomenclature shown in the figure helps understanding the following description

of the design parameters for a vaned diffuser.

5.5.1 Divergence angle

The influence of the divergence angle (2θ) has been investigated by many researchers

who conducted extensive analisys of 2D straight channel diffusers [32, 156, 214, 223, 224].

Their common conclusion was that at a small divergence angle (2θ < 8○) the flow deceler-

ation was controlled by the effective flow area (i.e., geometric area minus boundary layer

blockage). However, decreasing the divergence angle resulted in longer diffusers for a

constant area ratio, leading to thicker boundary layers. Thus, separation could eventually

occur after that a large deceleration had taken place in a long diffuser, but still resulted

in high pressure recovery. If the divergence angle was larger (8○ < 2θ < 20○), separation

occurred near the diffuser channel inlet for a small area ratio, resulting in a much lower

pressure recovery, since no diffusion took place downstream of the separation point.

Further tests on channel diffusers were performed by Clements and Artt [41]. They

found that a compressor stage mouting a channel diffuser with 2θ = 12○ produced a pres-

sure recovery coefficient that was 4% higher than the case with 2θ = 4○. It was also found
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that the pressure recovery increased with increasing divergence angle up to 12○, while any

further increase in the divergence angle did not have any significant effect on the pres-

sure recovery. Furthermore, an increase in the divergence angle caused the flow range to

decrease, while the throat blockage at surge decreased with an increase in the divergence

angle. The authors thus concluded that the narrower flow range with divergence angle

increase could be due to the separation of thick boundary layers caused by a large adverse

pressure gradient.

5.5.2 Length-to-width ratio

The length-to-width ratio (LWR) is the ratio of the channel length to the throat width.

Maximum diffusion in a straight channel usually occurs in long diffusers (LWR = 15)

with small openings (2θ = 8○), and in short diffusers (LWR = 4) with large divergence

angle (2θ = 20○). It is however important to remember that the static pressure rises with

the diffuser length until friction losses become predominant, and boundary layer growth

prevents any further deceleration of the flow.

Clements and Artt [42] showed that most of the channel pressure rise occurred in the

first half of the channel, while the latter half contributed only to a small portion. They also

showed that a similar pressure recovery could be attained by reducing the channel length

and replacing it with a downstream vaneless space. Their conclusions indicated that there

was an optimum value of LWR, beyond which performance improvements were small.

Moreover, the low pressure recovery in the latter part of the channel was caused by unstable

boundary layers growth, whose blockage prevented any further effective area increase. The

authors concluded as well that high levels of throat blockage could contribute to channel

boundary layers instability, since a thick boundary layer usually separates much earlier

than a thin one. Thus, as the channel throat blockage increases, the point of separation

will move towards the diffuser throat, resulting in a lower LWR.

5.5.3 Area ratio

The area ratio (AR) is the ratio of the areas calculated at the diffuser outlet and throat.

Yoshinaga et al. [284] tested sixteen different configurations of vaned diffusers and con-

cluded that as the AR became greater than 2, the effectiveness (i.e., the ratio of the actual

pressure rise to that which would be achieved in an ideal case) and pressure recovery of

the vaned diffusers decreased. Furthermore, from their work it can be seen that both the

AR and pressure recovery of vaned diffusers were higher than those of vaneless diffusers.

As a consequence, for given inlet flow conditions, there is an optimum AR beyond which

the diffuser effectiveness does not show any improvement. As the AR increases, either

the divergence angle or the LWR increase. If the former increases, the vanes become

highly loaded and the flow separates, resulting in a reduced pressure recovery. If the latter

increases, the boundary layers thickens and the AR is reduced, such that the gain in the

pressure recovery is low.
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5.5.4 Diffuser height

The information that can be found in the literature about the influence of the diffuser

height on the diffuser performance is limited. Stein and Rautenberg [254] showed that the

compressor stage efficiency improved by reducing the vaned diffusers height. The authors

showed that an 11%-height decrease led to a 4%-efficiency increase. At the same time,

decreasing the passage height caused a shift in the choking condition towards lower mass

flow rates, thus reducing the compressor operating range.

The efficiency increase and the mass flow rate decrease are generally more pronounced

at higher rotational speeds than at lower speeds with narrower passages. Because of a high

variation of the flow angle in the spanwise direction at the impeller outlet, reduction of the

height at high speeds has an equalizing effect on the flow angle, which leads to improved

flow conditions at the diffuser vanes leading edge. Furthermore, reducing the height seems

to be favorable for good matching of the compressor components, while the surge point of

a compressor with a vaned diffuser can be pushed to the same value as if the compressor

had a vaneless diffuser.

5.5.5 Vane profile

Among the geometric configurations commonly used in a vaned diffuser, the vane pro-

file does not seem to have a significant impact on the diffuser efficiency, neither in subsonic

nor in supersonic conditions. There is also little evidence that the shape of the profile has a

large effect on the diffuser flow, although Kmecl et al. [157, 158] proved that using proper

aerodynamic profiles was effective in reducing losses.

Dean [54] and Rodgers [217] already observed that the shape of the vane did not mat-

ter very much in terms of diffuser performace. On the contrary, the influence of the vane

profile on the pressure recovery is more evident according to its lift coefficient, while a

different profile can significantly influence the behavior of the machine near the stall and

choking conditions.

Smith [241] compared the static pressure recovery and total pressure loss coefficients

for thin spiral and airfoil cascade vaned diffusers (Fig. 5.8). The author concluded that

the latter had better efficiency and pressure recovery. Due to a longer vane guide from the

leading edge to the throat, the spiral vaned diffuser also had a smaller stall-free range at

high Mach numbers.

Pampreen [200] performed tests on conventional vaned diffusers (CVDs) and tandem

cascade diffusers. He observed that the diffuser outlet Mach number with the latter ar-

rangement was lower than with the former one, and that the stall-free range was much

larger when tandem cascade diffusers were utilized. The latter also reduced losses by

about 10% compared to the CVDs. Pampreen further noticed that the slit between the two

rows in the tandem cascade diffusers helped in moving the low-momentum flow from the

suction surface of the first row vanes to the main flow, thanks the high-momentum flow on

the pressure surface. Therefore, cascade diffusers had a smaller overall size than CVDs,

for given inlet and outlet diffuser conditions.
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Figure 5.8: Comparison of static pressure recovery (CP) and total pressure loss (K) coefficients for

thin spiral and airfoil cascade vaned diffusers. The different operating conditions are represented

by the varying impeller outlet Mach number (M2). Data taken from Ref. [241].

5.5.6 Vane leading edge shape

The effects of the vane leading edge shapes on the diffuser performance were ana-

lyzed by Yoshinaga et al. [284], who cut rectangular and triangular sections from the vane

leading edge in order to match the vane inlet angle with the flow angle along the vane

height (Fig. 5.9). The authors noticed that in the former case the stage efficiency de-

creased (Figs. 5.10a and 5.10b), whereas in the latter it slightly improved at design point

(Figs. 5.10c and 5.10d). On the other hand, the cuts on the leading edges did not bring any

improvement in terms of the pressure ratio.

Bammert et al. [17] tested three different vane shapes (i.e., cambered vanes, straight

channel vanes, and twisted vanes) and saw that the performance of the stage equipped with

twisted vanes was shifted towards higher mass flow rates at low speeds, as compared to

the two other designs. The authors also found that this stage generally reached better effi-

ciencies. In particular, the efficiency increased at low speed by 4% and 3%, in comparison

with the cambered vane and the straight channel diffusers, respectively. At higher speeds,

the stage with twisted vanes had a wider operating range than the other two. Furthermore,

the cambered vane diffuser showed the smallest pressure recovery.

Casartelli et al. [36] analyzed the vane leading edge geometry of a standard circular

arc vaned through numerical and experimental studies. The results showed that the stage

performance could be improved by reducing the total pressure losses, increasing the static

pressure rise, and providing a more stable operating range.

5.5.7 Vane number

The vane number (ZD) has a direct influence on the diffuser size and efficiency. A

large vane number reduces the diffuser outlet diameter and leads to a smaller divergence
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(a) Ten vanes with rectangular cut. (b) Eleven vanes with triangular cut.

Figure 5.9: Different shapes of the vane leading edge for a vaned diffuser. φ2, φ3, and φ′3 are the

diameters at the impeller outlet diameter, at the diffuser vane leading edge, and at the diffuser vane

leading edge cut, respectively. b3 is the diffuser height at the vane leading edge. b′ is the height of

the diffuser cut at the vane leading edge. Data taken from Ref. [284].
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(b) Efficiency.
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(c) Head coefficient.
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(d) Efficiency.

Figure 5.10: The influence of the vane leading edge shape on the performance of a vaned diffuser.

Two vaned diffusers having ten vanes (above) and eleven vanes (below) are compared. The flow and

head coefficients have been normalized by the values at design point. Data taken from Ref. [284].
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angle, while the efficiency increases to the point at which increased friction and block-

age overcome the advantage of a more gradual diffusion. Furthermore, a too high vane

number can have a strong negative impact on the compressor characteristics at low rates,

and if several vane passages share the flow coming out of one impeller passage the un-

even velocity distribution can result in alternate vaned passages being either starved or

choked. This unstable situation leads to flow reversal in the vaned passages and eventually

to compressor surge. Thus, a more uniform flow can be achieved if the diffuser passage

number is lower than the impeller passage number [4] and the number of vanes for the

diffuser should ideally be less than the number of impeller blades (ZI), in order to avoid

the possibility that large wakes from the impeller blades would sweep around the vaneless

space and block off individual vaned diffuser passages [27]. Further on, the selection of

the vane number should be based on the effects of the incidence angle necessary to provide

maximum flow range and to avoid the vibrational problems that could be encountered due

to the impeller blades and diffuser vanes interaction. Both aerodynamic and reasonance

have then to be kept in mind for such a choice, for which Boyce [27] claims that ZD should

be the minimum necessary to realize the required throat area, while for Aungier [13] the

preferred choice is ZD = ZI ± 1, but 10 ≤ ZD ≤ 20 is required. If the final selection cannot

be in that range, then the criterion ∣ZD −ZI∣ ≥ 8 has to be fulfilled.

Dean [55] indicated that the number of vanes employed in a vane island diffuser could

vary between 8 and 60, while Yoshinaga et al. [284] suggested that it should be limited to

27.

Japikse [132] compared two pipe diffusers with 17 and 34 pipes, respectively. The

stage with 17 pipes had a highly larger operating range, but produced slightly less pres-

sure rise at the design point. By measuring the static pressure on the end-walls, Japikse

concluded that the wider range was due to the presence of strong shocks, such that at high

speeds the flow from the impeller outlet to the diffuser throat would cross two shocks with

an accelerating region in between, leading to a stable situation.

Rodgers [217] performed tests with varying vane numbers with constant throat area.

He found that the changes in the flow range were minor, and that the overall pressure re-

covery depended on the bladed passage performance. The stage performance comparison

of a high-efficiency, low pressure ratio stage with 13- and 12-vane channel diffusers with

the same throat area were virtually unchanged. Thus, the vane number did not seem to

have a great effect on the performance of the vaned diffuser as long as the throat area was

kept constant.

Several works concerning tests of LSVDs with different solidities and vane numbers

were presented in the late 1990’s [5, 6, 76–78, 154]. In all cases, the incidence angle was

set to −2○ and flat plate vanes were used. It was shown that an increase in solidity de-

creased the operating range, but led to a better pressure recovery. The increase of the vane

number led to a lower vane turning angle (i.e., the difference between the vane angle at the

leading and trailing edges) when the solidity was kept constant, and improved the surge

margin, because shorter vanes allowed a higher positive incidence angle due to the smaller

turning angle. A lower vane number resulted also in better efficiencies at high rotational

speeds, because of a higher turning angle, which reduced the flow path.

Eynon and Whitfield [85] tested five different LSVDs with 6, 8, and 10 vanes, solidity
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equal to 0.69, and three different vane turning angles. No major changes in performance

were noticed when the vane number varied, but increasing it led to a slightly narrower

operating range at high flow rates.

He and Tourlidakis [107] performed numerical simulation of four circular arc vaned

diffusers placed in a high-speed centrifugal compressor stage for turbocharger applica-

tions. Three vaned diffusers had 11, 22, and 33 vanes and an inlet radius ratio equal to

1.07, while the fourth one had 22 vanes and an inlet radius ratio equal to 1.15. The authors

noted that the peak efficiency changed when the vane number was changed, but it was not

clear whether it increased or decreased with respect to the vane number. Close to the surge

condition, when the vane number decreased, the pressure recovery coefficient increased

in all the four cases, if the mass flow rate was kept constant. They also concluded that the

flow through the vaneless and semivaneless space was more uniform with a lower vane

number, because of a lower adverse pressure gradient in that region.

Jaatinen et al. [131] tested three circular arc vaned diffusers having a fixed vane lead-

ing edge position, and 15 and 23 vanes. Two values of the vane turning angle were chosen,

while the incidence angle was equal to −8○ at the design point. The authors showed that

an increase in the number of vanes seemed to narrow down the operating range by moving

the choke limit towards lower mass flow rates, whereas the increase of the vane turning

angle had an opposite effect, due to changes in the throat area.

5.5.8 Inlet radius ratio

In proximity of the diffuser inlet, it is important to reduce the vibration and noise gen-

eration, due to the impeller-diffuser interaction. At the same time, there is often the need to

keep the size of the compressor stage as small as possible. Consequently, there is a strong

incentive to decrease the inlet radius ratio, which normally can be as low as 1.05 [51].

However, in case of a supersonic flow coming out of the impeller, some designers increase

the vaneless space upstream of the diffuser vane, so that the Mach number decrease to

the subsonic condition before meeting the vane leading edge, though this could require an

inlet radius ratio as high as 1.25 [51]. In any case, there seems to be no particular merit in

doing so, since in axial geometries a very high static pressure rise, without serious losses,

can be achieved even at low-supersonic regimes. An alternative for supersonic conditions

would be to keep the radius ratio low and make use of thin and sharp diffuser vane leading

edges.

Jiang and Yang [142] analyzed the effects of the radial distance between the impeller

outlet and the diffuser vanes leading edge on a blower stage efficiency. A 4%-increase in

efficiency was achieved by relocating the vanes from a radius ratio equal to 1.1 to a value

of 1.2. Better mixing of circumferential distortions was also achieved as the radius ratio

increased from 1.05 to 1.2. Furthermore, the authors showed that the lowest total pressure

loss coefficient was achieved when the radius ratio increased from 1.15 to 1.2, for a vane

setting angle (i.e., the vane angle at the leading edge) equal to +12○.

Rodgers [217] investigated the performance of four centrifugal compressors stages

with different radius ratios. The best performance was achieved with a radius ratio equal

to 1.125, while the worst condition occured at a radius ratio of 1.035. The existence of an
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optimum radius ratio between the diffuser vane leading edge and the impeller outlet radii

for the maximum stage total-to-static pressure ratio was then confirmed experimentally by

the author, and later the same conclusion was drawn by and Clements and Artt [40], who

found out that the optimum stage performance was obtained when the radius ratio was in

the range from 1.06 to 1.10.

Thanks to 3D, unsteady numerical simulations, also Shum et al. [234] concluded that

there was an optimum radial gap between the impeller outlet and diffuser vanes leading

edges, because with decreasing radius the increase in losses would overtake the benefits

of a smaller blockage achieved with a smaller radial gap.

Justen et al. [148] carried out unsteady pressure measurements on a highly loaded

centrifugal impeller followed by a 23-vane channel diffuser. The investigations were per-

formed at operating speeds equal to 60%, 70%, and 80% of the design rotational speed,

and radius ratios equal to 1.06 and 1.10. The pressure fluctuations revealed that the semi-

vaneless space, especially closer to the vane suction side, was influenced by the unsteady

interaction between the impeller and diffuser. This unsteadiness did not decay even with

the larger radial gap.

Ziegler et al. [285, 286] studied the impeller-diffuser interaction as function of the

radius ratio through laser-2-focus velocimeter measurements. For a diffuser with a vane

setting angle equal to +16.5○, the radial gap varied from 1.04 to 1.18, while for that hav-

ing a vane setting angle equal to +12.5○, the vanes leading edge radius varied from 1.06

to 1.18 times the impeller outlet radius. The compressor map showed higher total pres-

sure ratio and efficiency with smaller radial gaps. In the latter cases, the impeller showed

slightly higher work input and its efficiency hardly changed, while the flow field at the

diffuser outlet seemed to be more uniform. The authors explained this phenomenon being

a consequence of the unloading of the diffuser vane pressure side, which is usually highly

loaded. Due to lower Mach numbers at the diffuser outlet with smaller radius ratios, the

total pressure loss in the collector was smaller as well. Thus, the authors concluded that

small radial gaps should be usually recommended, when a wide operating range was not

a priority.

Other researchers [118, 227] presented investigations varying the inlet radius ratio, but

it seems that the corresponding recommendations to find the optimum radial gap do not

exist yet, despite the numerous works about this topic. Particularly, this could be due to

the large number of contradicting parameters influenced by the inlet radius ratio. For ex-

ample, although the Mach number at the vanes leading edge decreases if the radial gap is

extended, the flow path in the vaneless space is significantly longer. This allows then for a

further growth of the boundary layer thickness, which thereby increases the throat block-

age and in turns decrements the performance of the downstream vaned passages. It is thus

even more difficult to attribute the found effects to single causes. A variation of the radial

gap has a high practical relevance as well, because it is a design parameter which affects

pressure ratio, efficiency, operating range, mechanical loading, noise emissions, and size

of a centrifugal compressor.
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5.5.9 Throat blockage

In case of an impeller followed by a vaned diffuser, it is the latter which determines

the operating range of the centrifugal compressor stage. In the choking condition, since

a vaned diffuser is typically designed with a throat area smaller than that of the impeller,

the diffuser throat area will determine the maximum mass flow rate. Particularly, the flow

decrease at higher mass flow rates results from the formation of an aerodynamic throat

area, known as the throat blockage, due to the boundary layer development. Blockage is

then considered in connection with the mass flow capacity of the vaned diffuser throat, but

it affects the diffuser pressure rise as well.

Studies of 2D channel diffusers have shown the influence of inlet blockage on the max-

imum achievable pressure rise. Runstadler and Dean [223] and Runstadler et al. [225]

showed the dependence of the maximum pressure rise coefficient for a two-dimensional

diffuser on the aspect ratio (AS, defined as the vane height-to-throat width ratio) and throat

blockage. Their work was conducted for a throat Mach number equal to one. The authors

found out that the AS was a relevant variable and that the maximum pressure recovery

coefficienct was achieved for values of AS close to unity. However, the dominant flow

variable which most influenced the maximum pressure rise was the blockage, whose in-

crease caused a rapid drop in the pressure rise.

Kenny [149] showed results about the effectiveness of cambered vane and pipe dif-

fusers. He showed that the effectiveness was around 80% for very small throat blockage,

but dramatically dropped to 55% at the maximum blockage equal to 0.2.

Throat blockage is thus crucial in evaluating the diffuser pressure rise. It is desirable

to keep it low and if the pressure rise between the impeller outlet and the diffuser throat is

large, the throat blockage will be large as well and will then lead to a small pressure rise in

the vaned passage downstream of the throat. This conclusion was drawn by Dean [55] and

successively confirmed by Rodgers [217], who performed a very wide range of tests and

claimed that nearly 3/4 of the static pressure rise occured upstream of the throat. Rodgers

also found a strong influence of the blockage on the pressure rise. Similar conclusions

were shown by Japikse [132] at high speeds. The small pressure rise downstream of the

diffuser throat was due to the high velocity as a consequence of the blockage increase.

5.5.10 Incidence angle

The incidence angle at the diffuser vane leading edge is another significant parameter

which influences the operating range of a centrifugal compressor equipped with a vaned

diffuser. The diffuser vane incidence angle is defined as

i3 = α3v − α3, (5.12)

where α3v is the vane angle and α3 is the flow angle. Both angles are measured from the

tangential direction.

At constant rotational speed, as the mass flow rate is reduced from the design value,

the meridional velocity decreases accordingly while the tangential velocity will increase.

As a consequence, the flow angle at the vane leading edge is inclined at a larger value
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Figure 5.11: Variation of incidence angle with varying mass flow rate, at the vane leading edge of

a vaned diffuser. Athr is the throat area; Ad is the flow passage area at design point; Al is the flow

passage area at a mass flow rate lower than design; Ah is the flow passage area at a mass flow rate

higher than design.

from the radial direction. The reduction in mass flow rate is thus perceived by the diffuser

vane as a positive incidence. At low flow rates, the throat area will then increase, causing

flow deceleration and thereby an increase in the static pressure rise in the vaneless space

upstream of the throat (Fig. 5.11). The diffuser vanes stall may eventually be the ultimate

consequence of such phenomena. Conversely, a mass flow rate larger than the design one

causes the meridional velocity to increase and forces the flow into a more radial direction.

A negative incidence angle is thus seen by the diffuser vane. At the same time, the throat

area will decrease, causing a flow acceleration and a significant reduction in pressure re-

covery. This will eventually lead to the compressor stage choking. Furthermore, at high

flow rates the boundary layer will tend to be thin because the flow is generally acceler-

ating, and as the flow rate is reduced the boundary layer thickness will increase and the

performance of the diffuser will be reduced.

Dean [54] studied the impact of the vane incidence angle on the flow range and ob-

served that it could be changed by several degrees without visible effects on the perfor-

mance of high pressure ratio machines.

Rodgers [217] carried out experiments on a single-stage centrifugal compressor equip-

ped with channel diffusers and showed fairly small variations in performance when the

vane angle at the leading edge changed up to +5○.

Sorokes and Welch [246, 247] investigated the effect of the setting angle in LSVDs

with a solidity equal to 0.7. The setting angle was varied to give an incidence angle in

the range ±10○. With a large setting angle, high incidence occurred at high flow rates and

consequently the efficiency was poor in the choking condition. At low flow rates, the effi-

ciency exceeded that of a vaneless diffuser and the surge margin was reduced.

Hohlweg et al. [112] tested a CVD and three LSVDs downstream of a high-speed air

compressor and a low-speed nitrogen compressor. The solidity of the LSVDs was kept

constant but the incidence angle varied. The authors found out that for the high-speed

compressor the LSVD with the highest negative incidence (−4.1○) had the best overall

performance and its flow range exceeded by 30% that of the CVD. On the contrary, the
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LSVD with the highest positive incidence (+0.3○) had significantly lower efficiency and

stability than the CVD. The best efficiency was obtained with an incidence angle equal to

−1.9○, but it was lower than the efficiency of the CVD. The authors concluded that even

higher negative incidence angles could improve the LSVD stability, at the expenses of a

decline in efficiency, while positive incidence angles was not a good choice when design-

ing LSVDs.

By studying previous works [30, 102, 106, 112, 232, 246, 247], Engeda [77] concluded

that the flow range tended to increase as the incidence angle became more negative, up to a

certain value, showing then that there was an optimum incidence angle at which the high-

est flow range could be achieved. He also noticed that there was a trend of peak efficiency

at an incidence angle around −2○.

The same value of incidence angle was also used by Turunen-Saaresti [262], who per-

formed a numerical study on five different LSVDs coupled with a high-speed centrifugal

impeller. Flat plate vanes, vanes with circular arc camberline but constant thickness distri-

bution, and vanes with circular arc camberline and NACA 65-Series thickness distribution

were modelled. Generally, the LSVDs achieved good performance over a wide range of

incidence angles, and only very high negative or positive incidence angles deteriorated the

efficiency.

Other values of incidence angles were applied as well in the design and analysis of

vaned diffuser. Stahlecker and Gyarmathy [250] performed laser Doppler velocimetry

measurements on a single stage high subsonic centrifugal compressor with a vaned dif-

fuser having 24 circular arc vanes, placed such that the incidence was zero.

Justen et al. [148] carried out unsteady pressure measurements on a highly loaded

centrifugal compressor impeller followed by a diffuser with 23 wedge vanes. The investi-

gations were performed at three different operating speeds and two values of radius ratios

were employed, both combined with two setting angles equal to +14.5○ and +16.5○ from

the tangential direction.

The setting angle was further decreased to +12.5○ by Ziegler et al. [285, 286], who

performed laser-2-focus velocimeter measurements on the same experimental set-up used

by Justen et al. to study the impeller-diffuser interaction as function of the radial gap be-

tween the impeller outlet and the diffuser vanes leading edge.

Boyce [27] claimed that the diffuser vanes should be set at an incidence angle equal to

−4○, in order to accomodate the variation in flow angle along the vanes leading edge.

Jaatinen et al. [131] studied experimentally three vaned diffusers having a very large

negative incidence (−8○) at the design condition and concluded that designing vaned dif-

fusers with such high negative values at the design point improved the performance at low

mass flow rates, without deteriorating the performance at the design condition, compared

to a vaneless diffuser.

5.6 Summary

There are many geometric and flow parameters to be considered for vaned diffusers

design, irrespective of the family to which they belong to. Some of them (e.g., 2θ, LWR,
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AR, and throat blockage) are however more closely related to the design of 2D straight

channel diffusers. At the same time, there is no definitive indication about which vaned

diffuser type delivers the best performance, while it is clear that the profiled category has

indeed the advantage of a smaller diffuser outlet diameter.

Other parameters (e.g., the diffuser height and, more generally, the shape of the merid-

ional channel) are relevant in determining the thermodynamic state of the flow along the

diffuser, therefore the nature and stability of the profile and end-walls boundary layers.

However, there is a lack of information in the literature about the influence of the diffuser

height on the diffuser performance.

Furthermore, the shape of the profile does not seem to influence the diffuser efficiency

in a very significant way, even if the use of proper aerodynamic airfoils has proven to be

effective in reducing the losses. On the other hand, as far as the pressure recovery is con-

cerned, the influence of the shape is more evident according to the actual lift coefficient of

the profile. Moreover, a different profile geometry can significantly influence the behavior

of the centrifugal compressor stage at off-design conditions.

Experimental results show that vaned diffusers having a long chord exhibit a higher

peak efficiency and pressure recovery, despite their large volutes. The length of the chord

also highly influences the compressor operating range, since it can be related to the ap-

pearance of a throat in the separated flow field at partial loads.

The occurrence of a throat is also controlled by the diffuser vane number, so that the

operating range is reduced when the solidity is high and increased, especially toward the

choking condition, when LSVDs are employed. Further on, the vane number has a direct

influence on the compressor stage size and efficiency, although it is worth noting that its

reduction does not have a significant impact on the peak efficiency until the vane number

goes below a certain minimum value.

The length of the radial vaneless gap between the impeller outlet and the diffuser vanes

leading edge is relevant in determining the size of the diffuser throat at off-design condi-

tions, and thus the size of the compressor stage, in reducing the vibrations and noise due

to the impeller-diffuser interaction, and in reducing the Mach number at the vanes leading

edge. However, on the one hand, experimental results show negligible variations in peak

efficiency among configurations having different gaps. On the other hand, contradicting

results have been found about the relationship between the inlet radius ratio and the dif-

fuser efficiency. Therefore, it seems that the corresponding recommendations to find the

optimum radial gap do not exist yet, despite the numerous works about this topic.

Furthermore, the diffuser vanes incidence angle can influence the position of the op-

timal operating condition, and can thus determine the optimal mass flow rate, pressure

recovery, and efficiency. As a consequence, isolating the influence of this parameter from

all the others might not be an easy task, especially because a change in it can affect the

status of the flow passing through the compressor stage. However, the optimal matching

between an impeller and a vaned diffuser is achieved only with a specific value of inci-

dence angle, departing from which might lead to a dramatic reduction of the compressor

stage performance.

In conclusion, in view of the vaned diffusers optimization which will be discussed in

Chap. 6, the relative position of the diffuser vanes between the inlet and outlet, their incli-
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nation with respect to the radial direction at the leading and trailing edges, and the vane

number has been selected as the variables for vaned diffusers design. The vane profile

has been kept constant and consists of a circular arc camberline with constant thickness

distribution.





In this chapter, the optimization of vaned diffusers has been performed by coupling

a genetic algorithm firstly to a in-house computational fluid dynamics code which

solves the two-dimensional Euler equations, and secondly to a commercial code which

solves the three-dimensional Reynolds averaged Navier-Stokes equations. In the latter

case, a metamodel has been used to reduce the computational costs. The position of

the vanes between the diffuser inlet and outlet, their inclination with respect to the

radial direction at the leading and trailing edges, the diffuser vane number, and the

diffuser outlet radius have been selected as design variables. The maximization of the

static pressure recovery and the minimization of the total pressure losses have been

chosen as objective functions.

Excerpts of this chapter appeared in:

Olivero M., Pasquale D., Ghidoni A., and Rebay S., 2012. “Three-Dimensional Turbulent Optimization

of Vaned Diffusers for Centrifugal Compressors Based on Metamodel-Assisted Genetic Algorithms,” sub-

mitted for publication to Optim. Eng.

Olivero M., Pasquale D., Ghidoni A., Pecnik R., Rebay S., and van Buijtenen J. P., 2011, “Aerodynamic

Shape Optimization of a Vaned Diffuser for a Micro Turbine Centrifugal Compressor,” Proc. 2011 Interna-

tional Conference on Evolutionary and Deterministic Methods for Design, Optimization and Control with

Applications to Industrial and Societal Problems.

“It is not the strongest of the species that survives, nor themost intelligent
that survives. It is the one that is the most adaptable to change.”

Charles Darwin.

6
Vaned diffusers optimization
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6.1 Introduction

Vaned diffusers (VDs) design usually relies on experimental data and on the engineer’s

experience. These aspects however represent a limit when a VD has to be employed in

small-size centrifugal compressors, since a solid design procedure has not been developed

yet. Recently, the coupling of computational fluid dynamics (CFD) codes with optimiza-

tion techniques has however gained interest in turbomachinery, and proved to be helpful

to overcome the weakness of designing a VD on the basis of empirical correlations. Nev-

ertheless, not many studies on this topic can be found in the literature.

Benini and Tourlidakis [23] performed a three-dimensional (3D) design optimiza-

tion of VDs for centrifugal compressors, by coupling a multi-objective genetic algorithm

(MOGA) with a commercial CFD code. The authors ignored the impeller-diffuser in-

teraction in their study, and assumed uniform flow conditions at the diffuser inlet. They

evaluated the effectiveness of the optimization method by comparing the efficiency and

pressure recovery of an existing VD with those of optimized diffusers.

Micheli et al. [183] redesigned the VD of a centrifugal compressor through a CFD code

coupled firstly to a MOGA, and secondly to a non-linear Nelder-Mead Simplex method.

In the former case, the diffuser static pressure recovery coefficient and the total-to-total

isentropic efficiency were optimized, wherelse in the latter case only the static pressure

recovery coefficient was used as objective function. The optimization has been carried out

at the compressor design point, and yielded one optimized geometry having better pres-

sure recovery, and another with higher efficiency.

Benini and Toffolo [22] presented the constrained optimization of a diffuser apparatus,

consisting of radial and deswirl cascades. The optimization has been performed through

a MOGA interfaced to a parametric code for the geometries generation, and to a CFD

code for evaluating the candidates. The maximum pressure rise has been achieved with

the lower stagger angle of the radial profile, while the total pressure losses have been min-

imized with the lower camber of the deswirl profile.

Wang et al. [271] performed the optimization of VDs for high-speed centrifugal com-

pressors by means of a 3D CFD turbulent flow analysis, a genetic algorithm, and a Kriging

surrogate model, which substituted the time-consuming numerical computations and ac-

celerated the optimization procedure. The objective was the largest decrement of the total

pressure losses, while maintaining the static pressure recovery. For the given operating

condition, the total pressure losses were reduced by 5.5%, while the static pressure recov-

ery was increased by 2.6%.

Xi et al. [282] carried out the design optimization of the VD for a 100-kW micro tur-

bine centrifugal compressor. A forward-loadeddiffuser and a conventional airfoil one have

been redesigned by means of 3D CFD calculations and a surrogate model, which consider-

ably accelerated the optimization process. The optimization aimed at the maximum stage

total-to-static isentropic efficiency. The CFD predictions showed that the latter was im-

proved at design and off-design conditions.

Kim et al. [152] optimized both the impeller and diffuser of a centrifugal compressor

by means of the response surface method. Higher total pressure ratio, pressure recovery,

and efficiency were obtained with respect to the original design, since the total pressure
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losses decreased dramatically.

In this chapter, at first a preliminary VD has been designed on the basis of a classi-

cal procedure and empirical correlations found in the literature. Subsequently, in order to

optimize the VD and to further increase its performance, an optimization strategy in com-

bination with a CFD tool has been built into an optimization environment which includes

several algorithms, design of experiments (DOE) techniques, and metamodels [116].

Firstly, a single-objective optimization problem has been solved by coupling an opti-

mization method to an in-house CFD code [49] which solves the two-dimensional (2D)

Euler equations, over a domain which includes the vaned diffuser only.

Secondly, a multi-objective optimization problem has been solved by coupling the

same optimizationmethod to a commercial CFD package [9] which solves the 3D Reynolds

averaged Navier-Stokes (RANS) equations, over a domain which includes both the im-

peller and the vaned diffuser. In this case, a metamodel has been utilized to speed up the

optimization procedure by reducing the computational costs. Furthermore, the 3D multi-

objective optimization has been performed with two different centrifugal impellers (i.e.,

the current impeller and a larger one).

Before presenting and discussing the results of the 2D and 3D optimizations, an o-

verview of the general optimization problem is given, followed by the description of the

optimization techniques adopted in this dissertation.

6.2 General statement of the optimization problem

An optimization problem can be mathematically formulated as

minimize f(x), (6.1)

subject to gj(x) ≤ 0 j = 1 . . . l, (6.2)

hk(x) = 0 k = 1 . . .m, (6.3)

xp,min(x) ≤ xp ≤ xp,max(x) p = 1 . . .n, (6.4)

where x =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
x1
x2
⋮

xn

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
. (6.5)

The vector x contains the n design variables (i.e., the parameters that can vary during the

design process) and is thus named the design vector. The objective function is f(x) and

represents the criterion chosen for comparing the different designs and for selecting the

best one. Equations gj(x) and hk(x) are the inequality and equality constraints, respec-

tively. Inequality constraints (Eq. 6.2) represent certain specified functional and/or other

requirements that have to be fulfilled, wherelse equality constraints (Eq. 6.3) indicate re-

lationships between the design variables that can be used to reduce their number. A good

choice of the design variables can however eliminate hk(x). Equation 6.4 represents the

range within which the design variables are defined.
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The problem stated in Eqs. from 6.1 to 6.5 is called a constrained optimization prob-

lem. However, some optimization problems do not involve any constraints and can be

stated as

minimize f(x), (6.6)

xp,min(x) ≤ xp ≤ xp,max(x) p = 1 . . .n, (6.7)

where x =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
x1
x2
⋮

xn

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
. (6.8)

The abovementioned problem represents a single-objective optimization formulation,

because it considers the minimization of one objective function only, thus only one de-

sign vector x minimizes the latter. However, some applications requires the simultaneous

minimization of several objective functions fi(x), leading to a so-called multi-objective

optimization problem

minimize fi(x) i = 1 . . . r, (6.9)

subject to gj(x) ≤ 0 j = 1 . . . l, (6.10)

hk(x) = 0 k = 1 . . .m, (6.11)

xp,min(x) ≤ xp ≤ xp,max(x) p = 1 . . .n, (6.12)

where x =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
x1
x2
⋮

xn

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
. (6.13)

In this case, conflicting objective functions might exist, such that none of the feasible

solutions allows the simultaneous minimization of all of them. Therefore, the solution

to the problem is a family of design variables known as the Pareto front. An example of

the Pareto front for two objectives f1 and f2, which both have to be minimized, is given

in Fig. 6.1. Each solution which belongs to the front is optimal in that the first objective

cannot be improved without leading to a decrement of the second one. In particular, design

D1 is dominated by design D2 since the values of both its objectives are higher than those

of D2. However, design D3 is not dominated by design D2, and vice versa, because an

improvement of f1, by going from design D2 to design D3, will lead to a deterioration of

f2. If no other design can be found to improve both objectives, designs D2 and D3 belong

to the Pareto front.

A simple way to handle this problem is to convert a multi-objective function into a

single-objective one by considering a “pseudo-objective function” f̃ (x) as the weighted

sum of each individual objective

f̃(x) = n

∑
i=1

wi fi(x), (6.14)
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D2

Pareto Front

Design

Figure 6.1: An example of the Pareto front in the case of the minimization of two objective functions

f1 and f2. Design D1 is dominated by designs D2 and D3, which are thus Pareto optimal solutions.

where wi ≥ 0 are the weighting coefficients representing the relative importance of the i-th
objective function fi(x). It is usually assumed that the sum of all the coefficients has to

be equal to 1 [43, 160]. The main difficulty with this approach is however the selection

of the weights, since the solution can vary significantly as they change, and since very

little is usually known about how to choose them. In any case, solving a problem with

the objective function given by Eq. 6.14 will yield to a single solution for a given weight

vector w = {w1,w2, . . . ,wn}, such that if multiple solutions are desired, the problem must

be solved multiple times with different weight combinations.

This concept is illustrated in Fig. 6.2a in the case of the minimization of two objec-

tive functions f1 and f2. By fixing the weights w1 and w2, all the designs that yield the

same value of the objective function f̃ (x) = w1 f1 +w2 f2 = const lie on the same straight

line. Since during the optimization process f̃(x) has to decrease, in the limiting case the

straight line will be tangent to the Pareto front, such that only one optimal design can be

found. Figure 6.2b shows the influence of different weights. By changing the weighting

coefficients wi of the objective function f̃(x), different Pareto optimal solutions can be

found.

6.3 Optimization problems and solution techniques

According to Rao [210], optimization problems can be classified on the basis of the

existence/absence of constraints, the number of objective functions to be optimized, the

nature of the design variables involved, the physical structure of the problem considered,

the nature of the expressions used for the objective functions and constraints, the values

allowed for the design variables, and the separability of the objective and constraint func-

tions. For a detailed analysis of the different categories, the reader is directed to the work
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f1

f2

Optimum

Pareto Front

(a) Only one optimal design is found if w1 and w2

are fixed.

f1

f2

Pareto Front

Pareto Optima

(b) Influence of different weighting coefficients wi on

the optimal solutions.

Figure 6.2: Conversion of a multi-objective optimization problem (i.e., two objective functions f1
and f2 to be minimized) into a single-objective optimization problem.

of Rao [210].

Various optimization techniques are available to find the solution of the different op-

timization problems listed above. A thorough description of such strategies has been pro-

vided by Rao [210], while only a brief overview will be given here.

Generally, optimization methods can be either local or global. In the former case, the

starting point is a known configuration, whose design variables are perturbed in such a

way that the direction followed leads to a performance improvement, thanks to knowl-

edge available beforehand. In the latter case, a set of several designs are simultaneously

compared to each other, combined, and altered to obtain a new set of designs whose per-

formance is optimized.

Another well-known distinction classifies the optimization techniques into stochastic

and deterministic methods. In a stochastic (or probabilistic or non-deterministic)optimiza-

tion problem, the design variables are randomly created and used, wherelse a deterministic

(or analitical) method does not involve any randomness in the solution of the optimiza-

tion problem. Stochastic methods have the ability to work with noisy objective functions

with no assumptions on continuity, existence of derivatives, and unimodality. They al-

low as well for a direct implementation of constraints and multiple objectives, but need

a vast number of evaluations to obtain the optimum, even for a small number of design

variables. Deterministic methods require some gradient information about the objective

function, which increases the computational costs. Further on, they require continuous

objective functions, have worse performance in a noisy environment, and are prone to lo-

cal minima entrapment.

Classical optimization strategies (e.g., non-linear, linear, geometric, quadratic, inte-
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ger, and dynamic programming [210]), which are useful in finding the optimum solution

of continuous and differentiable functions, are local, deterministic methods. These meth-

ods are analytical techniques that make use of differential calculus in locating the optimum

points, which are then sought by proceeding in an iterative manner from an initial solution.

On the other hand, in recent years some optimization methods that are conceptually

different from the traditional mathematical programming techniques have been developed.

They are generally global, stochastic strategies, as they require only the objectives func-

tions to be evaluated, and not the derivatives to be calculated. These methods are labeled

as modern or non-traditional optimization methods, and are based on certain character-

istics and behavior of biological, molecular, swarm of insects, and neurobiological sys-

tems. Some of them are simulated annealing, evolutionary algorithms, particle swarm op-

timization, ant colony optimization, fuzzy optimization, and neural-network-based meth-

ods [210].

6.4 Evolutionary algorithms

Optimization problems are often characterized by mixed continuous-discrete variables

and discontinuous and non-convex design spaces. Applying standard non-linear program-

ming techniques in these cases would be inefficient and computationally expensive and,

in most cases, a relative optimum that is close to the starting point would be found. Evo-

lutionary algorithms (EAs) are well suited for solving such problems, since they can find

the global optimum solution with a high probability.

Although EAs were firstly presented in a systematic fashion by Holland [113], the ba-

sic ideas of analysis and design based on the concepts of biological evolution can be found

in the work of Rechenberg [211, 212]. Philosophically, EAs are based on Darwin’s the-

ory of evolution, whereby populations of individuals evolve over a search space and adapt

to the environment by the use of different mechanisms such as mutation, cross-over, and

selection. Individuals with a higher fitness have more chance to survive and/or get repro-

duced.

EAs differ from previous methods since

• A population of design vectors called individuals is used to start the procedure,

instead of a single design point. EAs are therefore less likely to local minima en-

trapment.

• The derivatives are not used in the search procedure, because EAs only evaluate the

objective functions.

• The search method is naturally applicable for solving both discrete and integer pro-

gramming problems, as well as for cases with continuous design variables.

• The objective function value corresponding to a design vector plays the role of fit-

ness in natural genetics.
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• In every new generation, a new set of individuals is produced by using random par-

ents selection and cross-over from the parents. Although randomized, EAs are not

simple random search techniques, but efficiently explore the new combinations with

the available knowledge.

The two most popular evolutionary techniques are genetic algorithms (GAs) and dif-

ferential evolution. The former is illustrated in the following section, because it has been

used in this work.

6.4.1 Genetic algorithms

Genetic algorithms [15, 97] are global optimization algorithms based on the mecha-

nisms of natural selection and use the “survival-of-the-fittest” concept to obtain the op-

timum. GAs are widely used in turbomachinery optimization and show a very attractive

potential in seeking for the global optimum solution in very broad design spaces, without

the risk of being trapped in the vicinity of local solutions. Furthermore, they are robust,

flexible, and easy to implement because they only require the evaluation of the objective

functions for a given set of design variables.

The solution of an optimization problem by GAs starts with a population consisting of

a fixed number of individuals (i.e, the design vectors), each one represented by a string of

binary (or floating) numbers, analogously to the chromosomes of living creatures.

Each design vector is then evaluated to find its fitness value and the population is sub-

sequently “perturbed” by three operators (i.e., reproduction, cross-over, and mutation) to

produce a new population of design vectors. The new population is further evaluated to

find the fitness values and tested for the convergenceof the process. One cycle of reproduc-

tion, cross-over, and mutation, followed by the evaluation of the fitness values, is known

as a generation. If the convergence criterion is not satisfied, a new population is iteratively

created by means of the three operators and evaluated for the fitness values. The procedure

is continued through several generations until the convergence criterion is satisfied and the

process is terminated. The details of the three operations of GAs are given below, while

Fig. 6.3 shows a flow-chart of the working principles of a standard GA, where t denotes

the number of generations.

Reproduction The reproduction operator, also called the selection operator, is the first

to be applied in a GA and selects good strings of the population, based on a probabilistic

procedure, to insert their multiple copies in the mating pool. In a commonly used repro-

duction operator, a string is selected from the mating pool with a probability proportional

to its fitness.

The implementationof the selection process can be understoodby imagining a roulette-

wheel with its circumference divided into segments, one for each string of the population,

with the segment lengths proportional to the fitness of the strings. By spinning the roulette

wheel n times (n being the population size) and selecting, each time, the string chosen by

the roulette-wheel pointer, a mating pool of size n is obtained. Since the segments of the

circumference of the wheel are marked according to the fitness of the various strings of
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Figure 6.3: The flow-chart of the working principles of a standard genetic algorithm, where t denotes

the number of generations.

the original population, strings with a higher fitness value will be selected more frequently

to be copied into the mating pool, thus strings with high fitness values in the population,

probabilistically, get more copies in the mating pool. Note that no new strings are formed

in the reproduction stage, but only the existing strings in the population get copied to the

mating pool. The reproduction stage ensures that highly fit individuals live and reproduce,

wherelse less fit individuals die. GAs indeed simulate the principle of survival-of-the-

fittest as encountered in nature. Although this algorithm seems to be elaborate, in some

cases it is affected by slow convergence to the optimum [150]. In addition, the population

of the roulette-wheel selection will be less diverse due to the more elitist selection.

Tournament and ranking [15, 98] are other selection techniques implemented into EAs.

In the tournament selection, s individuals are chosen randomly from the population and

the best among them is selected as the first parent. The second parent is selected in the

same way. The parameter s is called the tournament size and the larger it is, the more

elitist the selection will be, while low values allow less fit parents to be selected, resulting

in a more diverse population. Binary tournaments, for which s = 2, are the most common.

Note that the entire optimization strategy rests only on retaining the best out of two ran-

domly selected individuals. Although this is a very simple selection rule, it has proven to

be very effective. Ranking assigns selection probabilities solely based on the individuals

rank, ignoring the absolute fitness values.

Cross-over After reproduction, the cross-over operator is implemented to create new

strings by exchanging information among strings of the mating pool. Many cross-over

operators have been used in the literature, but in most cases two individual strings are

randomly selected from the mating pool previously generated and some of their portions

are exchanged between the strings. In the commonly used process, known as a single-point

cross-over operator, a cross-over site is randomly selected along the string length and the
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binary digits lying on the right-hand side of the cross-over site are swapped between the

two strings. The two selected strings are known as parent strings, and the generated strings

are known as child strings.

Since the cross-over operator combines substrings from parent strings having good

fitness values, the created child strings are expected to have better fitness values, if an

appropriate cross-over site is selected. However, the appropriate cross-over site is not

known a priori, but randomly chosen, such that the child strings may or may not be as

good as (or better than) their parent strings in terms of their fitness values. Therefore, the

effect of cross-over may be useful or detrimental, so it is desirable not to use all the strings

of the mating pool in cross-over, but to preserve some of the good strings of the mating

pool as part of the population in the next generation. In practice, a cross-over probability

is used in selecting the parents for cross-over. In most GAs, a probability around 0.7-0.9

is given to the cross-over operation [268], in order to have a small chance to the parents to

move into the new generation without reproducing.

Mutation The cross-over is the main operator by which new strings with better fitness

values are created for the new generations, while the mutation operator changes the binary

digit 1 to 0, and vice versa, with a specific small mutation probability pm. Typical values

for the mutation probability can be around 0.001-0.008 [268]. Several methods can be

used for implementing the mutation operator. In the single-point mutation, a mutation site

is randomly selected along the string length and the binary digit at that site is then changed

from 1 to 0 or 0 to 1 with probability pm. In the bit-wise mutation, each bit (binary digit)

in the string is considered one at a time in sequence and the digit is changed from 1 to 0

or 0 to 1 with a probability pm.

During the evolutionary process, it is possible that the best individual is lost by mu-

tation or cross-over. To prevent this loss of valuable information for the evolution, most

genetic algorithms use the elitism strategy. In case the best individual of the new gener-

ation is worse than that of the previous generation, the latter one will replace a randomly

selected individual of the new generation. In this way, the best individual prevails or can

be replaced by a better one.

6.4.2 Metamodels

Due to the population-based approach, GAs require hundreds or thousands evaluations

during the optimization process. This number can increase even more depending on the

complexity of the optimization problem, such that the use of GAs may become unrealistic

if the evaluations are computationally expensive, like in the case of CFD simulations.

In order to reduce the computational costs due to the fluid dynamics computations,

metamodels can be used to assist the GAs during the optimization process without alter-

ing the quality of the final result [96]. A metamodel performs the same task of the CFD

tool with a very low computational cost, has no relation with the physical phenomena in-

volved in the real problem, and bases its knowledge on a database. A set of wisely chosen

designs are mainly analyzed by means of the CFD computations, so that a series of input/
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output relations is generated. The parameters of the metamodels are then tuned in order

to maximize the accuracy of those set of samples, and the model becomes able to make

predictions also for other individuals. However, it can be very inaccurate especially in re-

gions of the design space which are far from the designs that have been already analyzed.

As a consequence, how the optimization algorithm deals with the inaccuracy of the model

is the most crucial aspect of the implementation of the metamodel into the optimization

system.

Many metamodels exist, such as artificial neural networks, radial basis functions, re-

sponse surface methods, and Kriging methods, but in this work the latter have been used,

because of their ability to generate accurate global approximations of a design space [226].

These metamodels are extremely flexible thanks to the wide range of spatial correlation

functions that can be chosen to obtain the approximation, such that Kriging models can

approximate linear and non-linear functions equally well. Furthemore, Kriging models

can either “honor the data”, by providing an exact interpolation of the data, or “smooth the

data”, in the presence of numerical noise [50]. Another advantage of Kriging metamodels

is that the error of an estimated value can be obtained as a by-product of the prediction of

the objective functions [170, 268].

The theory behind Kriging models was developed by Matheron [177] on the basis of

the work of Krige [163, 164], a South-African mining engineer who developed a method

to elaborate maps of mineral concentrations from scattered samples. A few years later,

Kriging models were introduced in the field of statistics to include the correlations that

existed between the residuals of a linear estimator [99]. Therefore, many references are

available about the use of Kriging techniques in geostatistics [100, 147] and in spatial

statistics [50, 215, 253], providing many details on the development and use of such mod-

els in these disciplines. More recently, Kriging metamodels became of interest for accel-

erating optimization processes [3, 93, 141, 170, 176, 236–238, 249].

The mathematical formulation of a Kriging model is given as

y(x) = p(x)+Z(x), (6.15)

where y(x) is the unknown function of interest, p(x) is a known polinomial function, and

Z(x) is the realization of a Gaussian random process with zero-mean, variance σ2, and

non-zero covariance [226, 239]. The vector x = (x1,x2, . . . ,xns
) represents the set of the

ns sample points.

The function p(x) is a polinomial regression function which provides a “global” ap-

proximation of the design space. The regression function can be assumed either constant,

linear, or quadratic. Although many authors [141, 226, 239] chose a constant value for

p(x), a quadratic regression function has been adopted in this work, since it is more ac-

curate than the other two, on the basis of several error metrics. The regression function is

defined as

p(x) = ∑
i

aiix
2
i +∑

i, j

aijxixj +∑
i

aixi, (6.16)

where aii, aij, and ai are the coefficients of the polinomials, determined through least-

square regression. The latter minimizes the sum of the squares of the deviations between
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the predicted values and the actual ones. The coefficients can be found by means of

A = [X′X]−1X′y, (6.17)

where X is the design matrix of the sample data points, X′ is its transpose, and y is a

column vector that contains the values of the response at each sample point.

The termZ(x) creates “localized” deviations, so that the Kriging model can interpolate

the ns sampled data points. The covariance matrix of Z(x) is given by

cov [Z (xi) ,Z (xj)] = σ2R, (6.18)

where R = [R(xi,xj)] is an ns×ns symmetric, positive definite matrix with ones along the

diagonal, and off-diagonal elements given by R(xi,xj), which is the correlation function

between any two sample points xi and xj. A variety of correlation functions exist [226],

but here the Gaussian correlation function has been used. It has the form

R(xi,xj) = n

∏
k=1

exp(−τk ∣xi
k − x

j

k∣2) , (6.19)

where n is the number of design variables, τk are the unknown correlation parameters used

to fit the model, and xi
k and xj

k are the k-th components of the sample points xi and xj. In

same cases, using a single correlation parameter yields to good results [226], but here a

different τk for each design variable has been utilized.

6.5 Geometry definition

A vane profile with a circular arc camberline [248] has been adopted for this optimiza-

tion work. The choice of such a simple geometry has been based on manufacturing and

economic reasons, which are fundamental when considering the very small dimensions

of the turbocharger centrifugal compressor investigated here. Furthermore, this configu-

ration can be considered as a first step in the design and optimization of VDs which will

later involve more complex vane profiles.

Figure 6.4 shows the geometry of the circular arc VD. The camberline is defined by

the radius of curvature (rc) and the chord length (c). The vane angles at the leading (α3v)
and trailing (α4v) edges are connected to each other by the vane turning angle (VTA).
The leading and trailing edges radii are r3 and r4, wherelse the diffuser inlet and outlet are

located at r2 and r5, respectively. The stagger angle is represented by θ. Furthermore, a

constant thickness distribution equal to 1 mm has been applied to the camberline in order

to define the pressure and suction sides, wherelse the vane profile is represented by the use

of two non-uniform rational B-spline (NURBS) curves. Although the camberline consists

of a circular arc, the NURBS approach has been utilized in view of future optimization

works involving airfoil-shaped diffuser vanes.

For the 2D optimization problem, the VD has to fit into the available vaneless space of

the current centrifugal compressor, between r2 = 19.5 mm and r5 = 33 mm. The chosen
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Figure 6.4: Details of the circular arc vaned diffuser. The camberline is defined by the radius of

curvature (rc) and the chord length (c). The vane angles at the leading (α3v) and trailing (α4v)
edges are connected to each other by the vane turning angle (VTA). The leading and trailing

edges radii are r3 and r4, respectively, while the diffuser inlet and outlet are located at r2 and r5,
respectively. The stagger angle θ is shown as well.

design variables are then the radius ratios at the diffuser vane leading (RR3 = r3/r2) and

trailing (RR4 = r4/r2) edges, the vane angle at the leading edge (α3v), the vane turning

angle, and the vane number (ZD).
For the 3D optimization problem, the radius ratio at the diffuser outlet (RR5 = r5/r2)

has been chosen as a sixth design variable, in order to minimize the friction losses that

can be generated in the vaneless space between the vanes leading edge and the outlet. The

decision is also supported by the fact that vaned diffusers are usually more compact than

vaneless diffusers, because the presence of the vanes provides further reduction in the tan-

gential velocity in comparison with vaneless designs.

Table 6.1 shows the ranges of variation for the design variables for both the 2D and 3D

optimization problems, while Table 6.2 lists the corresponding values of the preliminary

VD designs for the current (Dp,c) and larger (Dp,l) impellers. The works of Rodgers [217],

Inoue and Cumpsty [118], and Cumpsty [51] have been used to define RR3, while RR4

has been set according to a formula given by Aungier [13]. The latter reference has been

utilized as well to choose ZD, wherelse α3v and VTA have been specified following the

works of Engeda [77] and Eynon and Whitfield [85], respectively. The outlet radius ratio

RR5 corresponds to that of the vaneless diffuser.

6.6 Two-dimensional Euler single-objective optimization

The optimization method coupled to a 2D Euler solver aims to find a combination of

the diffuser design variables which assures, at the micro turbine design point (i.e., ṁ = 50

g/s and N = 240 krpm), the maximum static pressure recovery with the minimum amount
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Table 6.1: Range of definition of the design variables for the two- and three-dimensional optimiza-

tion problems. RR3 and RR4 are the radius ratios at the diffuser vane leading and trailing edges,

RR5 is the radius ratio at the diffuser outlet, α3v is the vane angle at the leading edge, VTA is the

vane turning angle, and ZD is the vane number.

RR3 RR4 RR5 α3v [○] VTA [○] ZD

Minimum 1.05 1.20 1.25 60.0 5 7

Maximum 1.15 1.67 1.95 80.0 20 21

Table 6.2: Design variables of the preliminary vaned diffuser for the current (Dp,c) and larger

(Dp,l) impellers. RR3 and RR4 are the radius ratios at the diffuser vane leading and trailing edges,

RR5 is the radius ratio at the diffuser outlet, α3v is the vane angle at the leading edge, VTA is the

vane turning angle, and ZD is the vane number.

RR3 RR4 RR5 α3v [○] VTA [○] ZD

Dp,c 1.10 1.62 1.69 72.5 10 13

Dp,l 1.15 1.67 1.69 74.5 10 13

of total pressure losses. Although Euler calculations have been performed, the total pres-

sure loss coefficient has been considered as well, to take into account the eventual presence

of shocks, which might occur in the present simulations, because of transonic Mach num-

bers.

The two objective functions CP (see Eq. 5.1) and K (see Eq. 5.2) cannot be simulta-

neously satisfied, since maximum static pressure rise will be achieved through high blade

loading on the diffuser vane profiles, resulting in higher total pressure losses, while mini-

mum total pressure losses will be obtained using the so-called low-solidity vaned diffusers,

which have lower friction losses and do not alter too much the flow direction.

Here, the optimization problem involving two conflicting objective functions has been

combined into the minimization of the following objective function

f(x) = w1(1 − CP) +w2K. (6.20)

In order to investigate to which extent the different weights would lead to different op-

timized geometries, three combinations of w1 and w2 have been chosen, such that the

following three objective functions have been minimized separately

ϕ1 = 0.5(1 −CP) + 0.5K, (6.21)

ϕ2 = 0.75(1 −CP) + 0.25K, (6.22)

ϕ3 = 0.25(1 −CP) + 0.75K. (6.23)
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(a) The grid in the whole domain. (b) A close-up view of the grid at

the vane leading edge.
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(c) The boundaries.

Figure 6.5: The grid and the boundaries of the computational domain for the two-dimensional Euler

single-objective optimization.

The optimization is driven by an implementation of the non-dominated sorting genetic

algorithm II developed by Deb et al. [57, 58]. A population of 20 individuals has been

chosen. According to van den Braembussche, the solution quality is maximum in the range

from 11 to 20 [266], while Rao stated that the population size should be usually taken in the

range from 2n to 4n [210], where n is the number of design variables. The GA computed

the evolution of the individuals over 65 generations to ensure the achievement of the global

optimum. The probabilities of cross-over and mutation have been specified equal to 0.8

and 0.01, respectively, while elitism has been used. The initial population of the GA,

which counts 200 individuals, has been generated by means of a random allocation.

6.6.1 Computational method

Grid generation

The grid generator consist of a fully automated 2D unstructured grid algorithm based

on the advancing-Delaunnay strategy [95]. The spacing is defined using a metric field,

which is computed on the boundaries analyzing their curvature. In the domain, the spacing

is controlled through a background grid, which is utilized to interpolate the boundaryvalue

of the metric at any other point of the domain to be discretized. This approach can lead

to the creation of discontinuities or large gradients in the metric definition, limited by the

use of a spring analogy based algorithm, which allows propagating and regularizing the

metric field. The computational domain grid of the preliminary vaned diffuser (Figs. 6.5a

and 6.5b) consists of about 7,200 triangular elements, and the same cell number has been

used in all the numerical simulations.

Numerical aspects and boundary conditions

The GA has been coupled to an in-house CFD code [49], which solves the 2D Euler

equations by means of a hybrid finite element/finite volume approach in which the finite
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Table 6.3: The objective function ( f(x)) and diffuser performance parameters (CP, K) of the

preliminary (Dp,c) and optimized (ϕ1, ϕ2, ϕ3) vaned diffusers computed for the two-dimensional

Euler single-objective optimization.

Dp,c ϕ1 ∆ [%] Dp,c ϕ2 ∆ [%] Dp,c ϕ3 ∆ [%]
f(x) 0.084 0.075 −11.4 0.115 0.091 −20.7 0.054 0.053 −3.3

CP 0.855 0.884 +3.4 0.855 0.891 +4.1 0.855 0.884 +3.3

K 0.024 0.034 +40.3 0.024 0.036 +47.3 0.024 0.031 +29.2

volume metric quantities are computed using the standard linear Lagrange polynomials

basis functions of the finite element method [229]. The spatial approximation of the Euler

flow equations is constructed by means of a high-resolution finite volume method suitable

for general unstructured and hybrid grids, while the first-order scheme is the well-known

Roe’s approximate Riemann solver [220]. This class of discretization schemes is partic-

ularly well suited for the computation of high Mach number flows. The in-house CFD

code adopts an implicit time integration scheme, which computes steady-state solutions in

a much more efficient way with respect to conventional explicit schemes.

The boundary conditions of the computational domain are shown in Fig. 6.5c. The

CFD simulations have been performed with uniform inlet flow conditions, obtained by

solving the 3D RANS equations across the current centrifugal impeller and the down-

stream vaneless diffuser [196]. At the inlet, total pressure (i.e., 359 kPa) and temperature

(i.e., 448 K) have been specified, while an absolute flow angle equal to 74.2○ has been set.

At the outlet, the static pressure has been constantly changed to achieve a mass flow rate

equal to 50 g/s. The symmetry condition has been applied on the vane wall. The solutions

advance in time until the L2-norm of the residuals is reduced to 10−8 times with respect to

the first iteration.

6.6.2 Results and discussion

In this section, the results of the three single-objective optimization problems are dis-

cussed. Firstly, the objective functions which are the solution to the three optimization

problems are analyzed. Secondly, the optimized vaned diffusers corresponding to the so-

lution to the three optimization problems are studied in depth.

The comparison between the single-objective functions calculated for the preliminary

and the optimized geometries is shown in Fig. 6.6 and in Table 6.3. The objective func-

tions values for the three optimized diffusers decreased by 11.4%, 20.7%, and 3.3% forϕ1,

ϕ2, and ϕ3, respectively. In all cases, CP is higher than that of the preliminary diffuser,

but K has increased as well.

Figure 6.7a shows the three objective functions for the 20 individuals of the popula-

tion, for each generation. In total, about 1,200 individuals have been analysed for each
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Figure 6.6: Objective function comparison between preliminary and optimized vaned diffusers for

the two-dimensional Euler single-objective optimization. From left to right, the objective functions

are ϕ1, ϕ2, and ϕ3, respectively.

objective function. In all cases, a higher dispersion of individuals can be seen during the

first generations. This indicates that the GA has searched through a wider space, but this

dispersion weakens as the generations pass by, although it is still noticeable for ϕ1, such

that a clear path towards the optimal solution is found. Further on, when CP and K are

given the same two weights (i.e., ϕ1), more time is needed for the GA to find the trend

towards the optimum. On the contrary, if one objective function dominates the other be-

cause of a higher weight, the population tends to the optimal solution at a faster pace.

Figure 6.7b illustrates the best individual of every generation, for each objective func-

tion. It is interesting to notice that, despite the larger dispersion of the values previously

seen, the best individual for ϕ1 has already been found at the second generation, while it

took more time for ϕ2 and ϕ3 (56 and 20 generations, respectively). At the same time, as

a consequence of what has been mentioned above, the figure shows that for ϕ2 and ϕ3 the

best individual of each generation is very close to the global minimum.

Figures from 6.7c to 6.7f illustrate the leading and trailing edge radius ratios and vane

angles computed for all the evaluations, for the three objective functions. The vane number

is not shown because the trend to the optimum value has been found very quickly for the

three objective functions. The spread of the ZD-values was thus visible only in the early

phases of the optimization cycle. The range within which the vane number varied was

however narrow (from 9 to 13 vanes), eventually because only integers were allowed, and

since the vane number could be less important if Euler calculations are performed. For

ϕ2 and ϕ3 the vast majority of the individuals had 13 vanes, while for ϕ1 the vane num-

ber was equal to 12 in most cases. For both radius ratios (Figs. 6.7c and 6.7d) and both

vane angles (Figs. 6.7e and 6.7f), the values are more dispersed at the very beginning of

the optimization cycle, and further tend to the optimum, while the individuals reproduce.

The tendency of RR3 and α3v is to go towards different values for ϕ1, ϕ2, and ϕ3, respec-

tively, although the path towards optimized values is easily noticed for the three objective

functions. In general, the design variables which represent the leading edge position and

inclination seem to be more important than the trailing edge position and inclination, since
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(b) Best computed individual of each generation.
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(c) Leading edge radius ratio.
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(d) Trailing edge radius ratio.
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(e) Leading edge vane angle.
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(f) Vane turning angle.

Figure 6.7: The objective function ( f(x)) and the design variables (RR3, RR4, α3v, VTA) com-

puted for the optimized vaned diffusers (ϕ1, ϕ2, ϕ3), for the two-dimensional Euler single-objective

optimization.
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Figure 6.8: CGeometry comparison between preliminary (Dp,c) and optimized (ϕ1, ϕ2, ϕ3) vaned

diffusers for the two-dimensional Euler single-objective optimization.

Table 6.4: Design variables of the preliminary (Dp,c) and optimized (ϕ1, ϕ2, ϕ3) vaned diffusers

computed for the two-dimensional Euler single-objective optimization. RR3 and RR4 are the radius

ratios at the diffuser vane leading and trailing edges, α3v is the vane angle at the leading edge, VTA
is the vane turning angle, and ZD is the vane number.

RR3 RR4 α3v [○] VTA [○] ZD

Dp,c 1.100 1.620 72.5 10 13

ϕ1 1.083 1.636 75.4 19 13

ϕ2 1.053 1.635 75.0 19 13

ϕ3 1.141 1.643 74.4 18 13

RR4 and VTA exhibit a trend to move towards similar values. Thus, the values of RR3

and α3v seem to be influenced more by the different weights used in the three objective

functions, whereas RR4 and VTA seem to be influenced to a lower extent by the different

wi. Furthermore, in the case of ϕ1, the design variables are further from the optima found

for ϕ2 and ϕ3. Particularly, the trend is to allow vanes which are closer to diffuser inlet,

in order to maximize the pressure recovery, and more aligned to the flow, in order to min-

imize the losses. At the trailing edge, on the other hand, the compromise between short or

long vanes is found to be satisfactory only after about 40 generation. Generally, it is how-

ever difficult to separate the contribution of each design variable to the objective function,

since the minimum value of the latter is given by a geometry which is a combination of all

the five parameters.

Figure 6.8 shows a graphical comparison between the preliminary (Dp,c) and opti-
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mized (ϕ1, ϕ2, ϕ3) vaned diffusers. The shorter vane in the case of ϕ3 and the leading

edge closer to the diffuser inlet for ϕ2 can be identified. A further comparison between

the design variables of the preliminary and optimized geometries is given in Table 6.4.

All the solutions have a blade number equal to 13, but differences are seen in the vane

angles and radius ratios. Particularly, the closer the vane leading edge to the diffuser inlet

is, the higher CP is, while K is reduced by moving the vane further from the inlet. At the

oulet, the optimized solutions have a more radial vane and similar vane angles. The same

behaviour can be noticed for the radius ratio, such that the position of the vane trailing

edge is almost the same in all cases. It also valuable to notice that for ϕ1 a solution with

13 vanes has been found, although the clear trend to move to 12 vanes mentioned before.

The combination of the design variables, and not each of them separately considered, is

therefore of utmost importance for the optimized solution.

Figure 6.9a shows the Mach number contours of the preliminary and optimized vaned

diffusers. The latter allow the velocity to decrease more steeply, i.e., closer to the lead-

ing edge. In other words, on the suction side the Mach number decreases to about 0.2 in

the first half of the vane, for the optimized cases, while the same value is reached further

downstream in the preliminary configuration. Close to the diffuser inlet, the highest ve-

locity can be seen for ϕ2, for which more importance was given to the pressure recovery,

which imposed the vane to be closer to the inlet. On the contrary, the lowest values are

obtained for ϕ3, which optimized the geometry with a higher weight for K, allowing the

vane to be further from the inlet. The wakes at the trailing edges could be caused by a too

coarse grid.

The area around the vane leading edge is magnified in Fig. 6.10. A shock normal to

the vane pressure side is visible for the preliminary design, for which the highest Mach

number reaches about 1.58. The Mach number drops below unity for ϕ1 and ϕ3, and it is

surprising that these two geometries have a similar velocity field on the suction side, de-

spite different weights given to the two objective functions. On the other hand, when CP
is given the highest priority (ϕ2), the Mach number is still supersonic and around 1.25,

due to the proximity of the leading edge to the diffuser inlet.

Figure 6.9b shows the static pressure contours of the preliminary and optimized vaned

diffusers. The static pressure has been normalized by the total pressure at CFD domain

inlet (p02 = 359 kPa). As one would expect based on the previous discussion, the opti-

mized configurations perform better in terms of static pressure rise. Their static pressure

fields are similar, but one difference can be highlighted by looking at the values close

to the leading edge. There, the highest values are reached for ϕ3, because of the longer

distance between the diffuser inlet and the vanes. Thus, although overall the best perfor-

mance in terms of pressure recovery is obtained in the case of ϕ2, which was given the

highest importance in that respect, locally at the leading edge the geometry generated for

ϕ3 performs better. Allowing the flow velocity to further decrease from the inlet to the

vane leading edge, by placing the latter further downstream, is then beneficial in terms of

local behaviour, but the overall performance might require the vane to be closer.
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Figure 6.9: Mach number and static pressure contours of the preliminary (Dp,c) and optimized

(ϕ1, ϕ2, ϕ3) vaned diffusers for the two-dimensional Euler single-objective optimization. The static

pressure has been normalized by the total pressure at the computational domain inlet (p02 = 359

kPa).
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Figure 6.10: Mach number contours at the vane leading edge of the preliminary (Dp,c) and opti-

mized (ϕ1, ϕ2, ϕ3) vaned diffusers for the two-dimensional Euler single-objective optimization.
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6.7 Three-dimensional RANS multi-objective optimiza-

tion

The optimization previously performed does not take into account the complexity of

the flow field at the diffuser inlet, and the viscous effects. The velocity of the flow leaving

the impeller will be higher on the pressure side and on the hub, due to recirculation and

separation, therefore the velocity entering the diffuser will vary from that on the suction

side to that on the pressure side, and from that at the shroud to that at the hub. Furthermore,

at high pressure ratios, the flow will have a high tangential velocity, and will be transonic

and turbulent, with the eventual presence of shock waves and boundary layer separation.

The flow at the diffuser inlet is thus highly unsteady, viscous, 3D, and non-uniform.

As a consequence, in order to account for those flow phenomena, the second phase of

the optimization work has been performed by coupling the GA previously used to a CFD

code which is able to solve the 3D RANS equations, over a domain which includes both

the impeller and the vaned diffuser.

The performance of the centrifugal compressor having a vaned diffuser has been as-

sessed by evaluating across the whole domain the static pressure recovery and the total

pressure losses, which have been quantified through the total-to-static pressure pressure

ratio πts and the total-to-total isentropic efficiency ηtt,is, respectively. The two objective

functions have been minimized separately and simultaneously, such that the following con-

strained multi-objective optimization problem has been solved

minimize ϕ1 = 1/πts =
p01

p5
, (6.24)

ϕ2 = 1 − ηtt,is = 1 −
(p05
p01
)
γ−1
γ

− 1

T05

T01
− 1

, (6.25)

subject to ψ = ∫Aout
sgn (v ⋅ n)dA

Aout

≥ 0.95, (6.26)

where sgn (x) = ⎧⎪⎪⎨⎪⎪⎩
1 if x > 0
0 if otherwise

, (6.27)

and where p01 and T01 are the total pressure and temperature at the compressor inlet; p05,
T05, and p5 are the total pressure and temperature and the static pressure at the diffuser

outlet; v is the velocity vector; n is a vector normal to the outlet area Aout. The constraint

ψ has been introduced in order to minimize the backflow at the diffuser outlet, since flow

separation on the vane suction side, and consequent recirculation, are expected for a large

number of geometries.

The optimization has been performed at the micro turbine design point, and is driven

by a GA which is an implementation of the non-dominated sorting genetic algorithm II de-

veloped by Deb et al. [57, 58]. A metamodel has been used to assist the GA during the op-

timization process to reduce the computational costs. In the present work, the optimization
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Figure 6.11: The layout of the optimization procedure based on an off-line metamodel-assisted

genetic algorithm.

is performed by the use of a so-called “off-line trained metamodel” technique [207, 269].

This technique utilizes the metamodel as an evaluation tool during all the evolutionary

process. After several generations, the evolution is stopped and the best individual is an-

alyzed by the CFD tool. The difference between the value predicted by the metamodel

and that calculated with the CFD code is a direct measure of the metamodel accuracy.

Often, at the beginning of the optimization process, that difference is expectedly large. As

soon as the new evaluated individual is added to the training database, the metamodel will

be more accurate in the region of the design space where the evolutionary algorithm was

previously predicting the best individual. This feedback is the most valuable part of the

algorithm as it makes the system self-learning.

Figure 6.11 illustrates the layout of the implemented optimization procedure. The main

components are the geometry generator, the CFD tool, and the optimization blocks (i.e.,

the GA, the metamodel, the initial database, and the DOE). In this work, a Kriging meta-

model with a quadratic regression function and a Gaussian correlation function has been

selected. For each geometry tested during the optimization process, ϕ1, ϕ2, and ψ have

been estimated by a dedicated metamodel.

For every optimization cycle, the metamodel-assisted GA computed the evolution of

48 individuals over 2000 generations. The population size has been chosen as a function of

the number of design variables [210, 266]. The probabilities of cross-over and mutation

have been specified equal to 0.75 and 0.015, respectively, while elitism has been used. The

initial population of the GA has been generated by means of a Latin hypercube sampling

strategy [258, 283]. By minimising a potential energy function, this technique is able to

spread the generated points as uniformly as possible within the design space, ensuring that

all its portions are represented. The number of initial individuals is selected on the basis

of the number of design variables of the problem.
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(a) Impeller hub and blades grids. (b) Diffuser hub and vane grids.

Figure 6.12: The grid of the computational domain for the three-dimensional Reynolds averaged

Navier-Stokes multi-objective optimization.

6.7.1 Computational method

Geometry and grid generation

The 3D impeller geometry has been created with a geometry creation tool specialized

for turbomachinery blades [8]. The impeller has been modeled without considering the

tip clearance, while a 13.45-mm-long stationary inlet duct has been placed upstream of

the impeller, in order to reduce the effect of the inlet boundary condition on the potential

field of the blade. At the diffuser outlet, the computational domain has been extended fur-

ther downstream to ensure that the outlet boundary condition does not affect the flow field

around the diffuser vane trailing edge. The volute has not been included in the computa-

tional domain.

The structured grids of an impeller passage containing a full and a splitter blade, and

of the vaned diffuser containing one vane have been generated with a meshing tool tailored

for the CFD analysis of turbomachinery blade rows [10], while the grid of the inlet duct

has been generated using a multi-purpose grid generator for unstructured grids [90].

A very coarse grid of about 42,000 elements has been generated for the impeller

(Fig. 6.12a), since only the flow properties at the impeller outlet (i.e., the diffuser inlet)

were necessary to be known, wherelse there was no interest in a detailed impeller flow field

investigation. The cell number has been obtained on the basis of a grid sensitivity analysis

performed at the micro turbine design point. Total and static pressures and temperatures,

and the absolute velocity have been calculated at the impeller inlet and outlet, and com-

pared for four grid sizes. The latter are the 42,000-elementgrid utilized in the optimization

work, and the three grid sizes (i.e., 284,480, 642,496, and 1,272,192 cells) employed in

Chap. 4. At the impeller outlet, the total and static temperatures and the absolute velocity

are about 1% lower for the chosen grid size, while the total and static pressures are about
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Figure 6.13: The boundaries of the computational domain for the three-dimensional Reynolds av-

eraged Navier-Stokes multi-objective optimization.

5% lower. At the impeller inlet, the flow properties obtained with the chosen cell number

are on average 0.2% higher than those calculated with the other three grid sizes.

Furthermore, the choice of a coarse impeller grid was also sustained by the work of

Tsuei et al. [261], who investigated the influence of a large number of computing options

by comparing experimental and numerical results for seven turbomachines, including cen-

trifugal compressors. By using two commercial CFD codes, and following a hypothesis

formulated by Denton [61], the authors concluded that most of the important effects in a

turbomachinery bladed passage may be captured using a coarse grid of only 30,000 nodes,

since almost all of their numerical results regarding the efficiency and pressure ratio agreed

well with the test data.

On the other hand, no guidelines can be found in the literature about the grid genera-

tion for VDs. At the same time, various cell numbers have been used in the works listed in

Sec. 6.1. Here, a grid of about 164,000 elements has been created for the VD (Fig. 6.12b),

on the basis of a grid sensitivity analysis performedat the micro turbine design point. Total

and static pressures and temperatures, absolute velocity, and velocities components, have

been calculated at the diffuser inlet and outlet and at the vanes leading and trailing edges,

and compared for three grid sizes. The differences between the coarse (∼80,000 elements)

and the baseline (∼164,000 elements) grids are negligible, wherelse they are slightly larger

between the baseline and fine (∼328,000 elements) grids.

Furthermore, the VD grid has been created through an automatic topology and mesh-

ing optimized feature, which enables the creation of high-quality grids with minimal effort.

Furthermore, in order to resolve the boundary layer on the diffuser vanes and end-walls,

the dimensionless wall distance y+ of the first grid node off the wall has been set equal to

1.
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Figure 6.14: Comparison between computed and estimated objective functions (ϕ1, ϕ2) and con-

straint (ψ) for one individual of the Pareto front, for the three-dimensional Reynolds averaged

Navier-Stokes multi-objective optimization with current impeller.

Numerical aspects and boundary conditions

The computational analysis has been performed by means of a commercial CFD code

which solves the 3D RANS equations using a finite-volume-based method [9]. Details

about the numerical schemes and the boundaries conditions (Fig. 6.13) utilized for the

CFD simulations can be found in Sec. 4.2.2.

Contrarily to what has been adopted for the numerical aerodynamic analysis described

in Chap. 4, in this optimization work for the steady-state simulations a mixing plane ap-

proach has been used at the interface between the rotating impeller and the stationary

vaned diffuser. This approach performs a circumferential averaging of the fluxes through

bands on the interface, and steady-state solutions are then obtained in each reference frame.

Stage averaging between blade passages accounts for time average interaction effects, but

neglects transient interaction effects, thus the losses which occur as the flow is mixed be-

tween the two components are not accounted for.

6.7.2 Results and discussion

In this section, the results of the 3D RANS multi-objective optimization problem are

presented for both the current and the larger impellers. The behaviour of the optimization

technique is firstly analyzed, then the comparison between the preliminary and optimized

vaned diffusers follows.

Current impeller

The metamodel-assisted GA creates a Pareto front based on the values predicted by the

metamodels. This front is made of several optimal individuals, among which five geome-

tries, equally spaced along the Pareto front, are extracted, analyzed by means of the CFD

tool, and added to the DOE for the successive cycles. The optimization process has been

stopped after 45 optimization cycles, when the differences between the computed and the

estimated values became negligible.
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(a) A global view.
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(b) A close-up view around the Pareto front.

Figure 6.15: The objective functions (ϕ1,ϕ2) of all the individuals, the Pareto front, the preliminary

vaned diffuser (Dp,c), and the vaneless diffuser (Dvnl), for the three-dimensional Reynolds averaged

Navier-Stokes multi-objective optimization with current impeller. The individuals showing the best

static pressure recovery (D1), best efficiency (D3), and intermediate performance (D2) are also

illustrated. The indivuals fulfilling the constraint (ψ ≥ 0.95) and those which do not (ψ < 0.95) are

shown with two different symbols.

Figure 6.14 shows the deviations between the computed and estimated values for ϕ1,

ϕ2, and ψ, for one individual among the five extrapolated from the Pareto front. During

the first iterations of the optimization process, the deviations between the predicted and

the CFD-based values are large, but they significantly decrease with increasing number of

CFD runs. This is the consequence of the increasing number of samples present in the

DOE, resulting in more accurate predictions of the metamodels. Only about 10 cycles for

ϕ2 and ψ were necessary to obtain a good agreement between the metamodels and the

CFD values, wherelse more CFD runs were required for ϕ1.

Figure 6.15a shows the objective functions of all the geometries evaluated with the

CFD tool. Two different symbols have been given to the individuals which satisfy the con-

straint (ψ ≥ 0.95), and to those which do not (ψ < 0.95). The latter represent only 6%
of all the individuals. The preliminary and vaneless configurations have been included in

the figure as well. The trade-off between the static pressure recovery and total pressure

losses is visible, as the majority of the individuals are clustered at low values of ϕ1 and

ϕ2. However, most of them are distributed within a small range forϕ1 (0.34 ≤ ϕ1 ≤ 0.36),
while the range for ϕ2 is larger (0.28 ≤ ϕ1 ≤ 0.32). Furthermore, it can be noticed that the

preliminary diffuser exhibited very low static pressure recovery and efficiency, such that

most of the geometries have better performance than those of the preliminary design. On

the other hand, the comparison with the vaneless diffuser leads to different conclusions.

Apart from thirteen individuals (including the preliminary), all the geometries have lower

values of ϕ1, resulting thus in a better static pressure recovery. However, all the vaned

diffusers show worse efficiencies than that of the vaneless configuration. Therefore, these
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Table 6.5: The objective functions (ϕ1, ϕ2) and constraint (ψ) of the preliminary (Dp,c), vaneless

(Dvnl), and optimized (D1, D2, D3) vaned diffusers for the three-dimensional Reynolds averaged

Navier-Stokes multi-objective optimization with current impeller.

ϕ1 ϕ2 ψ

Dp,c 0.367 0.318 0.947

Dvnl 0.361 0.261 1.000

D1 0.342 0.305 0.972

∆p,c [%] −6.7 −4.0 +2.6

∆vnl [%] −5.2 +16.7 −2.8

D2 0.347 0.288 0.991

∆p,c [%] −5.4 −9.4 +4.6

∆vnl [%] −3.9 +10.1 −0.9

D3 0.358 0.275 0.964

∆p,c [%] −2.3 −13.6 +1.8

∆vnl [%] −0.7 +5.0 −3.6

conclusions hold as well for the fourteen geometries of the Pareto front, which is magni-

fied in Fig. 6.15b. Among the optimal solutions, three interesting configurations can be

identified, namely the individual with the best static pressure recovery (D1), that having

the best efficiency (D3), and one showing intermediate performance (D2).
The comparison between the two objective functions and the constraint for the pre-

liminary (Dp,c), vaneless (Dvnl), and optimized (D1, D2, D3) geometries is shown in

Table 6.5. As noticed in Fig. 6.15a, the three optimized configurations perform better than

the preliminary design in terms of both ϕ1 and ϕ2. The highest deviations are calculated

between D1 and Dp,c for ϕ1 (−6.7%), and between D3 and Dp,c for ϕ2 (−13.6%). D1,

D2, and D3 exhibit as well as better fulfillment of the constraint, as they have higher val-

ues of ψ. On the contrary, although they all have better static pressure recovery than the

vaneless configuration (with decreasing performance in that respect from D1 to D3), they

perform worse in terms of total pressure losses when compared to Dvnl (with decreasing

performance in that respect fromD3 to D1). As a consequence, for such low-pressure ratio

impeller the addition of diffuser vanes in the vaneless space does not lead to an improved

compressor efficiency, although the static pressure recovery is higher.

Larger impeller

An alternative strategy is thus proposed by considering that in the automotive field it is

commonpractice [16, 109, 272] to manufacturedifferent centrifugal impellers by trimming

down the blades trailing edge radius (rTE) from the largest geometry. As a consequence,

several impellers are considered to belong to same family, since they differ only by rTE,
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Figure 6.16: Comparison between computed and estimated objective functions (ϕ1, ϕ2) and con-

straint (ψ) for one individual of the Pareto front, for the three-dimensional Reynolds averaged

Navier-Stokes multi-objective optimization with larger impeller.
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(a) A global view.
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(b) A close-up view around the Pareto front.

Figure 6.17: The objective functions (ϕ1,ϕ2) of all the individuals, the Pareto front, the preliminary

vaned diffuser (Dp,c), and the vaneless diffuser (Dvnl), for the three-dimensional Reynolds averaged

Navier-Stokes multi-objective optimization with larger impeller. The individuals showing the best

static pressure recovery (D1), best efficiency (D3), and intermediate performance (D2) are also

illustrated. The indivuals fulfilling the constraint (ψ ≥ 0.95) and those which do not (ψ < 0.95) are

shown with two different symbols.

which leads to different flow capacities and pressure ratios, wherelse the other geometric

details are intact.

By looking at Figs. 3.1c and 3.1d, it can be seen that a 1-mm margin is still available

between the impeller blades trailing edge and the impeller outlet. Therefore, an impeller

having an rTE-value equal to 19.5 mm would still fit within the same impeller outlet ra-

dius, could be easily mounted on the same turbocharger as the current one, and could be

manufactured with very low costs.

Furthermore, a larger rTE implies a higher pressure ratio, at constant rotational speed,
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Figure 6.18: The objective functions (ϕ1, ϕ2) of the Pareto front, the preliminary vaned diffuser

(Dp), and the vaneless diffuser (Dvnl) computed with the current (closed symbols) and larger (hol-

low symbols) impellers for the three-dimensional Reynolds averaged Navier-Stokes multi-objective

optimization.

as a consequence of a higher tangential velocity at the impeller outlet. However, this leads

to a longer flow path in the vaneless diffuser, and in turn to higher friction losses. Con-

sequently, at a larger impeller outlet the effect of the guided diffusion process might be

beneficial because the dynamic head to recover is higher, due to a higher impeller outlet

tangential velocity.

Therefore, in order to assess whether this solution is feasible, a second 3D RANS

multi-objective optimization process has been carried out with a larger impeller (i.e., rTE =
19.5 mm). All the components of the optimization strategy are however the same as those

previously described throughout Sec. 6.7.

Figure 6.16 shows the deviations between the computed and estimated values for ϕ1,

ϕ2, and ψ, for one individual among the five extrapolated from the Pareto front. The

deviation is high in the early stages of the optimization process, as the predicted values

understimate the calculated ones, then it significantly decreases after about 10 cycles for

ϕ1 and about 20 cycles for ϕ2 and ψ.

Figure 6.17a shows all the individuals evaluated with the CFD tool, and the Pareto

front which has been created at the end of the optimization process. Two different symbols

have been given to the individuals which satisfied the constraint (ψ ≥ 0.95), and to those

which did not (ψ < 0.95). The latter represent about 40% of all the computed individuals.

The preliminary and vaneless configurations have been included in the figure as well. All

the individuals are distributed within wide ranges for both objective functions, such that

the conflict between ϕ1 and ϕ2 cannot be underestimated. However, the trend towards the

minimization of both objective functions is visible, as the majority of the individuals are

clustered at low values of ϕ1 and ϕ2. This spread might also be the consequence of the

broad ranges assigned to the design variables. The preliminary diffuser exhibited a good

behaviour with respect to the pressure recovery, but had a very low efficiency. Further-
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more, most of the individuals performed better than the vaneless configuration in terms of

pressure recovery, while only a few had better efficiency. Figure 6.17b illustrates a closer

view around the Pareto front. The front is made of eleven individuals, among which three

critical configurations can be identified. D1 is the individual with the lowest ϕ1, D3 is the

one with the best efficiency, and D2 exhibits intermediate performance. In Fig. 6.17b five

individuals located on the left-hand side of the Pareto front are noticeble. They have been

disregarded because did not fulfill the constraint.

Figure 6.18 shows the comparison of the Pareto front and the preliminary (Dp) and

vaneless (Dvnl) configurations for the 3D RANS multi-objective optimization with the

current and larger impellers. The value of ϕ1 for the larger impeller and vaneless diffuser

is 4.2% lower than that of the current impeller and vaneless diffuser, but the ϕ2-value

increases by 17.8%. The same vaneless diffuser allows then for a slightly better static

pressure recovery in the case of higher tangential velocities at the impeller outlet, at the

expense of a dramatic reduction of the total-to-total isentropic efficiency. Subsequently,

in the case of the larger impeller, the substitution of the vaneless diffuser with a vaned

one further improves the static pressure recovery, but leads to additional friction losses

which decrease ϕ2. On the contrary, if the current impeller is employed, the preliminary

vaned diffuser performs worse than the vaneless configuration in terms of both ϕ1 and ϕ2.

Furthermore, the Pareto front computed with the larger impeller is located at the left, top

corner of the figure, exhibiting thus lower values of ϕ1 (i.e., better static pressure recov-

ery) and higher values of ϕ2 (i.e., worse efficiency), when compared to the Pareto front

computed with the current impeller. However, three individuals of the front show better

efficiency than the vaneless diffuser, but in the case of the current impeller the Pareto front

is above the vaneless configuration, at its left. As a consequence, the use of vaned diffusers

with a low-pressure pressure ratio compressor is beneficial only in terms of static pressure

recovery, while a reduction of the friction losses, leading to increased efficiencies, can be

achieved only in the case of high dinamic heads available at the diffuser inlet, due to larger

impellers.

Table 6.6 shows the comparison between the two objective functions (ϕ1 and ϕ2) and

constraint (ψ) calculated for the preliminary (Dp,l), vaneless (Dvnl), and optimized (D1,

D2, D3) geometries. Both D1 and D2 have better pressure recovery than the preliminary

configuration (ϕ1 is 5.1% and 1.1% lower, respectively), while the value of ϕ1 for D3 is

3.0% higher. Furthermore, the three optimized geometries exhibit higher values of the

constraint function with respect to the preliminary configuration. The optimized designs

show also higher static pressure recovery than the vaneless diffuser, as confirmed by the

values of ϕ1. Conversely, the use of a vaned diffuser has a drawback in terms of stage

efficiency. D3 is the only configuration that performs better than the vaneless diffuser(4.1%-decrease for ϕ2), but D1 and D2 have worse performance. Consequently, the ef-

ficiency of this centrifugal compressor featuring a larger impeller and a vaneless diffuser

can be indeed increased by using a vaned diffuser.

Table 6.7 shows the values of the total-to-static pressure ratio (πts), total-to-total isen-

tropic effiency (ηtt,is), static pressure recovery coefficient (CP), and total pressure loss

coefficient (K) for the preliminary (Dp,l), vaneless (Dvnl), and optimized (D1, D2, D3)
geometries. This comparison allows for a distinction upon the diffuser and compressor
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Table 6.6: The objective functions (ϕ1, ϕ2) and constraint (ψ) of the preliminary (Dp,c), vaneless

(Dvnl), and optimized (D1, D2, D3) vaned diffusers for the three-dimensional Reynolds averaged

Navier-Stokes multi-objective optimization with larger impeller.

ϕ1 ϕ2 ψ

Dp,l 0.313 0.324 0.923

Dvnl 0.346 0.308 1.000

D1 0.297 0.324 0.972

∆p,l [%] −5.1 0.0 +5.3

∆vnl [%] −14.2 +5.2 −2.8

D2 0.309 0.314 0.992

∆p,l [%] −1.1 −3.2 +7.4

∆vnl [%] −10.5 +1.9 −0.8

D3 0.322 0.296 0.975

∆p,l [%] +3.0 −8.6 +5.6

∆vnl [%] −6.8 −4.1 −2.5

Table 6.7: Compressor (πts, ηtt,is) and diffuser (CP, K) performance parameters for the prelim-

inary vaned diffuser (Dp,l), vaneless diffuser(Dvnl), and optimized vaned diffusers (D1, D2, D3),
computed for the three-dimensional Reynolds averaged Navier-Stokes multi-objective optimization

with larger impeller.

πts ηtt,is CP K

Dp,l 3.196 0.676 0.554 0.327

Dvnl 2.892 0.692 0.482 0.216

D1 3.368 0.676 0.612 0.319

∆p,l [%] +5.4 0.0 +10.5 −2.4

∆vnl [%] +16.5 −2.3 +27.0 +47.7

D2 3.232 0.686 0.596 0.278

∆p,l [%] +1.1 +1.6 +7.6 −15.0

∆vnl [%] +11.8 −0.8 +23.7 +28.7

D3 3.103 0.704 0.549 0.235

∆p,l [%] −2.9 +4.5 −0.9 −28.1

∆vnl [%] +7.3 +1.8 +13.9 +8.8
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Figure 6.19: Geometry comparison between preliminary (Dp,l) and optimized (D1, D2, D3) vaned

diffusers for the three-dimensional Reynolds averaged Navier-Stokes multi-objective optimization

with larger impeller.

performance. In accordance with the previous results, D1 and D2 have higher values of

πts than Dp,l, while the value obtained with D3 is lower. This is reflected as well by the

comparison between the CP-values. On the contrary, some differences can be noticed

about the relationship between the total pressure loss coefficient and the efficiency. The

three optimized configurations exhibit lower K-values than the preliminary diffuser, with

the highest difference calculated forD3 (−28.1%), but the deviations in terms of efficiency

values are one order of magnitude lower. In general, a lower total pressure loss coefficient

leads to a higher efficiency, although this is not true for D1. Furthermore, when com-

paring the vaneless diffuser with the optimized vaned geometries, it can be noticed that

the latter have higher πts than the former, with decreasing deviations from D1 (+16.5%)
to D3 (+7.3%), as a consequence of a better static pressure recovery within the diffuser.

However, another conclusion can be drawn when comparing K and ηtt,is. The optimized

geometries show very high values of the total pressure loss coefficient in comparison to

the value of Dvnl (+47.7%, +28.7%, and +8.8% for D1, D2, and D3, respectively), but this

does not yield to a worse efficiency in the case of D3. This optimized configuration has

an efficiency which is 1.8% higher than that of the vaneless design, although it has a 8.8%
higher total pressure loss coefficient.

Figure 6.19 shows a graphical comparison between the preliminary design and the

three optimized configurations, while the corresponding design variables are summarized



160 6.7 THREE-DIMENSIONAL RANS MULTI-OBJECTIVE OPTIMIZATION

Table 6.8: Design variables of the preliminary (Dp,l) and optimized (ϕ1, ϕ2, ϕ3) vaned diffusers

computed for vaned diffusers for the three-dimensional Reynolds averaged Navier-Stokes multi-

objective optimization with larger impeller. RR3 and RR4 are the radius ratios at the diffuser vane

leading and trailing edges, RR5 is the radius ratio at the diffuser outlet, α3v is the vane angle at the

leading edge, VTA is the vane turning angle, and ZD is the vane number.

RR3 RR4 RR5 α3v [○] VTA [○] ZD

Dp,l 1.150 1.670 1.692 74.5 10.0 13

D1 1.139 1.611 1.825 72.9 10.9 9

D2 1.110 1.489 1.621 75.2 10.4 11

D3 1.149 1.441 1.511 78.4 10.2 8

in Table 6.8. The optimized designs have less vanes than the preliminary, but whileD3 has

eight vanes according to the minimization of total pressure losses, D2 has eleven vanes, in

contrast to the nine vanes of D1. Increasing the vane number is therefore not a guarantee

of a higher pressure recovery. The latter is however achieved with longer haves, as in the

case of D1. This configuration exhibits as well the largest space downstream of the vanes

trailing edge, such that the highest pressure recovery is a combination of the velocity de-

crease both in the vaned passages and in the second vaneless space. On the contrary, the

efficiency is maximized with a large first vaneless space, short vanes, and a small second

vaneless space. Further on, the optimized designs exhibit different vane angles at the lead-

ing edge, wherelse the values of VTA are very similar. D2 show more radial vanes, while

the vanes of D3 are more tangential at the trailing edge.

In the following, the flow field of the preliminary and optimized geometries will be

analyzed by means of the Mach number, static pressure, and total pressure contours on a

section located at the diffuser mid-span.

Figure 6.20 shows the Mach number contours. A supersonic Mach number of about

1.27 is visible for D1, which exhibits a shock on the vane pressure side, very close to the

leading edge. This leads to a velocity decrease on the vane suction side, where D1 has

the lowest average velocities in comparison to the other geometries. However, the lowest

peak Mach numbers have been found in the preliminary diffuser and in D3, whose vanes

are located the furthest from the diffuser inlet. Furthermore, D1 does not exhibit the low-

velocity region which is visible in the preliminary configuration on the vane suction side.

This area can still be noticed for D2 at about mid-chord, and for D3 to a very small extent.

However, in the two optimized geometries flow separation and recirculation on the vanes

suction side does not occur.

Figure 6.21 shows the contours of static pressure, normalized by the total pressure at

the CFD domain inlet (p01 = 101,325 Pa). Compared to the preliminary design, D1 has

the highest pressure rise in the vaned passage. On the vane pressure side, the isobars are

very close to each others, and rapidly increase in magnitude from the leading to the trailing
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Figure 6.20: Mach number contours of the preliminary (Dp,l) and optimized (D1, D2, D3) vaned

diffusers for the three-dimensional Reynolds averaged Navier-Stokes multi-objective optimization

with larger impeller. The contours are shown on a section located at 50% of the diffuser spanwise

direction.

edges. On the other hand, the worst static pressure recovery has been obtained with D3,

because of very short vanes. D2 is better than D3 in terms of static pressure recovery, but

worse than D1.

Figure 6.22 shows the contours of the total pressure, normalized by the total pressure

at CFD domain inlet (p01 = 101,325 Pa). For all the four vaned diffusers, the total pressure

is minimum approximately in correspondance of the low-velocity pools seen in Fig. 6.20.

As a consequence, the wakes which are visible on the vanes suction side are the source of

the losses within the diffuser. The optimized design D3 has the highest total pressure in

the proximity of the vanes leading edge, which in turn gives the lowest losses in the down-

steam vaned passages, maximizing thus ϕ2. The highest total pressure losses in the vaned
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Figure 6.21: Static pressure contours of the preliminary (Dp,l) and optimized (D1, D2, D3) vaned

diffusers for the three-dimensional Reynolds averaged Navier-Stokes multi-objective optimization

with larger impeller. The contours are shown on a section located at 50% of the diffuser spanwise

direction. The static pressure has been normalized by the total pressure specified at the computa-

tional domain inlet (p01 = 101,325 Pa).

passage are visible in D1, whose efficiency is equal to that of the preliminary diffuser.

6.8 Conclusions

This chapter describes the optimization of vaned diffusers, which has been firstly per-

formed by coupling a GA to a in-house 2D Euler CFD code, in order to test the developed

optimization strategy through a fast solution of the optimization problem. The optimiza-

tion has been carried out at the micro turbine design point (i.e., ṁ = 50 g/s and N = 240
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Figure 6.22: Total pressure contours of the preliminary (Dp,l) and optimized (D1, D2, D3) vaned

diffusers for the three-dimensional Reynolds averaged Navier-Stokes multi-objective optimization

with larger impeller. The contours are shown on a section located at 50% of the diffuser spanwise

direction. The total pressure has been normalized by the total pressure specified at the computational

domain inlet (p01 = 101,325 Pa).

krpm).

The static pressure recovery and the total pressure losses have been chosen as objec-

tive functions. The multi-objective problem has been reduced to a single-objective one by

minimizing an equation which is the weighted sum of the two objective functions 1 − CP
and K. Therefore, three objective functions, having different weights given to the two ob-

jectives, have been optimized.

The relative position of the vanes between the diffuser inlet and outlet, their inclination

with respect to the radial direction at the leading and trailing edges, and the vane number

have been selected as design variables.
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The following can be concluded regarding the 2D Euler single-objective optimization

problem:

• The values of the three objective functions are lower than the corresponding values

calculated for the preliminary design. They all have higher static pressure recovery

coefficient, but higher total pressure loss coefficient as well. The increase in the

pressure recovery is mainly due to the reduction below unity of the Mach number.

• The choice of the weights given to each objective function influences the optimized

solution. Thus, a vane closer to the diffuser inlet has been designed if the pressure

recovery is given a higher priority, while the vane is located further downstream

when the static pressure recovery coefficient is considered less important.

• The preliminary and the three optimized geometries have the same vane number,

while it has been found out that the vane leading edge position and inclination are

more important than those at the trailing edge. As a consequence, at the trailing

edge the radius ratios and vane angles of the optimized geometries are very similar

to each other, while at the leading edge the radius ratio shows a wider variety. Its

pattern is to be smaller for increasing the pressure recovery and higher for achieving

lower total pressure losses.

The simulations performed in the first phase of the optimization do not take into ac-

count neither the complexity of the flow field at the diffuser inlet, nor the effects of the

flow conditions on the diffuser losses. The velocity of the flow leaving the impeller will

be higher on the pressure side and on the hub, due to recirculation and separation. As the

impeller rotates, the velocity entering the diffuser will then be varying from that on the

suction side to that on the pressure surface, as well as from that at the shroud to that at the

hub. Furthermore, at high pressure ratios, the flow will have a high tangential component

of velocity and will be transonic and turbulent, with the eventual presence of shock waves

and boundary layer separation. Therefore, the flow at the diffuser inlet is highly unsteady,

viscous, 3D, and non-uniform. phenomena.

As a consequence, in the second step of the optimization the GA has been coupled

to a commercial 3D RANS CFD code, in order to account for the viscous effects and

the impeller-diffuser interaction. The GA has been assisted by a Kriging metamodel, to

reduce the computational costs. The performance of the centrifugal compressor having

a vaned diffuser has been assessed by evaluating across the compressor stage the static

pressure recovery and the total pressure losses. The former has been quantified through

the total-to-static pressure pressure ratio, while the latter have been quantified through the

total-to-total isentropic efficiency. The two objective functions have been minimized sep-

arately and simultaneously, such that a constrained multi-objective optimization problem

has been solved. Furthermore, the diffuser outlet radius has been used as a sixth design

variable, in order to minimize the friction losses between the vanes trailing edge and the

diffuser outlet. Also in this case the optimization has been carried out at the micro turbine

design point.

The 3D RANS multi-objective optimization has been performed with two different
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centrifugal impellers (i.e., the current impeller and a larger one). A larger impeller outlet

diameter implies a higher pressure ratio, at constant rotational speed, as a consequence

of a higher tangential velocity at the impeller outlet. However, this leads to a longer flow

path in the vaneless diffuser, and in turn to higher friction losses. Consequently, at a larger

impeller outlet the effect of the guided diffusion process might be beneficial because the

dynamic head to recover is higher, due to a higher impeller outlet tangential velocity.

The solution of the 3D RANS multi-objective optimization problem with the current

impeller led to a Pareto front made of fourteen individuals, among which one that maxi-

mizes the static pressure recovery (D1), one that maximizes the efficiency (D3), and one

showing intermediate performance (D2) have been identified. By comparing them to the

preliminary and vaneless configurations, it can be concluded that the efficiency of the latter

cannot be improved through a vaned diffuser, although the optimized geometries perform

better than the preliminary design. The presence of the diffuser vanes is indeed benefi-

cial in terms of static pressure recovery, but the high total pressure losses overcome the

increase in static pressure, leading to lower efficiencies.

The solution of the 3D RANS multi-objective optimization problem with the larger im-

peller led to a Pareto front made of eleven individuals, among which D1, D2, and D3 have

been extrapolated as before. The following can be concluded regarding this optimization:

• D1 and D2 perform better than the preliminary design in terms of static pressure

recovery, while D3 does not. The three optimized geometry exhibit the same ef-

ficiency, or better, compared to the preliminary geometry. The ideal best vaned

diffuser would couple the static pressure recovery level of D1 (−5.1% for ϕ1), with

the total pressure losses level of D3 (−8.6% for ϕ2).

• The three optimized geometry show better pressure recovery than the vaneless con-

figuration as well, but differences are noticed in terms of total pressure losses, since

they all feature higher total pressure loss coefficients. However, D3 exhibits a better

efficiency (+1.8%) than the vaneless diffuser. The performanceof this high-pressure

ratio centrifugal compressor featuring a vaneless diffuser can thus be improved by

the addition of diffuser vanes. Furthermore, in this case the diffuser outlet radius is

12% shorter than that of the vaneless configuration.

• Long diffuser vanes increase the static pressure recovery, while shorter ones, cou-

pled with small a vaneless space at the diffuser outlet, has a positive effect on the

efficiency. The influence of the diffuser vane number on the pressure recovery and

efficiency could not be properly assessed.

• The optimized geometries cause less backflow than the preliminary configuration,

as a consequence of higher average Mach numbers, and due to the absence of flow

recirculation on the vanes suction side. In all cases, the loss production occurs in

correspondance of the low-velocity regions present in the flow field.





This chapter draws the conclusions regarding the work presented in this disserta-

tion, while recommendations are suggested for future research activities.

“Enough research will tend to support your conclusions.”

Arthur Bloch.

7
Conclusions and perspectives

167



168 7.1 CONCLUSIONS

7.1 Conclusions

Distributed generation (DG) is one of the options for a more efficient and sustainable

use of fossil fuels as energy sources. Among the various technologies which are currently

proposed for DG, micro combined heat and power (µCHP) could play a very relevant role,

because it positively integrates technological as well as cultural and institutional compo-

nents, related to the potential for reducing the ecological impact of electricity conversion.

Micro gas turbines offer many potential advantages in comparison to other conversion

technologies suitable for µCHP applications, and usually adopt radial-flow components

for the turbomachinery, since they offer minimum surface and end-wall losses, and pro-

vide the highest efficiency. Centrifugal compressors also provide very high pressure ratio

per stage, are less expensive to manufacture, and are similar in terms of design and volume

flow rate to those adopted for automotive turbochargers.

Thanks to the evolution experienced by automotive turbochargers in the past seventy

years, the use of single-shaft radial turbomachinery for micro turbines allows thus for

simple designs, satisfiying aerothermodynamic constraints, and relatively low production

costs. Nevertheless, micro turbines performance can be improved through suitable modifi-

cations of turbocharger technology, especially considering that turbochargers usually em-

ploy centrifugal compressors with vaneless diffusers in order to maximize the flow range

and minimize production costs, wherelse gas turbines require higher efficiency and pres-

sure ratio for a much narrower operating range.

In this study, the recuperated micro gas turbine developed by the Dutch company Mi-

cro Turbine Technology B.V. (MTT) has been utilized as an illustrative example. The

MTT micro turbine delivers electrical and thermal power output up to 3 and 14 kW, re-

spectively, and will be primarily applied in µCHP units for domestic dwellings. The tur-

bomachinery consists of a commercial off-the-shelf automotive turbocharger, made of a

centrifugal compressor, a radial turbine, and oil-lubricated bearings. A cycle study of the

MTT recuperated micro gas turbine has been carried out in order to assess the impact of

the centrifugal compressor performance on the system performance. The analysis proved

that the system net electrical conversion efficiency can increase by about 2% for every

1%-increase in the compressor isentropic efficiency.

In line with the objectives of this research as stated in Chap. 1, the main conclusions

of the work presented in this dissertation are summarized as follows:

• A fully automated optimization methodology has been developed by integrating an

optimization algorithm, a geometry generator, a grid generator, a computational

fluid dynamics (CFD) solver, and a post processor. This methodology can be used

for the optimization of turbomachinery components, but has been applied here to

the design and optimization of vaned diffusers for the exemplary micro compres-

sor. The optimized vaned diffusers led to increased static pressure recovery, but the

compressor efficiency was lower than that of the vaneless configuration, because of

larger total pressure losses.

• The test-rig, which has been designed and built for the automatic acquisition of

the performance maps of very small centrifugal compressors, proved to be robust,
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reliable, and versatile. An experimental campaign has been carried out in order to

quantify the aerodynamic performance of the MTT compressor, and the test data

have been used to validate the results of numerical analyses. The test-rig will also

be a useful tool in the development of future, new designs which aim at improving

the micro turbine compressor performance, and will be utilized to test other micro

centrifugal compressors for a variety of different applications.

• A new one-dimensional (1D) method for the assessment of the performance (i.e.,

stage total-to-total pressure ratio and isentropic efficiency; impeller inlet and outlet

velocity triangles; impeller internal, external, and mixing losses; vaneless diffuser

losses; volute losses) of very small centrifugal compressors has been developed on

the basis of two very well-known design methodologies, namely the single- and

two-zone model. This novel tool combines the advantages of the two, since it dis-

tinguishes between high- and low-momentum flows within the impeller bladed pas-

sages as possible with the two-zone model, and allows evaluating the impeller loss

mechanisms, as possible with the single-zone model.

Furthermore, in line with the chapters of the dissertation, more detailed results are

summarized as follows:

• One-dimensional performance analysis:

– The numerical results computed by the 1D tool have been validated against

the experimental results obtained with the test-rig, at 190 and 220 krpm, and

varying mass flow rate, respectively.

– The comparison shows a good agreement, since the model is able to capture

the pressure ratio and efficiency trends. However, in proximity of the choking

condition the difference between the numerical and test data is higher.

– At the micro turbine design point (i.e., ṁ = 50 g/s and N = 240 krpm), the

model overpredicts the pressure ratio, but underpredicts the efficiency, while

it has been calculated that the skin friction losses contribute to the largest ef-

ficiency decrease, followed by the mixing losses, and the vaneless diffuser

losses.

• Experimental set-up:

– The performance maps of the MTT micro turbine compressor have been ob-

tained at a rotational speed as high as 220 krpm, but rotational speeds up to

240 krpm (i.e., the micro turbine design point) are deemed within reach with

suitable improvements of the compressor test-rig.

– The highest measured total-to-total isentropic efficiency of the current com-

pressor stage is equal to 0.695±0.112 at 120 krpm, 0.692±0.063 at 160 krpm,

0.681±0.049 at 190 krpm, and 0.686±0.037 at 220 krpm. The maximum mea-

sured stage total-to-total pressure ratio is equal to 2.33±0.08 at 220 krpm.
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– The uncertainty of the measured static pressures highly influences the uncer-

tainty of both the stage total-to-total pressure ratio and isentropic efficiency.

Particularly, the uncertainty of the static pressure at the compressor inlet is

preponderant with respect to that of the static pressure at the outlet.

– Substituting the actual pressure transmitters with instruments having better

accuracy and lower full scale would reduce the uncertainties of the final results.

For example, decreasing the full scale would reduce the average uncertainties

of the pressure ratio and efficiency from 3.5% and 11.7%, to 1.4% and 6.5%,

respectively.

• Numerical aerodynamic analysis at the micro turbine design point:

– The supersonic relative Mach number at the impeller blades tip causes the flow

to separate, and the following development of a low-velocity region on the

blades suction side. The wake which develops at the impeller outlet due to the

flow separation is larger on the full blades suction side than on the suction side

of the splitter blades, and leads to the generation of high losses in proximity

of the shroud.

– The calculated static pressure recovery coefficient of the vaneless diffuser of

the actual compressor stage is equal to 0.47. It is thus located at the lower

end of the ranges documented in the literature, since less than 50% of the high

kinetic energy available at the diffuser inlet is converted into static pressure.

– For every 1%-increase of the impeller tip clearance, the stage total-to-total

pressure ratio and isentropic efficiency decrease by 1.3% and 0.6%, respec-

tively. The impeller efficiency drop due to the impeller tip clearance is two

times larger than the loss documented in the literature for larger centrifugal

impellers.

• Vaned diffusers optimization at the micro turbine design point:

– For the MTT micro compressor, the efficiency of the simulated most efficient

optimized vaned diffuser is 1.9% lower than that of the vaneless diffuser. The

vaned diffuser however exhibits a 7.4%-higher static pressure recovery.

– Subsequently, an impeller with larger diameter, which delivers a higher pres-

sure ratio at the same rotational speed, has been considered, since the ef-

fects of a guided diffusion process might be beneficial because of a higher

dynamic head to recover. The efficiency and static pressure recovery of the

simulated most efficient optimized vaned diffuser are respectively 1.8% and

16.6% higher than those of the vaneless configuration. The outlet diameter of

the vaned diffuser is 12% smaller than that of the vaneless diffuser.

– The length of the diffuser vanes is a trade-off between static pressure recovery

and total pressure losses. The influence of the diffuser vane number on the

static pressure recovery and efficiency could not be properly assessed.
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7.2 Perspectives

The work described in this dissertation left many open issues of interest for future

research activities:

• One-dimensional performance analysis:

– The 1D model has to be tested with other small centrifugal compressors, in

order to further solidify its role as an efficient method to analyze these turbo-

machines.

– Further CFD simulations are required in order to improve the capability of the

1D approach to properly quantify the diffusion parameters, the relationship

between the secondary flow mass and area fractions, and the tangential velocity

factor.

• Experimental set-up:

– Further experiments of the exemplary compressor stage in proximity of the

choking condition have to be performed at all rotational speeds.

– In order to reach a higher rotational speed in the test-rig, the turbine which

drives the compressor has to be powered by a more reliable and controllable

power source (e.g., an electric motor).

– Additional measurements within the single components of the exemplary com-

pressor stage have to be carried out, in order to quantify their performance, and

to acquire further knowledge about the flow phenomena which occur there.

– The impeller tip clearance has to be measured in running conditions, in or-

der to establish an experimental correlation between the tip clearance and the

efficiency drop, and to validate the numerical results.

• Numerical aerodynamic analysis:

– The inlet pipe located upstream of the compressor in the test-rig, as well as the

volute, have to be included in the computational domain, in order to achieve a

better insight on the flow field in all the stage components, and of their mutual

influence.

– A deeper analysis of the tip clearance influence on the impeller and diffuser

(either vaneless or vaned) flow fields has to be carried out.

• Vaned diffusers optimization:

– Thanks to the available ever increasing computational power and to the use

of metamodels, the simultaneous optimization of the impeller and the vaned

diffuser can be carried out, in order to achieve a new aerodynamicdesign which

will significantly increase the compressor stage performance.
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– The impeller tip clearance has to be included in the computational domain for

the simultaneous impeller and vaned diffuser optimization, in order to assess

its effects on the performance of the vaned diffuser and compressor stage.

– The geometric variables wich define the diffuser vane leading edge shape and

the diffuser vane profile shape have to be included in the group of design vari-

ables, in order to account for the variation of the flow angle in the spanwise

direction, and to obtain “more aerodynamic” vane shapes.

– A so-called “multi-point” optimization has to be carried out, in order to opti-

mize the vaned diffusers for a wider range of operating conditions, so to avoid

abrupt decrements of the compressor performance when the micro turbine op-

erates at part-load conditions.

– Unsteady CFD investigations of the best vaned diffuser obtained through the

optimization work can be performed, in order to analyze the impeller-vaned

diffuser interaction.
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